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WALKING HYBRID NEUROPROSTHESIS

Naji A. Alibeji, PhD

University of Pittsburgh, 2017

The purpose of this research is to develop a human motor control-inspired control system for

a hybrid neuroprosthesis that combines functional electrical stimulation (FES) with electric

motors. This device is intended to reproduce gait for persons with spinal cord injuries (SCI).

Each year approximately 17,000 people suffer from an SCI in the U.S. alone, of which about

20% of them are diagnosed with complete paraplegia. Currently, there is a lot of interest in

gait restoration for subjects with paraplegia but the existing technologies use either solely

FES or electric motors. These two sources of actuation both have their own limitation when

used alone. Recently, there have been efforts to provide a combination of the two means of

actuation, FES and motors, into gait restoration devices called hybrid neuroprostheses.

In this dissertation the derivation and experimental demonstration of control systems for

the hybrid neuroprosthesis are presented. Particularly, the dissertation addresses technical

challenges associated with the real-time control of a FES such as nonlinear muscle dynamics,

actuator dynamics, muscle fatigue, and electromechanical delays (EMD). In addition, when

FES is combined with electric motors in hybrid neuroprostheses, an actuator redundancy

problem is introduced. To address the actuator redundancy issue, a synergy-based control

framework is derived. This synergy-based framework is inspired from the concept of muscle

synergies in human motor control theory. Dynamic postural synergies are developed and used

in the feedforward path of the control system for the walking hybrid neuroprosthesis. To

address muscle fatigue, the stimulation levels are gradually increased based on a model-based

fatigue estimate. A dynamic surface control technique, modified with a delay compensation
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term, is used to address the actuator dynamics and EMD in the control derivation. A

Lyapunov-based stability approach is used to derive the controllers and guarantee their

stability. The outcome of this research is the development of a human motor control-inspired

control framework for the hybrid neuroprosthesis where both FES and electric motors can

be simultaneously coordinated to reproduce gait. Multiple experiments were conducted on

both able-bodied subjects and persons with SCI to validate the derived controllers.
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1.0 INTRODUCTION

The purpose of this research is to develop a human motor control-inspired control system

that provides adequate real-time performance for a hybrid neuroprosthesis that is capable of

reproducing gait. Hybrid neuroprostheses are devices that use a combination of functional

electrical stimulation (FES) and electric motors to restore gait in subjects with paraplegia.

Currently, there is a lot of interest in gait restoration for subjects with paraplegia, but the

existing technologies use either solely FES or electric motors, which each have their own

limitation when used alone. Recently, there have been efforts to combine the two means of

actuation, FES and motors, into a single gait restoration device called hybrid neuroprosthe-

ses. The use of FES can provide supplementary torque, which will allow for smaller motors

that require less energy storage, and have added health benefits for the user, e.g., improved

cardiovascular health and increased muscle mass and bone density. However, the control

of FES can be difficult due to the nonlinear muscle dynamics, Ca2+ activation, electrome-

chanical delays (EMD), and muscle fatigue. In addition, hybrid actuation uses FES and

electric motors to influence the same degree of freedom (DOF) which introduces an actuator

redundancy problem. This research overcomes these challenges by using control methods

inspired by concepts from human motor control theory, while considering system stability.

The benefits of this research are the development of a more efficient control system for a

hybrid neuroprosthesis that addresses actuator redundancy, actuator dynamics, EMD, and

muscle fatigue.

Primary Goal and Objectives: The primary goal of this research has been to derive

a human motor control-inspired control system with a guarantee of stability for a hybrid

neuroprosthesis. The control system must address the challenges associated with real-time
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control of hybrid neuroprosthesis: actuator redundancy, electromechanical delays, actuator

dynamics, and fatigue. These four objectives guide this research:

1. Establish a synergy-based control hierarchy to address actuator redundancy.

2. Address actuator dynamics and EMD by modifying and using a dynamic surface

control structure.

3. Compensate for fatigue by incorporating a fatigue-based scaling factor in the con-

troller.

4. Implement the synergy-based control system in walking experiments on human sub-

jects.

1.1 MOTIVATION AND PROBLEM STATEMENT

Neurological dysfunctions caused by spinal cord injury (SCI), stroke, multiple sclerosis, trau-

matic brain injury, etc., are the leading causes of mobility disorders among adults across the

world. Each year there are approximately 3,400 new cases of complete paraplegia due to an

SCI in the U.S. alone [105]. Complete paraplegia of persons impairs their walking function

and hinders their ability to perform activities of daily living. This loss of, or limited, limb

functionality of their motor control of the lower extremities typically leaves the subjects

confined to a wheelchair, significantly limiting their mobility. Until recently, there have been

only two viable technologies that may help restore walking function in persons with SCI:

Functional electrical stimulation and powered orthoses.

FES is the use of neuromuscular electrical stimulation (NMES) to produce muscle con-

tractions that provide a function [76]. NMES is the application of artificial electrical poten-

tials across a muscle group to elicit a muscle contraction. NMES is prescribed as an interven-

tion to rehabilitate or restore functionality in mobility-impaired individuals [77]. For exam-

ple, NMES can be used to produce advanced functional tasks such as upper extremity reach-

ing and grasping [15,17,88,106], rowing [19], single leg extension [30,31,33,50,87,93,94,96],

and stationary bicycling [8,49,52]. Gait restoration of subjects with paraplegia through the

use of FES is a popular research problem that still remains unsolved [48,58,71,92,98].
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When specific muscles are stimulated in an appropriate sequence and supplemented with

a walker or crutches, walking movements can be reproduced. The first attempt to produce

gait patterns using transcutaneous electrical stimulation of the quadriceps and glutei was

presented in Kantrowitz et al. [51] and the first FES system to improve gait was developed in

1961 by Liberson et al. [62] to correct drop foot. Since then many FES based gait restoration

systems have been developed [7,43,48,58,59,66]. In Bajd et al. a combination of stimulation

to the peroneal nerve, to produce withdraw reflex, and quadriceps to produce knee extension

is used to achieve a rudimentary gait for subjects with an SCI [7]. However, FES-based

walking restoration systems have achieved limited acceptability among persons with mobility

disorders due to the rapid onset of muscle fatigue and other technical challenges such as

coordinating multiple muscles with FES, EMD, poor and unreliable muscle force generation

by electrical stimulation, and upper-body effort required to maintain balance while walking.

Moreover, controlling FES can be cumbersome due to the highly nonlinear muscle dynamics.

Although the majority of the aforementioned work uses ad hoc control methods or open-loop

control, closed-loop control is typically employed to achieve accurate and precise limb control

during NMES-elicited tasks. However, closed-loop control of NMES is challenging due to the

uncertain and nonlinear musculoskeletal system and presence of muscle fatigue, unmodeled

disturbances such as muscle spasticity or external changes in muscle loads, EMD, and Ca2+

activation dynamics.

To reduce the effects of muscle fatigue, FES can be used in conjunction with a passive

orthosis [35, 42, 57, 101]. The addition of an orthosis lowers the metabolic cost of walking

by providing a relatively natural and stable gait, reducing the load on a user’s arms, and

decreasing the stimulation duty cycle of FES. However, this type of a walking system can

be disadvantageous because the power is still only provided by FES, which deteriorates

with FES-induced muscle fatigue. Recently, powered exoskeletons that use electric motors,

or other forms of external actuation, to assist or elicit lower-limb movements have been

developed [34, 73, 102]. Unlike FES, powered exoskeletons reliably generate joint torque

and can coordinate joint movements with high accuracy. However, the powered exoskeleton

requires larger heavier batteries to sustain walking for long periods of time, which adds

weight and bulk to the device.
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A more viable technology for gait restoration is a hybrid device that combines an FES

system with a powered exoskeleton [21,22,46,55,56]. With such a system, the limitations of

FES such as limited and unreliable muscle torque generation, can be overcome by using an

electric motor. Also, intermittent use of FES would provide therapeutic benefits to a user.

This would also help conserve the battery charge required for an electric motor because a

portion of the joint torque can be generated by FES; thus, resulting in smaller and lighter

batteries and motors. However, the use of an electric motor and FES at each joint creates

an actuator redundancy problem, which is a control challenge as there is no unique solution

as to how to distribute the control effort among the multiple actuators. For example, in a

hybrid walking system that controls 4 lower limb joints, 12 actuators need to be controlled

if applying FES via surface electrodes. These actuators include FES of the antagonistic

muscle pairs and an electric motor at each joint. Thus, a challenge for a controller for the

hybrid system is to be able to allocate the control efforts between the redundant actuators

to produce a coordinated movement.

Recent control methods developed for hybrid walking exoskeletons include open-loop

FES control with a feedback controller for controlled brakes [31,41,42,81], iterative learning

control [21,39], adaptive gain control [45,82], a finite state machine (FSM) was used to control

an orthosis which combined FES with hydraulic actuators and wrap-spring clutches [57].

Although these pioneering control approaches are interesting, these methods did not consider

control of multiple muscle stimulation and multiple electric drives applied to multiple DOFs.

Further, these control methods do not follow a formal control development and do not

provide stability guarantees. Thus, there is a lack in research on the systematic design

of automatic control algorithms with stability guarantee for a hybrid walking system that

addresses actuator redundancy.

As researchers, we often analyze biological systems to devise innovative solutions to real

world applications. To overcome the challenge of actuator redundancy, I looked to how sci-

entist believed the human body solves its high degree of freedom and actuator redundancy

problem to achieve fluid and coordinated movements such as gait. It is hypothesized that

the human central nervous system (CNS) activates multiple muscle fibers in groups or pat-

terns called muscle synergies, or motor primitives, to efficiently perform complex movements
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such as posture control and hand manipulations [18, 97, 107, 114, 115]. A small number of

muscle synergies has been shown to capture various muscle patterns across different behav-

ioral and task conditions. This is typically done by collecting electromyography data from a

large number of muscles during tasks and performing statistical analyses. Some of the more

common analysis techniques used are non-negative matrix factorization (NNMF), principal

component analysis (PCA), partial least squares regression (PLSR), or singular value de-

composition (SVD) to transform the system into a lower dimensional system while keeping

as much of the variance of the data as possible. The underlining concept is the transforma-

tion of a high dimensional, complex system to a lower dimensional, simpler system that is

easier to control [110]. Muscle synergies have also been studied for human locomotion and

the extracted synergies have been successfully applied to complex human walking models to

reproduce realistic gait motions [72]. For a more thorough background on the literature per-

taining to synergies, the reader is referred to these references [110,115]. In this research I use

a synergy-based control system to distribute the control effort to the multiple actuators of a

walking hybrid neuroprosthesis. Based on the synergy principle fewer control signals are used

to control multiple actuators in a hybrid neuroprosthesis, therefore the use of synergies will

not only solve the actuator redundancy problem similarly to how the body is hypothesized

to do so, it will do it in a more computationally efficient way. However, there are still other

remaining challenges that could hamper the effectiveness of a closed-loop synergy-based con-

trol system if not addressed. These remaining challenges are EMD, actuator dynamics, and

muscle fatigue. Therefore, I have looked into formal control design approaches to make the

synergy-based control robust to EMD and compensate for activation dynamics and muscle

fatigue.

Electromechanical delays are classified as a time lag between the application of electrical

stimulation to the motor-neurons and the buildup of tension in the muscles as they con-

tract. The causes of EMD are accredited to various phenomena such as finite propagation

time of the chemical ions in the muscle, cross-bridge formation between actin-myosin fila-

ments, stretching of the series elastic components in response to the external electrical input,

synaptic transmission delays, and others [14, 121]. Typically, the EMD is modeled as an in-

put delay in the musculoskeletal dynamics [50, 87, 90]. Input delays can cause performance
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degradation and have been reported to potentially cause instability during human stance

experiments [67]. Despite the fact that EMDs are exhibited in muscle response and can lead

to instability, NMES controllers that actively compensate for this phenomena are lacking.

Previous results, such as in the work by Vette et al. and Masani et al. [67,68,112,113], exam-

ine EMD effects by implementing a standard proportional derivative (PD) controller during

stance (or quiet standing) experiments that show robustness to the delays. The controllers

in such results have not been modified to include a delay compensation (DC) term and have

no mathematical proof of stability when the plant has uncertainties, nonlinearities, and/or

disturbances.

Various methods exist in the general time-delay control literature to compensate for ac-

tuator or input delays, but the existing approaches such as Smith predictor methods [100],

Artstein model reduction [6], finite spectrum assignment [65], and continuous pole place-

ment [69] are applicable to only linear plants. The control problem becomes especially

complicated when parametric uncertainties, nonlinearities, and additive disturbances are

considered. Recently, two predictor-based control methods have been developed for an un-

certain input delayed system with additive disturbances [95]. These results suggest that a

PD or a proportional integral derivative (PID) controller can be augmented with a delay

compensator that contains a finite integral of past control values to transform the delayed

system into a delay-free system. Motivated by the modified PD control result in [95], a track-

ing controller for a nonlinear musculoskeletal system with known constant input delay, the

proportional derivative with delay compensation (PD-DC), has been developed in Sharma et

al. [90]. Only the modified PD control result was extended in [90] as the modified PID con-

troller in Sharma et al. [95] requires a knowledge of inertia matrix. Thus, the PID-type delay

compensating control design proposed in Sharma et al. [95] cannot be implemented because

of many uncertainties in the musculoskeletal system that form an unknown nonlinear input

gain to the voltage input. These uncertainties include the unknown moment of inertia, mus-

cle force-length and force-velocity relationships, moment arm, etc. Recently, much research

has gone into developing automatic closed-loop controllers, which are augmented with delay

compensation terms to deal with input delays [2, 3, 74,90,91]. However, the aforementioned

works ignore the activation dynamics.
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The neuromuscular activation dynamics describe Ca2+ ion activation and deactivation

dynamics that primarily facilitate the muscle force generation [36] and can be modeled as

a first-order ordinary differential equation [87] or a Hammerstein structure [32, 37, 38]. The

activation dynamics couple neural excitations to the muscle contraction dynamics (muscle

force-length and force-velocity relationships) that drive the second order musculoskeletal

dynamics. Although the activation dynamics change the behavior of the system, typically

controllers designed for NMES ignore them [2,30,94] or use ad hoc methods without consid-

ering their effects on the stability [50, 63]. An integrator backstepping-based approach was

used to design a neural network-based NMES controller for a musculoskeletal system with

fatigue and calcium dynamics [93]. However, the control design required an acceleration sig-

nal during the control implementation. This requirement of the acceleration signal is due to

the use of the integrator backstepping approach, which is associated with the “explosion of

terms” for systems of higher order. Recently, a controller was designed for an NMES-driven

musculoskeletal system with activation dynamics that used dynamic surface control (DSC)

to avoid the “explosion of terms” problem [4]. DSC is a modified version of multiple sliding

surface (MSS) control, which is very similar to integrator backstepping. A DSC approach,

first developed by Swaroop et al. [103,104], is a robust nonlinear control technique that uses

the dynamics of first order low-pass filters to avoid the “explosion of terms” associated with

IB and MSS. Since then, the DSC was extended to an adaptive DSC for linearly parameteriz-

able uncertainties [120]. Later in [117], a neural network based adaptive DSC was developed

for an uncertain nonlinear system regulation problem. More recently, in [47] an adaptive

dynamic surface control scheme is combined with sliding mode control and recurrent neural

networks for robust positioning control of a linear motion stage. The challenge of activation

dynamics can be even more detrimental when combined with the actuator redundancy prob-

lem created by using different types of actuators such as electric motors and FES in hybrid

neuroprostheses. The differences in the speeds of response of the different actuators can lead

to ineffective or uncoordinated movements if not considered.

Muscle fatigue is defined as the decline in the ability of a muscle to produce a force and

occurs as a result of nervous system or metabolic fatigue. The use of transcutaneous FES

non-selectively actives the same muscle fibers repeatedly resulting in the rapid increase of
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muscle fatigue [10,61,86]. The use of a powered orthosis in hybrid neuroprostheses helps to

reduce the effects of muscle fatigue, however fatigue still occurs and can deteriorate control

performance over time. This is especially apparent for open-loop controllers or feedforward

control components if they do not adapt over time. Some studies have proposed different

stimulation strategies [11, 27, 64] to prolong the onset of muscle fatigue such as choosing

different stimulation patterns and parameters, improving fatigue resistance through muscle

retraining, and sequential stimulation. Other studies used fatigue model-based feedforward

control to counteract the effects of fatigue [23, 24, 40, 83, 84]. In Downey et al. a closed-

loop control methodology that used asynchronous stimulation, alternating between multiple

simulation channels that produce the same movement, was developed to minimize the effects

of fatigue [28, 30]. In Kirsch et al. a model-based estimator of the fatigue was used in the

closed-loop control law to compensate for the fatigue [54].

Hybrid neuroprostheses are a promising form of gait restoration devices that have the

potential to not only restore walking function in subjects with SCI, but also provide thera-

peutic benefits through FES. However, the limitation of these devices is that the real-time

control of this system can be challenging due to the actuator redundancy, actuator dynam-

ics, EMD, and muscle fatigue. In the aforementioned works, the limitations of closed-loop

control of hybrid neuroprostheses were addressed by using ad hoc methods or ignoring them

altogether. This can result in a less efficient gait restoration device with potential system

instability. In this dissertation, a human motor control-inspired control system that consid-

ers the aforementioned challenges is developed using Lyapunov control design and stability

methods.

1.2 RESEARCH OBJECTIVES

The following objectives aided in the derivation and experimental demonstration of a human

motor control-inspired control system for a walking hybrid neuroprosthesis.

• Objective 1: Establish a synergy-based control hierarchy to address actuator

redundancy.
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These research efforts establish a control system for a hybrid neuroprosthesis. The hy-

brid actuation structure of these devices result in an actuator redundancy problem which

makes it challenging to distribute the control effort while maintaining coordinated move-

ments. This research uses concepts from human motor control theory that explain how

the human body is able to resolve the actuator redundancy problem of the musculoskele-

tal system while achieving coordinated movements. More specifically, this research in-

corporates the concept of muscle synergies, which until now were primarily used as an

analysis tool, in the control system. A synergy-based control hierarchy that serves as the

foundation of the control system for the hybrid neuroprosthesis has been developed. In

addition, different forms of synergies for a hybrid neuroprosthesis have been identified to

be used in the control system.

• Objective 2: Address actuator dynamics and EMD by modifying and using

a dynamic surface control structure.

Hybrid neuroprostheses can come in many different configurations and use a variety of

actuation sources. The different forms of actuation influence the behaviour of the overall

system in different ways. This research primarily focuses on using a combination of FES

and electric motors. These two forms of actuation have different speeds of response, which

are governed by their actuation dynamics. In addition, EMD are associated with FES

and are modeled as input delays, which can also affect the behaviour of the system. In

order to distribute the control effort effectively and prevent uncoordinated movements the

effects of the actuator dynamics and EMD must be taken into account. This objective

addresses the actuator dynamics by using nonlinear control techniques and modifying

them to account for EMD. The control system is capable of taking into account the

speed of response of the different actuators used and be more robust to EMD.

• Objective 3: Compensate for fatigue by incorporating a fatigue-based scaling

factor in the control.

FES elicited muscle contractions result in the rapid onset of muscle fatigue, which further

deteriorates the muscle torque generation. This decrease in the torque generation will

minimize the effectiveness of the synergy-based control hierarchy. To compensate for

the effects of fatigue, a scaling factor has been added to the synergy-based controller.
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However, fatigue cannot be measured through a sensor, therefore a model-based estimator

is used to estimate the fatigue variable. The completion of this objective further improved

the control systems ability to operate despite muscle fatigue, which would result in longer

walking durations.

• Objective 4: Implement the synergy-based control system in experiments on

human subjects.

Throughout this research, innovative and unproven control methods have been developed

for gait restoration devices for human use. It is imperative that the methods developed

in this research are tested to ensure user safety and prevent injuries. First, this was

done numerically by simulating the developed methods on musculoskeletal models that

accurately reflect the behaviour of the system to evaluate their effectiveness and ensure

that they are safe. Second, this was done experimentally by demonstrating the devel-

oped methods on able-bodied subjects and persons with SCI when possible. Preliminary

testing of the developed control techniques were conducted on simpler configurations to

minimize system complexity, such as a single degree of freedom knee extension and 2 de-

gree of freedom fixed hip configuration. The outcome of this objective is the development

of the testbeds and the experimental demonstration of the control systems.

1.3 RESEARCH IMPACT AND SIGNIFICANCE

This research aimed to derive and test control systems for a walking hybrid neuroprosthesis

that addresses actuator redundancy, actuator dynamics, EMD, and muscle fatigue. In this

dissertation, concepts from human motor control are bridged to nonlinear control theory,

by incorporating them in the derivation of a novel control system. More specifically, the

concept of muscle synergies was incorporated in the feedforward component of the control

scheme. When identified properly, the synergies are capable of solving the actuator redun-

dancy problem by providing a more optimal means of control allocation, while reducing the

real-time computation load. However, due to actuator dynamics, EMD, and muscle fatigue,

synergies are not enough to provide coordinated movements. Unlike other research efforts
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which typically ignore these challenges because they complicate the control development

process, this research addresses them in the control development and stability analysis. Ac-

tuator dynamics govern the speed of response of actuators, and to date, have only been

addressed using ad hoc or inadequate control methods. System response is further compli-

cated when considering EMD, which distorts the timing of control input, and FES-induced

muscle fatigue, which diminishes the torque production of muscles and is difficult to compen-

sate for because it is unmeasurable. When unaccounted for actuator dynamics, EMD, and

muscle fatigue could cause uncoordinated movement for multi-DOF systems with actuator

redundancy. Until now, some solutions to these challenges exist on an individual basis, but

are limited by their compatibility. This work is important because unlike other efforts, it

addressed these challenges during the control derivation and stability analysis.

The development of more effective control systems for gait restoration devices in this

research has the potential to improve the quality of life of persons with mobility disorders.

If successful, this research will advance knowledge and understanding of control theory. The

use of synergies in real-time controls can be applied to other large complex systems with

either actuator redundancy, DOF redundancy, or large online computation loads such as

humanoid robots, soft robotics, bipedal/quadruped robots, multi-agent systems, etc. In

addition, the synergy concept could be extended to other types of control methods such

as model predictive control or optimal control to reduce computational loads. This work

improved on existing control techniques by extending the method of dynamic surface control

to classes of systems with input delays. Each of these contributions has the potential to lead

to advancements in gait restoration devices.

1.4 DISSERTATION OUTLINE

The following list is a breakdown of the chapters of the dissertation and a brief description

of each chapter.

• Chapter 2 introduces the musculoskeletal models used in this study including the

4-DOF walking hybrid neuroprosthesis model, a 1-DOF knee extension model, and a
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2-DOF fixed hip model used to test proof of concept controllers. This chapter also

discusses the testbeds that were used to demonstrate the controllers experimentally.

These testbeds include the full walking hybrid neuroprosthesis, a knee extension ma-

chine, a fixed hip configuration of the hybrid neuroprosthesis.

• Chapter 3 focuses on solving the actuator redundancy problem created due to the

hybrid actuation structure, which uses more than one actuator to actuate a joint; e.g.,

FES of antagonistic muscle pairs along with an electric motor can be used to rotate a

joint. Inspired by the way the human body solves the actuator redundancy problem, a

synergy-based controller was developed to deal with the actuator redundancy problem

in a real-time controller. Synchronous synergies were extracted using PCA on optimal

inputs precomupted from dynamic optimizations and used in a simulation study of

walking in a hybrid neuroprosthesis.

• Chapter 4 addressed the EMD issue associated with NMES. This was done by using

an EMD-based delay compensation term along with a PID controller to handle the

EMD. Experimental results obtained from able-bodied subjects are also presented.

• Chapter 5 addressed the activation dynamics, which are usually neglected, like in

the previous chapter. The derivation of a PID-based dynamic surface controller with

delay compensation is presented. The DSC method uses lowpass filter dynamics in

the error structure to avoid the requirement of acceleration signals. This controller

was also validated through experiments on able-bodied subjects and one person with

an SCI.

• Chapter 6 combined the three control techniques developed in Chapter 3-5 into one

complete control system. In addition, an estimate of the fatigue state is added in the

control structure to compensate for the NMES-induced muscle fatigue. The control

system was then validated in preliminary experiments on an able bodied subject in

the fixed hip configuration.

• Chapter 7 presents an alternative method to develop synergies based on key dynamic

postures observed during gait. Unlike the synergies extracted through PCA in Chap-

ter 3, these dynamic postural synergies are designed to produce two key dynamic

postures when activated. These dynamic postural synergies are designed to be less
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complex and more effective by computing them before the dynamic optimizations.

Dynamic optimizations are then performed to compute the optimal synergy activa-

tions to produce gait. This chapter also details the finite state machine developed

for the walking program and uses two of the synergy-based PID-DSC controllers,

one for each leg, working in tandem to produce gait. The results from experimental

demonstration of the walking hybrid neuroprosthesis on an able-bodied subject are

also presented.

• Chapter 8 is the summary of this research and future work.
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2.0 MUSCULOSKELETAL MODELING OF THE HYBRID

NEUROPROSTHESIS AND THE EXPERIMENTAL TESTBEDS

Instead of developing and testing the different components of the control system on the

full walking system, which can be complex, two additional models are used throughout this

dissertation. In all three of these models FES, via surface electrodes, elicits contractions in

the stimulated muscle groups that produce a joint torque and depending on the configura-

tion of the hybrid neuroprosthesis a motor may be present at the same joint. The three

musculoskeletal models used in this research are:

1. The walking hybrid neuroprosthesis model represents a person walking in a hybrid

neuroprosthesis while using an assistive device, like a walker, and is modeled as a

4-DOF system.

2. The knee extension model represents a subject sitting in a leg extension machine

while their quadriceps are stimulated. This is modeled as a 1-DOF system and serves

as the least complex system for proof of concept tests for real-time control of FES.

3. The fixed hip model represents a person standing on one leg while the other leg, using

one side of the hybrid neuroprosthesis, is free to swing without interacting with the

ground. This model is more complex than the simple 1-DOF knee extension model

because it includes multi-joint movement and actuator redundancy but less complex

then the 4-DOF model because it has less DOF and avoids ground contact.

For the experimental demonstration of the developed control systems, two testbeds are

used. The first testbed is the hybrid neuroprosthesis and the second testbed is the modified

leg extension machine (LEM). These models and testbeds are used in the following chapters

as follows:
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• Chapters 3 used the walking and fixed-hip model to derive the synergy-based controller

and demonstrated it in a simulation study.

• Chapters 4 and 5 developed the control methods to deal with EMD and activation

dynamics using the 1-DOF knee extension model and LEM testbed for experimental

demonstration of the standalone controllers.

• Chapter 6 derived the full control system for the fixed-hip and walking model and demon-

strated it in a simulation study using the fixed-hip model and experimentally demon-

strated it using the fixed hip configuration of the hybrid neuroprosthesis.

• Chapter 7 used the walking model to compute the dynamic postural synergies and ex-

perimentally demonstrating the full control system for walking used the hybrid neuro-

prosthesis testbed.

The remainder of this chapter will introduce these models and testbeds in more detail.

2.1 MUSCULOSKELETAL MODELS

2.1.1 Walking Hybrid Neuroprosthesis Model

A person taking one step (half of a gait cycle) using a hybrid neuroprosthesis and a walker,

is modeled as a 4-link musculoskeletal system. The hybrid neuroprosthesis uses a hip knee

ankle foot orthosis (HKAFO) which provides kinematic constraints on the user, allowing

only motion in the saggital plane. In addition, the HKAFOs typically use a motor or wrap

spring clutch to lock the knee joint of the stance leg to prevent flexion when standing.

This reduces the amount of stimulation needed which decreases muscle fatigue and prolongs

walking durations [92]. The stance leg is modeled as one rigid segment simulating the locking

of the knee joint and the ankle is fixed to the ground because only half of the gait cycle is

considered in this model. The swing leg has a thigh, shank, and foot segment with 3 actuators

at each joint: motor and FES for flexion and extension of antagonistic muscle pairs. The

trunk dynamics were neglected in the model because the use of a assistive support device

like a walker allows the user to stabilize their truck. In addition, the walker is used to help
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Degrees of Freedom 

𝒒𝟏 = Stance leg hip angle 

𝒒𝟐 = Swing leg hip angle 

𝒒𝟑 = Swing leg knee angle 

𝒒𝟒 = Swing leg ankle angle 

 

System Inputs 

𝑴𝒘 = Walker moment 

𝑻𝒉   = Hip motor torque 

𝑻𝒌   = Knee motor torque 

𝑻𝒂   = Ankle motor torque 

𝒖𝒉𝒆𝒙
= Hip  extensors stim. 

𝒖𝒉𝒇𝒙
= Hip flexors stim. 

𝒖𝒌𝒆𝒙
= Knee extensors stim. 

𝒖𝒌𝒇𝒙
= Knee flexors stim. 

𝒖𝒂𝒆𝒙
= Ankle extensors stim. 

𝒖𝒂𝒇𝒙
= Ankle flexors stim. 

 

𝑞1 

𝑞2 
𝑞3 

𝑞4 

𝑀𝑤 

𝑇ℎ 

𝑇𝑘 

𝑇𝑎 

Step Length 

𝑢ℎ𝑒𝑥
 

𝑢ℎ𝑓𝑥
 

𝑢𝑘𝑒𝑥
 

𝑢𝑘𝑓𝑥
 

𝑢𝑎𝑓𝑥
 

𝑢𝑎𝑒𝑥
 

Figure 2.1: A 4-link gait model based of a subject wearing a hybrid neuroprosthesis while

using a walker. The model has 10 inputs including FES of 6 muscles (antagonistic hip, knee,

and ankle muscle pairs in the swing leg), 3 electric motors acting on each joint of swing leg

(Th, Tk, Ta), and a walker moment acting on the stance leg (Mw). The step length is defined

as the distance from stance toe to swing toe.
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propel the body forward and also to keep it upright, this is modeled as a moment acting on

the stance leg.

The n-DOF lower limb model is given as:

M (q) q̈ + C(q, q̇)q̇ +G(q) + f(q, q̇) + τd(t) + τext(t) = τ, (2.1)

where q, q̇, q̈ ∈ Rn are the angular positions, velocities, and accelerations of the leg segments,

respectively. In (2.1), M(q) ∈ Rn×n is the combined inertia of the hybrid neuroprosthesis

and human limbs, C(q, q̇) ∈ Rn×n is the centripetal/Coriolis matrix, G(q) ∈ Rn is the gravity

vector, f(q, q̇) ∈ Rn is the viscoelastic vector term that models the passive muscle dynamics,

τext ∈ Rn is the torque generated at each joint due to contact with the ground, and τd ∈ Rn

is any unmodeled effects or disturbances in the system. The active torques at the joints

are generated by including the musculoskeletal dynamics due to FES [78], an electric motor

attached at each joint, and the moment generated by the walker force. The torque term is

defined as

τ = b(q, q̇)u, (2.2)

where b ∈ Rn×m is the control gain matrix containing the scaling functions for the m inputs.

Remark. b(q, q̇) and u(t) are presented for a gait model with DOF, n = 4, and control

inputs, m = 10. However, without loss of generality, the control development and analysis

can be extended to n-DOF system with m inputs.

The model used in this work considers a hybrid neuroprosthesis that uses electric motors

and FES via surface electrodes, which non-selectively apply an external voltage potential to

a muscle group to generate a contraction. In (2.2), u(t) ∈ Rm is defined as

u =
[
Mw µhfx µhex µkfx µkex µafx µaex Th Tk Ta

]T
, (2.3)
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and b(q, q̇) is defined as

b =



1 0 0 0

0 ψhfx(qh, q̇h) 0 0

0 −ψhex(qh, q̇h) 0 0

0 0 ψkfx(qk, q̇k) 0

0 0 −ψkex(qk, q̇k) 0

0 0 0 ψafx(qa, q̇a)

0 0 0 −ψaex(qa, q̇a)

0 κh 0 0

0 0 κk 0

0 0 0 κa



T

, (2.4)

where subscripts i = h, k, a stand for the hip, knee, and ankle joints of the swing leg. In

(2.4), µiex , µifx are the muscle activations and ψifx , ψiex are the torque-length and torque-

velocity relationships of the flexor and extensor muscles, and Ti is the current input to

the motor and the conversion constants (current to torque) of the electric-motor drives is

κi. The moment due to the walker is denoted as Mw. For this model, hip joint actuation

via FES is achieved by stimulating the inner hip muscles (Iliopsoas) for flexion and the

Gluteals for extension. Knee joint actuation uses the Quadriceps muscle group for extension

and Hamstrings for flexion, and the ankle joint uses the Gastrocnemius for dorsiflexion and

Tibialis anterior for plantarflexion.

This 4-link walking model was developed in SimMechanics [MathWorks, USA]. The head,

arms, and torso were modeled as a point mass at the hips. The stance leg was modeled as

a single link with a fixed knee joint and a pinned ankle joint. The swing leg was modeled

with 3-links: thigh, shank, and foot. Each link in the swing leg had redundant actuation,

i.e., an electric motor and FES for the muscle flexors and extensors. The influence of the

walker was modeled as a moment acting on the stance leg. This moment was used to help

propel the body forward and help keep the body stable and upright. The unmodeled effects

or disturbances, τd, was incorporated by injecting uniformly distributed noise into the 4

joints. The masses and lengths for each limb were taken from anthropometric data [119],
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Figure 2.2: Schematic of a subject sitting in the leg extension machine with a knee torque

generated via NMES.

and the muscle parameters of a subject with SCI were taken from [26, 78]. The ground

reaction force was realized on two contact points: the toe and heel. The model uses a

spring-damper system in the vertical direction and a static or kinetic friction model in the

horizontal direction when the foot is in contact with the ground. More information on the

specifics of this ground reaction model can be found in [39].

2.1.2 Knee Extension Model

The 1-DOF knee-joint dynamics as depicted in Fig. (2.2) are modeled as

Jq̈ +Me (q) +Mg (q) +Mv (q̇) + d (t) = Γ (2.5)

where q, q̇, q̈ ∈ R are the angular position, velocity, and acceleration of the knee joint,

respectively. In (2.5), J is the moment of inertia of the lower shank, M e ∈ R denotes the

elastic effects due to joint stiffness, M g ∈ R denotes the gravitational forces, and M v ∈ R

denotes the viscous effects due to the damping in the knee joint. In (2.5), d (t) ∈ R denotes
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any unmodeled phenomena or disturbances in the system. The torque produced at the knee

due to NMES is denoted as Γ ∈ R, and can be represented two ways depending on if the

activation dynamics is considered or not. If the Ca2+ activation dynamics are not considered

Γ is defined as

Γ = ζ (q) η (q, q̇)u (t− τ) (2.6)

where τ ∈ R denotes the constant input delay caused by electromechanical delays associated

with NMES, ζ ∈ R denotes the unknown moment arm function, η ∈ R denotes the unknown

force-length and force-velocity relationships, and u denotes the normalized input due to FES.

For the case where activation dynamics is considered Γ is defined as

Γ = ζ (q) η (q, q̇)µ (t) (2.7)

where µ ∈ R is the muscle activation produced using NMES which is governed by the

following first order differential equation

µ̇ = −ωµ+ ωu(t− τ), (2.8)

where ω ∈ R+ is the muscle activation decay constant. The stimulation applied to the

muscle is bounded by two stimulation levels vmin and vmax to avoid under/over stimulating

the muscles. This allows the normalization of the input function u(t) ∈ R, which is modeled

by a piecewise linear recruitment curve [87], as

u(t) = sat[v(t)] =


0 v < vmin

v(t)−vmin
vmax−vmin vmin ≤ v ≤ vmax

1 v > vmax

(2.9)

where vmin ∈ R is the minimum voltage required to produce an increase in the muscle force

and vmax ∈ R is the minimum voltage at which there is no considerable increase in force or

a desired maximum force is achieved. In (2.9), the applied stimulation voltage across the

quadriceps muscle is denoted as v ∈ R.

Property 1. For the linear first order activation dynamics with u(t) ∈ [0, 1], it can be shown

that µ(t) ∈ [0, 1]. This property also extends to the estimate of the activation dynamics,

µ̂ ∈ [0, 1].
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2.1.3 Fixed Hip Model

Consider the dynamics of a swinging leg as shown in Fig. 2.3 are modeled as

M (q) q̈ + C(q, q̇)q̇ +G(q) + f(q, q̇) + d = Γ, (2.10)

where q, q̇, q̈ ∈ Rn are the angular position, velocity, and acceleration of the limb segments,

respectively. To simplify the presentation of the model the following subscripts are intro-

duced: 1) i denotes the element for the ith limb, 2) j denotes the type of actuator, i.e.,

extension muscle (j = ex), flexion muscle (j = fx), and electric motor (j = m), and 3)

l denotes the lth parameter for the sets of parameters in the subsequently defined passive

dynamics.

In (2.10), M(q) ∈ Rn×n is the combined inertia of the semi-powered orthosis and human

limbs in the swing phase, C(q, q̇) ∈ Rn×n is the centripetal/Coriolis matrix, G(q) ∈ Rn is the

gravity vector, and d(t) ∈ Rn is any unmodeled effects or disturbances in the system such

as spasticity. In (2.10), f(q, q̇) ∈ Rn denotes the nonlinear viscoelastic passive dynamics of

the muscles and can be defined as f(q, q̇) = Me +Mv, where Me ∈ Rn are the elastic muscle

effects that account for muscle elasticity under normal functional usage, hyperextension,

and hyperflexion and Mv ∈ Rn are the viscous effects in the musculoskeletal system. These

nonlinear functions were modeled as

Mei = k1i(qi − k0i) + k2ie
k3iqi − k4ie

k5iqi

Mvi = B1itanh(−B2i q̇i)−B3i q̇i

where kli(l = 0 to 5), Bli(l = 1 to 3) ∈ R are subject specific model parameters for an ith

joint/DOF. The active torques at the joints are generated by including the muscle dynamics

due to FES [78] and the current dynamics due to an electric motor attached at each joint.

Depending on if the activation dynamics is considered or not the torque term is represented

differently. When the activation dynamics are not considered Γ ∈ Rn is defined as

Γ , b(q, q̇)φ(t)u, (2.11)
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Figure 2.3: A schematic of the fixed hip model with no ground model. The pink muscle

bellies labeled uhe, uhf , uke, and ukf indicate the stimulated muscles that produce hip/knee

flexion and extension and the torques produced by the motors at both joints are labeled Thm

and Tkm.
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but if the activation dynamics are considered Γ ∈ Rn defined as

Γ , b(q, q̇)φ(t)µ, (2.12)

where µ(t) ∈ R3n is the intermediate normalized activation vector containing activation

states for the actuators, muscle activation for FES and normalized current for motors, and

is defined as

µ ,
[
µ1fx µ1ex · · · µnfx µnex µ1m · · · µnm

]T

,

φ(t) ∈ R3n×3n is the fatigue matrix that contains the fatigue factor corresponding to each

stimulated muscle and is defined as

φ , diag
([

φ1fx φ1ex · · · φnfx φnex 1 · · · 1
])
, (2.13)

and b(q, q̇) ∈ Rn×3n is the control gain matrix defined as

b =



ψ1fx(q1, q̇1) 0 · · · 0

−ψ1ex(q1, q̇1) 0 · · · 0
. . .

0 · · · 0 ψnfx(qn, q̇n)

0 · · · 0 −ψnex(qn, q̇n)

κ1 0 · · · 0
. . .

0 · · · 0 κn



T

, (2.14)

where ψij(qi, q̇i) is the nonlinear function for the torque-length and torque-velocity relation-

ships for the muscles and κi is a conversion constant (current to torque) of an electric motor

at the ith joint. These torque-length and torque-velocity relationships are defined as

ψij , (c0ij
+ c1ij

qi + c2ij
q2
i )(1 + c3ij

q̇i),

where clij (l = 1 to 3) ∈ R are a set of constants for the muscles (j = fx and ex) at the ith

joint/DOF.
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The active torque, Γ, is coupled to the normalized control input, u ∈ R3n, through the

intermediate normalized activation vector, µ ∈ R3n. The general actuator dynamics for the

electric motor and FES are governed by the following differential equation [87]

µ̇ij = −wijµij + wijuij(t− τij), (2.15)

where τij ∈ R+ is a known constant EMD and wij ∈ R is the time constant for the activation

variables, µij . The input delay is included out of necessity for FES but is generalized for

the electric motors as well, and can be assumed to be zero for the motors. The normalized

input u(t) ∈ R3n is defined as the saturation function vector that contains µij in (2.15) and

is denoted by a piecewise linear function as

u = sat[v] ,


umin v < vmin

umax−umin

vmax−vmin
(v − vmin) + umin vmin ≤ v ≤ vmax

umax v > vmax,

(2.16)

where vmin, vmax ∈ R3n are the minimum/maximum input magnitudes for each actuator

(stimulation or motor). Based on (2.15) and (2.16), a linear differential inequality can

be developed to show that µ ∈ [umin, umax]. The umin, umax values are [0, 1] for muscles

because they are unidirectional and [−1, 1] for electric motors because they are bidirectional

actuators.

The fatigue dynamics of the muscles, φij ∈ R is generated from the first order differential

equation [84]

φ̇ij =
1

Tfij
(φminij

− φij)µij +
1

Trij
(1− φij)(1− µij), (2.17)

where φmin ∈ (0, 1) is the unknown minimum fatigue constant of a muscle, and Tf , Tr ∈ R+

are unknown time constants for fatigue and recovery in the muscle, respectively. Because

µ ∈ [umin, umax] for muscles, it can be shown that φ ∈ [φmin, 1], where φ = 1 when the muscle

is fully rested, and φ = φmin when the muscle is fully fatigued.
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2.2 EXPERIMENTAL TESTBEDS

2.2.1 Hybrid Neuroprosthesis

The hybrid neuroprosthesis testbed can be broken down into four primary components: an

adjustable orthosis, electric motors, a stimulation unit, and an assistive support device. The

orthosis is designed to be adjustable to comfortably fit a wide variety of body types while

maintaining the alignment of the joints between the orthosis and subject. Custom motor

mount brackets were fabricated to attach the electric motors at the joints of the orthosis.

The electric motors [Harmonic Drive LLC, MA, USA] can generate a maximum torque of

50 Nm. The testbed only uses electric motors at the hip joints because it is difficult to use

FES to stimulate hip flexors and extensors, as these muscle are not easily accessible using

surface electrodes. The knee joint uses a combination of electric motors and FES of the knee

flexors and extensors. A RehaStim 8-channel stimulator (Hasomed Inc., DE) was used to

generate the current modulated biphasic pulse trains used to elicit muscle contractions. A

set of transcutaneous electrodes was placed on the quadricep and hamstring muscle groups.

The current modulated pulse train with a frequency of 35 Hz and a 400 µs pulse width

is typically used for all experiments. For the fixed hip model experiments only one side

of the exoskeleton is used as shown in Fig. 2.4. For the walking experiments an assistive

support device, called an E-Pacter (Rifton, USA), is used for the walking experiments to help

the subject maintain balance and propel themselves forward. An xPC target (SpeedGoat,

CH) was used to interface with the different sensors and motor drivers and implement the

controller in real-time at 1 kHz. The control algorithms were coded in Simulink (MathWorks

Inc, USA) and used Simulink’s (MathWorks Inc, USA) real-time toolbox software running

on a Windows machine (Intel Xeon 3.10 GHz processor). The hybrid neuroprosthesis has a

button to control the progression of gait and a emergency stop button to stop all the inputs.

2.2.2 Leg Extension Machine

The leg extension machine (LEM) was modified to hold the subject’s leg in an isometric

configuration for the system identification experiments or free configuration for the tracking
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Stimulation Motors 

Figure 2.4: The hybrid neuroprosthesis in the fixed hip model configuration. An electric

motor is used at the hip and knee joint and FES of the hamstrings and quadriceps muscle

group.
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Figure 2.5: The hybrid neuroprosthesis in the walking configuration. An electric motor is

used at the hip and knee joints of each leg and FES of the hamstrings and quadriceps muscle

group.
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experiments. As shown in Fig. 2.6, the LEM was instrumented with a load cell (Omega,

USA) to measure the torque generated through NMES elicited contractions and an incremen-

tal optical encoder (Hengxiang, CN) with 1024 pulses per revolution resolution to measure

the knee joint angle for position feedback. A RehaStim 8-channel stimulator (Hasomed Inc.,

DE) was used to generate the current modulated biphasic pulse trains used to elicit muscle

contractions. A set of transcutaneous electrodes was placed on the quadriceps muscle group.

The current modulated pulse train with a frequency of 35 Hz and a 400 µs pulse width is typ-

ically used for all experiments. The QPIDe (Quanser Inc, Ontario Canada) DAQ board was

used to interface with the sensors and run the controller in real-time at a control frequency

of 1 kHz. The system identification and control algorithms were coded in Simulink (Math-

Works Inc, USA) and implemented using the Quarc real-time software (Quanser Inc, Ontario

Canada) running on a Windows machine (Intel Xeon 3.10 GHz processor). A emergency stop

button is provided for the subjects to stop the stimulation
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Figure 2.6: The modified leg extension machine (LEM) used for the knee extension experi-

ments. The LEM was instrumented with a load cell to measure force output and incremental

encoder to measure the knee joint angle.
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3.0 HUMAN MOTOR CONTROL-INSPIRED ARTIFICIAL

SYNERGY-BASED CONTROLLER FOR A HYBRID NEUROPROSTHESIS

3.1 INTRODUCTION

The purpose of this research is to derive novel control systems for a hybrid neuroprosthesis.

Lyapunov control design methods are used to derive these controllers and guarantee their

stability. To this end, the previous chapter presented in detail the models that capture the

challenges of real-time control of hybrid neuroprostheses. These challenges include actuator

redundancy, electromechanical delays, actuator dynamics, and muscle fatigue. Instead of

addressing all of these challenges at once, each challenge is addressed individually to ensure

the efficacy of the developed control techniques.

The focus of this chapter is solving the actuator redundancy problem associated with

hybrid neuroprosthesis. Inspired by how the cerebellum is hypothesized to use synergies

to solve the massive actuator redundancy problem in the human body, I opted to use a

artificial synergy-based controls approach. The key contributions of this chapter is the

development of an adaptive synergy-based controller for a hybrid neuroprosthesis. Dynamic

optimizations were used to produce optimal inputs and gait trajectories, using a subject

specific gait model. A PCA-based decomposition technique was used to extract the artificial

time-invariant synergies and their activation profiles that are present in the optimal input

space. The activation profiles were further adapted online using a gradient-based update

law to be used as feedforward control. Then feedback control to the motors was used to

improve the performance and robustness of the overall controller. In sections 3.2 and 3.3

the control development and stability analysis is presented. Section 3.4 first implements the

new synergy-based controller on the fixed hip model and then on the walking model with
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10 actuators (FES of 3 antagonistic muscle pairs, 3 electric motors, and a walker moment).

These simulation serve as a proof-of-concept of the muscle synergy-inspired controller and

to test is performance.

3.2 CONTROL DEVELOPMENT

3.2.1 Control Objective

The control objective is to track a continuously differentiable desired trajectory qd ∈ Rn.

The tracking error, e ∈ Rn, is defined as

e = qd − q. (3.1)

To facilitate the control design and stability analysis, the auxiliary error signal r ∈ Rn is

defined as

r = ė+ αe, (3.2)

where α ∈ R+ is a control gain.

To facilitate the control development, the following assumptions were made:

Assumption 1: The trunk dynamics were neglected in the model because the use of a

walker allows the user to stabilize their trunk. However, mass of the head, arm, and torso

was incorporated in the model as a point mass located at the hip joint.

Assumption 2: The motion is considered only in the saggital plane because the HKAFO

puts kinematic constraints on motion in planes other than saggital. The stance leg is mod-

eled as one link because the knee is locked and the stance leg ankle acts as an anchor because

only half of the gait cycle is considered in this study. These assumptions allow us to model

the kinematics of the lower extremities as a 4-link chain.

Assumption 3: The walker is used to help produce the required propulsion force or Mw.

As the user pushes against the walker to pull themselves forward, the resultant force acts as

a moment on the hip of the user or the stance leg, Mw. Therefore, the walker moment, Mw,

is treated as an input to the system that can be computed by the developed controller.
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Assumption 4: First order muscle activation dynamics are ignored to simplify the control

design. This avoids the use of control techniques such as integrator backstepping [53] which

would add the requirement of additional signals such as the acceleration which is typically

unavailable or very noisy [94].

Assumption 5: The unmodeled effects or disturbances, τd, are bounded as |τd| ≤ ε1 where

ε1 ∈ R+ is a constant.

Assumption 6: The control input, u, can be decomposed as u = Wcd + uloss, where the

synergies in the matrix, W , are bounded constants and the time-varying activation coeffi-

cients, cd, are bounded signals. The reconstruction error, uloss, is bounded by a constant.

3.2.2 Synergy Extraction

Let ud(t) ∈ Rm be the desired optimal control vector containing desired stimulation and

motor voltage levels to achieve the desired optimal trajectory, qd(t) ∈ Rn. The dynamics are

written in terms of the optimal control inputs and kinematic trajectories as

M(qd)q̈d + C(qd, q̇d)q̇d +G(qd) + f(qd, q̇d) + τ ∗ext(t) (3.3)

≡ b(qd, q̇d)ud(t),

where τ ∗ext is the torque created at each joint due to the ground reaction force when using the

optimal inputs, and bd = b(qd, q̇d) is the desired control gain matrix, which is bounded. By

using PCA, the possibly correlated inputs, ud, can be transformed into linearly correlated

inputs, cd, such as

ud = Wcd (t) + uloss, (3.4)

where W ∈ Rm×p are the precomputed orthogonal synergies, and cd(t) ∈ Rp are the corre-

sponding time-varying activation coefficients of the synergies. The PCA analysis computes

m synergies that account for all the variability of the data. The synergies are ordered such

that the first synergy accounts for most of the variance, the second accounts for the second

most, and so on. Typically, the rule of thumb is to use the number of synergies, p < m,

that would account for over 90% of the variability of the data. But since the controller also
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has feedback control and adapts online less synergies can be used. After dropping the m− p

synergies that account for the least amount of variability in the data, the reconstructed in-

puts, Wcd, do not match the optimal inputs, ud. Therefore, a reconstruction error, denoted

as uloss, is introduced in (3.4).

3.2.3 Closed-Loop Error System

The closed-loop error is derived by multiplying the time derivative of (3.2) with M(q) and

substituting the dynamics in (2.1) to obtain

Mṙ = Mq̈d + Cq̇ +G+ f + τd + τext − bu+Mαė. (3.5)

This expression can be written in the form

Mṙ = −Cr + Ñ +Nd + τd + τext − bu− e, (3.6)

where Ñ = N −Nd and the auxiliary signals N(e, r) and Nd(t) are defined as

N = Mq̈d + Cq̇d + Cαe+G+ f +Mαė+ e,

Nd = M(qd)q̈d + C(qd, q̇d)q̇d +G(qd) + f(qd, q̇d).

The term Ñ in (3.6) can be upper bounded by using the Mean Value Theorem as∥∥∥Ñ∥∥∥ ≤ ρ1(‖z‖) ‖z‖ , (3.7)

where ρ1(‖z‖) ∈ R is a positive monotonic bounded function and z ∈ R2n is defined as

z = [ rT eT ]T .

Note that the auxiliary signal Nd is equal to the left hand side of the desired muscle synergy

dynamics in (3.3), this allows us to substitute bdud − τ ∗ext in for Nd resulting in

Mṙ = −Cr + Ñ + τd + τ̃ext + bdud − bu− e, (3.8)

where τ̃ext = τext − τ ∗ext is the torque due to the ground reaction force mismatch and can be

bounded.
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Remark. Further analysis can be done to show that the bound on τ̃ext gets smaller as the

position and velocity errors get smaller; i.e., as the tracking errors approach to zero, τ̃ext will

approach to zero.

By choosing the control law u as

u = Wĉ+ kr, (3.9)

where ĉ ∈ Rp is the estimate of cd and k ∈ Rm×n is the feedback gain that is chosen to

only influence the electric motors. The estimate of the synergy activation coefficient updates

according to the following gradient based update law with the projection algorithm

˙̂c = proj
(
ċd + ΓW T bTd r

)
, (3.10)

where Γ ∈ Rp×p is a symmetric positive definite learning rate gain matrix. The projection

algorithm imposes an upper and lower bound on ĉ, which is used in the stability analysis.

More details of this algorithm can be seen in [53]. The purpose of the adaptation in the

activation coefficient is to improve the feedforward component after reconstruction loss and

to overcome any system uncertainties. After using (3.4) and (3.9), (3.8) becomes

Mṙ = −Cr + Ñ + τd + τ̃ext + bduloss + bdWc̃+ b̃W ĉ− bkr − e, (3.11)

where c̃ ∈ Rp and b̃ ∈ Rn×m are defined as

c̃ = cd − ĉ, b̃ = bd − b.

Using the Mean Value Theorem, Assumption 5, and the property of the projection algorithm

the following terms can be bounded as

∥∥∥b̃∥∥∥ ≤ ρ2(‖z‖) ‖z‖ , ‖Wĉ‖ ≤ ε2, ‖τ̃ext + bduloss‖ ≤ ε3, ‖c̃‖ ≤ δ, (3.12)

where ρ2(‖z‖) ∈ R is a positive monotonically increasing bounded function and ε2, ε2, δ ∈ R+

are constants.
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3.3 STABILITY ANALYSIS

Theorem 1. The controller designed in (3.9) and (3.10) ensures semi-global uniformly ul-

timately bounded tracking provided that the following gain conditions are met:

Kmin >
(ρ1(‖z‖) + ε2ρ2(‖z‖))2

2
, γmin {bk − γI} > 0,

where γmin {·} denotes the minimum eigenvalue of a square matrix and Kmin ∈ R+ is a

subsequently defined constant.

Proof : A continuously differentiable Lyapunov candidate U(z, t) ∈ R, is defined as

U =
1

2
eT e+

1

2
rTMr +

1

2
c̃TΓ−1c̃. (3.13)

The Lyapunov candidate U can be upper and lower bounded as

λ1 ‖z‖2 ≤ U ≤ λ2 ‖z‖2 + Υ, (3.14)

where Υ, λ1, λ2 ∈ R+ are constants. Taking the time derivative of U(z, t) and using (3.2)

and (3.11) results in

U̇ = eT (r − αe) +
1

2
rTṀr + c̃TΓ−1

(
ċd − ˙̂c

)
+ rT

(
−Cr + Ñ + τd + τ̃ext + bduloss + bdWc̃+ b̃W ĉ− bkr − e

)
.

After using the skew-symmetry property [53] and canceling out the like terms, the previous

equation becomes

U̇ =− αeT e− rT bkr + c̃TΓ−1
(
ċd − ˙̂c

)
+ rT

(
Ñ + τd + τ̃ext + bduloss + bdWc̃+ b̃W ĉ

)
.

Using the update law in (3.10) yields

U̇ = −αeT e− rT bkr + rT
(
Ñ + τd + τ̃ext + bduloss + b̃W ĉ

)
.

The previous equation can be bounded using (3.12) and Assumption 4 to get

U̇ ≤− αeT e− rT bkr + ‖r‖ [(ρ1(‖z‖) + ε2ρ2(‖z‖)) ‖z‖+ ε1 + ε3] .
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Using nonlinear damping to separate the terms and further bounding results in

U̇ ≤− αeT e− rT (bk − γI) r +
(ρ1(‖z‖) + ε2ρ2(‖z‖))2 ‖z‖2

2γ
+

(ε1 + ε3)2

2γ
,

where γ ∈ R+ is a constant. This expression can be bounded as

U̇ ≤ −

(
Kmin −

(ρ1(‖z‖) + ε2ρ2(‖z‖))2

2γ

)
‖z‖2 +

(ε1 + ε3)2

2γ
, (3.15)

where Kmin is defined as Kmin = min {α, γmin {bk − γI}}. Consider a set S defined as

S ,

{
z (t) ∈ R2n| ‖z (0)‖ <

√
λ1

λ2

(
ρ−2

(√
2γKmin

)
− Υ

λ1

)
− Bλ2

δ

}
,

where ρ is a positive monotonically increasing bounded function defined as ρ = ρ1(‖z‖) +

ε2ρ2(‖z‖), and B ∈ R+ is a subsequently defined constant. In S, A (‖z‖), which is defined

as A(‖z‖) = Kmin − (ρ1(‖z‖)+ε2ρ2(‖z‖))2
2γ

, is bounded by a constant δ ∈ R+as

A (‖z‖) ≥ δ.

Adding and subtracting δ
λ2

Υ to (3.15) and using (3.14), (3.15) becomes

U̇ ≤ − δ

λ2

U +B, (3.16)

where B = δ
λ2

Υ + (ε1+ε3)2

2γ
. (3.16) can be integrated with respect to time to obtain

U(z, t) ≤ U(0)e
− δ
λ2
t
+
Bλ2

δ

(
1− e−

δ
λ2
t
)
. (3.17)

From (3.17) it is evident that U(z, t) decays exponentially to a bound Bλ2
δ

which can be

minimized using the control gains. Therefore, it can be concluded that U ∈ L∞ and the

states e, r ∈ L∞. Further analysis can be done to show that the ‖z‖ decays to the ball of

radius
√

Bλ2
δλ1

. By Theorem 4.18 in [53], we can conclude that the origin of z is semi-global

uniformly ultimately bounded (SGUUB). �
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3.4 SIMULATIONS

3.4.1 Fixed Hip Model

This newly developed controller was tested in a simulation study on the 2-DOF fixed hip

model that does not include actuator dynamics. The fixed hip model represents the gait

cycle for one leg fixed at the hip joint. Only the hip and knee joints are actuated in this

model (i.e., the ankle joint is fixed) and only motion in the saggital plane is considered.

There are six actuators in total; FES induced flexion and extension and an electric motor at

each joint. A schematic of the model can be seen in Fig. 2.3. Before the controller is tested

in simulations, dynamic optimizations were performed on the fixed hip model to compute

the optimal inputs to track a desired trajectory.

3.4.1.1 Dynamic Optimizations

The musculoskeletal model and parameters used in the simulations were taken from [78] for a

person with SCI. Optimizations were conducted to compute optimal inputs in order to track

gait data taken from [119] for one complete gait cycle. For the optimizations, the convex

cost function’s objective is to minimize the position and velocity error, and minimize the

input to the system, i.e. the amount of stimulation and motor torque used, and is defined as

Π =

tf∫
t0

(
e(t)TQ1e(t) + ė(t)TQ2ė(t) + u(t)TRu(t)

)
dt

where Q1 ∈ R+ is a weight on the position tracking error, Q2 ∈ R+ is the weight on the

velocity tracking error, and the matrix R ∈ R3n×3n is a positive-definite matrix of weights

on the input vector. PCA was then performed to reduce the dimensionality of the inputs by

extract the principal components, cd, and transformation matrix, W . For more details on the

dynamic optimization used to compute optimal inputs, see [92]. The principal components

that account for little variance in the data were disregarded. For this simulation study, the

dimensions were reduced from 6 to 3 variables while still accounting for about 94% of the

variance as can be seen in Fig. 3.1.
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3.4.1.2 Simulation Results

The controller was demonstrated on a fixed-hip model for five steps. A muscle fatigue model

was included in the simulations to test the controllers ability to deal with the onset of muscle

fatigue. The fatigue is modeled as a first order differential equation [84,94]. The simulation

results can be seen in Figs. 3.2-3.5.

The reduced number of principal components are sufficient to produce limb movements.

However, their performance would begin to degrade as the muscles begin to fatigue, as seen

in Fig. 3.5, and variations in the cyclic patterns occur, such as changes in the initial condi-

tions before each step. Since the adaptation law and feedback component are error-based,

as the performance degrades due to fatigue or any other effects, they react to the increase in

error and modify the inputs to improve the performance. This is evident in Fig. 3.4, where

the amount of feedback input increased after the first step at t = 1 because the feedforward

inputs, in Fig. 3.3, were not sufficient enough to produce the following steps. The controller

is capable of tracking the desired trajectory with just three principal components in the

feedforward control, but with the adaptive and feedback control added, the performance is

improved as can be seen in Fig. 3.2. It is to be noted that with the optimization, the stim-

ulation inputs are constrained to be positive. However, after reducing the dimensionality of

the principal components and reconstructing the input data, the characteristics that main-

tained the non-negative stimulation input were lost with the dropped principal components,

evidence of this can be found in Fig. 3.3. Because the muscles are uni-directional actuators,

negative stimulation inputs were set to zero.

3.4.2 Walking Hybrid Neuroprosthesis Model

The newly developed controller in (3.9) was simulated on a 4-link rigid body gait model

presented in chapeter 2. Before the controller is tested in simulations, dynamic optimizations

were performed on a 4-link walking model developed in SimMechanics to compute the optimal

trajectories and inputs.
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Figure 3.1: This graph shows how much variance is accounted for based on the number of

principal components used. Typically, the number of principal components that account

for over 90% of the variance is sufficient for decreasing dimensionality while being able to

reconstruct the ideal input data to over a 90% match.
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Figure 3.2: The joint angles resulting from simulating low dimensional controller. The top

plot shows the desired and actual hip angle and the bottom plot shows the desired and actual

knee angle, each for five steps.
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Figure 3.3: These plots show the ideal inputs generated from optimizations and the actual

inputs resulting from using only 3 principal components with the adaptive update law. Notice

that the actual inputs for each muscle uhe, uhf , uke, and ukf at some instances were negative.

These instances were replaced with zeros because the muscles are uni-directional actuators.
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Figure 3.4: This figure shows the motor inputs from feedback control for the two motors.
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3.4.2.1 Dynamic Optimizations

Dynamic optimization was used to compute optimal subject specific gait trajectories and

inputs [56,92]. In these optimizations, the model was only restricted to achieve a certain step

size and step duration (0.4 meters in .75 seconds). The optimization computes the inputs that

minimize a user-defined cost function. One of the benefits of dynamic optimization is that

it can account for constraints, such as a limited range of movement and strength of a user.

These constraints are accounted for by constraining the optimization to a subject specific

dynamic model. Rather than tracking able-bodied gait data, which may be suboptimal

when applied in the case of subjects with paraplegia [25,26,75,78,80] and may result in over

stimulation of the muscles and quicken the onset of FES induced muscle fatigue, the dynamic

optimizations are used to compute subject specific optimal trajectories. The following cost

function and constraints were used to compute the optimal control inputs and joint angle

trajectories:

min
u

Π =

∫ tf

to

uTQu dt

subject to: M (q) q̈ + C(q, q̇)q̇ +G(q) + f(q, q̇) + τext(t) = b(q, q̇)u

q(to) = qo

q(tf ) = qf

u ∈ [ul, uu]

where Q ∈ Rm×m is a symmetric positive definite weight matrix, qo and qf are the initial

and final joint angle vectors corresponding to the user-defined step length, and the lower and

upper bound on the inputs are defined as ul and uu. These bounds allow for the computation

of an optimal solution while considering the physical constraints of the system, such as the

maximum torque a motor can produce or the maximum amount of force a user can produce

when using a walker. The inputs to the system are bounded by realistic values. The walker

moment was constrained to 100 Nm and the motors torques are constrained to 40 Nm. The

optimizations were run with 75 grid points for each control input in u. The inputs were

interpolated using a linear interpolation. A 2nd order Heun method with a step size of 1 ms

was used for numerical integration. This smaller step size was used to prevent numerical
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divergence that may occur due to the harsh nonlinearities in the dynamics (e.g., ground

reaction model and passive muscle models, f(q, q̇), which diverge around hyperflexion and

hyperextension.

The optimization results are shown in Figs. 3.6 & 3.7. Fig. 3.6 shows the optimal joint

angle trajectories. Fig. 3.7 shows the optimal control inputs. The optimal contributions

from the motor and FES can be adjusted by tuning the weights in the cost function.

Although 3 synergies are needed to reconstruct the optimal inputs to 90% of the variance

as seen in Fig. 3.8, only 2 synergies were used since the controller also includes adaptation

and feedback control. The two synergies and their activation profiles extracted through PCA

can be seen in Fig. 3.9. Note that the scaling factors in the synergies on the left and the time-

varying activation coefficients on the right can have negative values. This makes it harder

to interpret what influence each synergy has on the system, but it is unavoidable when PCA

used. Also in the optimizations, the inputs to the stimulation channels are constrained to be

positive, but after extracting the synergies, this property was lost. This results in negative

stimulation values which are not applicable with FES because muscles are unidirectional

actuators. Therefore, when implementing the controller any negative stimulation inputs

were set to zero.

3.4.2.2 Simulations Results

To explore the efficacy of the controller, the simulations were done with four cases. Case

1 considered the synergies as the feedforward component but with no adaptation; i.e., Wcd

in (3.4). Case 2 considered the synergies with adaptation; i.e., Wĉ with the adaptive law

in (3.10). Case 3 considered both the synergies with adaptation and feedback control; i.e.,

(3.9) and (3.10). Case 4 considered the full optimal inputs computed in the optimizations

with feedback control. Only the motors and walker moment were used as effectors to provide

feedback. The control gains used in the cases that included feedback control were k = 10 and

α = 100. In the two cases where adaptation was present, the learning rate used for the two

synergies were 0.0175 and 0.001. The results are shown in Figs. 3.10-3.14. The root mean

squared error (RMSE) for the 4 joints for each case can be seen in Table 3.1. Of all the cases,

the third and fourth cases were found to provide the best performance. In the first case, the
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Figure 3.6: Optimal gait trajectories for a step size of 0.4 meters in 0.75 seconds.
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Figure 3.7: Optimal inputs to the walker moment, electric motors, and stimulation channels

to reproduce the optimal gait trajectories.
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since the controller is not solely dependent on the feedforward component less synergies can
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feedforward component provides just enough control input to produce the movements but

fails to clear the ground to complete the step. This is because the toe makes contact with

the ground model early and begins to drag. In the second case, the swing leg joint angles

match the desired profiles better and almost completes the walking step but the swing foot

does not reach the floor in the allotted time of .75 seconds. In the third and fourth cases,

the trajectories match the desired profiles almost perfectly.

A muscle synergy approach can be useful for engineered systems with redundancy in

effectors. For example, the research by Rugy et al. [20] mentions the usefulness of muscle

synergies in FES-based systems. The muscle synergy principle has also been suggested as a

hierarchical control framework for redundant manipulators [5,109], brain machine interface-

based control [116], and for the design and control of a humanoid robotic hand [13,16,44,85].

In our proposed adaptive control scheme, we showed that the synergy-based approach can be

modified to provide a lower dimensional feedforward controller and combined with a feedback

controller to control a hybrid walking neuroprosthesis.

As shown in the simulations, the new controller (Case 3) performs as expected only

when both the adaptive feedforward and feedback components were active. However, in

Case 1, when two synergies were used alone, the key characteristics of the optimized gait

was reconstructed, but the inputs from the two synergies were not enough to clear the

ground and complete a full step as can be seen in Fig. 3.14. This was likely caused by

the reconstruction error, uloss in (3.4), due to the PCA decomposition. Evidence of this

can be seen by comparing the optimal inputs in Fig. 3.7 and the feedforward inputs in

Case 1, as shown in Fig. 3.11. To overcome the reconstruction error due to the synergy

decomposition, we proposed adding an adaptive component and a feedback component to

the synergy controller. In Case 2, the adaptive synergies provided sufficient control inputs

to complete the walking step as well as enable the foot to clear the ground during the swing

phase but the swing knee joint angle does not end at zero as seen in Fig. 3.14. This is

evident in Fig. 3.10, near the 40% gait cycle region, where the swing hip, knee, and ankle

profiles showed improved tracking of the desired profile.

In Case 3, the feedback control to the motors further improved the performance and the

actual gait trajectories tracked the desired profile almost perfectly. In this case, the adaptive
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Figure 3.10: Four cases for gait control using a hybrid neuroprosthesis. Case 1 only used the

feedforward synergies, Case 2 used the adapted feedforward synergies, Case 3 considered both

the adapted feedforward synergies and feedback control, and Case 4 used the full optimal

inputs and feedback control. Note that the profile from the third and fourth cases almost

perfectly overlaps the desired profiles.
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Table 3.1: The root mean squared (RMS) error for the four simulated cases. Case 3 which

had 2 synergies and feedback and Case 4 which had full optimal feedforward and feedback

had the smallest RMS errors, followed by the Case 2 which had just adaptive feedforward,

and then Case 3 with the non-adaptive feedforward.

RMS error [deg.]

Case Stance Hip Swing Hip Swing Knee Swing Ankle

1 0.30 1.78 11.53 3.86

2 0.90 3.43 7.22 2.39

3 0.09 0.22 0.15 0.14

4 0.07 0.09 0.14 0.08

feedforward control may have given an approximate desired control input, and the feedback

control fine tuned the input to further minimize the error. In Fig. 3.12, it can be seen

that the amount of feedback motor torque and feedforward motor torque are comparable in

magnitude. This indicates that the feedback is not doing all the work in this case. The need

for the feedback torque is necessary because after dimensionality reduction, the feedforward

component may not be enough to reproduce the movement due to reconstruction loss.

However, in Case 4’s results (Fig. 3.13), where optimal inputs instead of reconstructed

inputs were used, it can be seen that feedback control still played the same role as it did in

Case 3. This is because the optimizations that computed the feedforward components did

not consider system disturbances and other unmodeled effects. It can then be concluded

that even if more synergies were used (greater than two) the feedforward component would

still not be enough. But the benefit of decomposing the optimal inputs and truncating the

amount of synergies used reduced amount of data needed in the real-time implementation

of the controller. That is to say, instead of having the 10 signals with 750 data points each

(.75 seconds at 1kHz) from the optimal inputs, the feedforward controller uses 2 signals and

a matrix W ∈ R2×10 in this case. Therefore, the feedforward component was reduced from

using 7500 data points to using only 1520 data points.
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Figure 3.11: Control inputs for Case 1 & 2 of the simulations. Notice that the control input

profile shapes, after PCA decomposition, in Case 1 may not be similar to the optimal inputs

in Fig. 3.7.
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Figure 3.12: Control inputs for Case 3 of the simulations. The feedback’s contribution was

used only in the walker moment and motor torques.

54



0 10 20 30 40 50
0

0.05

0.1

N
o
rm

a
liz

e
d

H
ip

 S
ti
m

.
 

 

0 10 20 30 40 50
0

0.05

0.1

N
o
rm

a
liz

e
d

K
n
e
e
 S

ti
m

.

0 10 20 30 40 50
0

0.01

0.02

0.03

N
o
rm

a
liz

e
d

A
n
k
le

 S
ti
m

.

% Gait Cycle

Extension Flexion

0 20 40

−60

−40

−20

0

W
a
lk

e
r 

M
o
m

e
n
t 
[N

m
]

% Gait Cycle

 

 

0 20 40

−10

0

10

H
ip

 M
o
to

r 
[N

m
]

% Gait Cycle

0 20 40

−10

−5

0

5

K
n
e
e
 M

o
to

r 
[N

m
]

% Gait Cycle
0 20 40

−30

−20

−10

0

A
n
k
le

 M
o
to

r 
[N

m
]

% Gait Cycle

Feedback Feedforward

Figure 3.13: Control inputs for Case 4 of the simulations. The feedback’s contribution was

used only in the walker moment and motor torques.
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Figure 3.14: The gait sequence for the four cases, a step length of 0.4 meters with a step

duration of 0.75 seconds was used. Since the errors for the third and fourth cases are so close

their gait sequences look identical.
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The limitation of PCA is that the decomposed synergies may not be easily interpreted.

For example, in each synergy there is a scaling factor for each of the m control inputs and

some synergies may have negative scaling factors. A negative scaling factor may not have any

physical meaning (e.g., the stimulation inputs are always positive). Also, adaptation in one

activation coefficient changes the scaling factors of all the control inputs in the corresponding

synergy, which may result in a non-gait like motion. Interpretation of the synergies becomes

even more inscrutable when PCA results in activation coefficients that can be negative.

The new control development is based on time-invariant synergies, which means that all

the inputs within a synergy set were activated synchronously and temporal delays were not

considered. Perhaps, the use of time-varying synergies, which have a spatial and temporal

component, would result in less synergies and a more effective feedforward component. Also,

synergies specific to the optimized gait data were extracted which means that they may not

span the full input space of the system. However, the developed controller is general enough

to be implemented on larger systems with more degrees of freedom and may be used with any

set of synergies. While the focus of this chapter was on designing automatic control methods

that can handle actuator redundancy, gait optimizations in our result can be improved by

using high fidelity gait models or optimization methods such as in [1]. Our future work will

explore extracting different forms of muscle synergies and implementing these controllers on

human subjects.

3.5 CONCLUSION

In this chapter an adaptive synergy based controller is presented for a walking hybrid neu-

roprosthesis. The controller used optimal inputs and trajectories, computed from dynamic

optimizations, that were performed on a subject specific gait model. A PCA algorithm was

used to extract synergies from the optimal inputs to be used as a feedforward component

to the controller. An update law was derived, using Lyapunov stability analysis, to adapt

the time-varying activation coefficient of the synergies online. In addition, a feedback PD

controller was used to make the controller more robust to disturbances. The efficacy of the
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controller was demonstrated in simulations first on a 2-DOF fixed hip model and then on a

4-link gait model with 10 actuators including a walker moment, electric motors, and FES of

the muscle flexors and extensors.
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4.0 DELAY COMPENSATION CONTROL FOR FES-BASED

MUSCULOSKELETAL SYSTEMS WITH INPUT DELAY

4.1 INTRODUCTION

In the last chapter a synergy-based controller was developed and tested through simulations

to address the actuator redundancy challenge of real-time control of a hybrid neuroprosthe-

sis. The derivation of this controller did not EMD associated with FES. EMD is a time-lag

in when the stimulation is applied to when the muscles begin to produce a noticeable force.

When unaccounted for, this EMD, which is modeled as an input delay, could cause perfor-

mance degradation or even system instability.

The focus of this chapter is the derivation and experimental testing of a PID-based

delay compensation controller that addresses electromechanical delays in FES-based system.

The EMD is assumed to be a known constant and the activation dynamics are neglected.

This controller is based off of the previous work of Sharma et al. [89–91] which developed

but did not experimentally test the PID-based controller with delay compensation. The

key contribution of this work is the modifications made to the error structure to improve

the control development and stability analysis and the experimental validation on human

subjects. Sections 4.2 and 4.3 will present the control development and Lyapunov stability

analysis. The experimental protocol and results are presented in sections 4.4 and 4.5 of

this chapter. The controller was experimentally compared to its predecessor the PD-DC

controller, which lacked integral control, and the RISE controller, which lacked a delay

compensation term.
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4.2 CONTROL DEVELOPMENT

4.2.1 Control Objective

The control objective is to track a continuously differentiable desired trajectory, qd ∈ R. The

tracking error is defined as

e1 =

t∫
0

e(s)ds. (4.1)

where e ∈ R is the tracking error and is defined as e = qd−q. To facilitate the control design

and stability analysis, the auxiliary error signals e2 ∈ R and r ∈ R are defined as

e2 = ė1 + α1e1, (4.2)

r = ė2 + α2e2 − β
t∫

t−τ

r (θ) dθ, (4.3)

where α1, α2, β ∈ R are known positive control gains.

The following assumptions and notations are used to facilitate the subsequent control

development and stability analysis.

Assumption 1: The moment arm ζ (q) is assumed to be a non-zero, positive, bounded

function [12,60] whose first time derivative exists and is continuous. The function η (q, q̇) is

assumed to be a non-zero, positive, and bounded function with a bounded and continuous

first time derivative based on the empirical data [70,118].

Assumption 2: The auxiliary non-zero unknown scalar function Ω (q, q̇) ∈ R+, which acts

as a nonlinear input gain function to the applied voltage on the muscle, is defined as

Ω = ζη, (4.4)

where the first time derivative of Ω (q, q̇) is assumed to exist, be bounded, and continuous

(see Assumption 1).

Assumption 3: The unknown disturbance d (t) is bounded. Its first time derivative exists

and is bounded and continuous. Based on Assumptions 1 and 2, the ratio d (t)/Ω (q, q̇),
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denoted as dΩ (q, q̇, t) is also assumed to be bounded and its first time derivative exists is

bounded and continuous.

Assumption 4: Based on Assumption 1, the ratio J/Ω (q, q̇), denoted as JΩ (q, q̇) ∈ R+,

can be upper bounded as

J1 ≤ JΩ ≤ J2, (4.5)

where J1, J2 ∈ R+ are known constants. The force-length and force-velocity values will never

allow the lower bound of JΩ to be zero (i.e.; J1 6= 0) within the operating region of the knee

joint.

Assumption 5: The EMD, denoted by τ, is assumed to be a known constant. Factors such

as fatigue may cause it to be a time-varying phenomenon; however, the influence of these

factors on EMDs are ignored.

Assumption 6: The desired trajectory, qd ∈ R, and its time derivatives, q̇d, q̈d,
...
q d ∈ R, are

bounded and continuous.

Notation: A delayed state in the subsequent control development and analysis is denoted

as x (t− τ) or as xτ while a non-delayed state is denoted as x (t) or as x.

Remark. Assumptions 1-5 are made mainly for stability analysis and control design. These

assumptions are based on empirical results as cited above. These assumptions, except As-

sumption 5, are standard assumptions and have no or little practical significance as shown

in the experimental results presented in [90, 94, 96]. In addition, not all of the controller

developed in this research require all of these assumptions.

4.2.2 Closed-Loop Error System

The open-loop tracking error system can be developed by multiplying the time derivative of

(4.3) by JΩ and utilizing the expressions in (2.5), (2.6), (4.4), (4.1), and (4.2) to obtain

JΩṙ =JΩq̈d +MeΩ +MvΩ +MgΩ + dΩ − uτ + JΩα1ë1 + JΩα2ė2 − JΩβ[r − rτ ], (4.6)

where the nonlinear functions MeΩ(q, q̇), MgΩ(q, q̇), and MvΩ(q, q̇) are defined as

MeΩ =
Me

Ω

, MgΩ =
Mg

Ω

, MvΩ =
Mv

Ω

.
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Based on (4.6) and to facilitate the subsequent analysis, the voltage input u ∈ R is designed

as

u = Kr, (4.7)

where K ∈ R+ is a known control gain that can be expanded as

K = K1 +K2 +K3, (4.8)

where K1, K2, and K3 ∈ R+ are known constants. After using (4.7), the closed-loop error

system can be written as

JΩṙ =− 1

2
J̇Ωr − e2 + S + Ñ + (βJΩ −K) rτ − βJΩr. (4.9)

In (4.9), the auxiliary function Ñ (e1, e2, r, eI , t) and S(Ω, Ω̇, t) ∈ R are defined as

N =
1

2
J̇Ωr+ JΩq̈d + e2 +MeΩ +MvΩ +MgΩ− JΩα

2
1e1 + JΩ(α1 +α2)(r−α2e2 + βeI), (4.10)

Nd = JΩdq̈d +MeΩd +MvΩd +MgΩd, (4.11)

Ñ = N −Nd, S = Nd + dΩ, (4.12)

where JΩd (qd, q̇d), MvΩd (qd, q̇d), and MeΩd (qd, q̇d) are inertial, viscous, and stiffness terms

(defined in (2.5)) that are expressed in terms of desired limb position (qd) and velocity (q̇d),

and eI (r, t, τ) ∈ R is defined as

eI =

∫ t

t−τ
r (θ) dθ. (4.13)

Using the mean value theorem, the auxiliary functions Ñ (e1, e2, r, eI , t, τ) and S(Ω, Ω̇, t) can

be upper bounded as

|Ñ | ≤ ρ (‖z‖) ‖z‖ , |S| ≤ ξ. (4.14)

In (4.5), ξ ∈ R+ is a known constant, the bounding function ρ (‖z‖) ∈ R is a positive globally

invertible non-decreasing function, and z (e1, e2, r, eI) ∈ R4 is defined as

z =
[
e1 e2 r eI

]T
. (4.15)
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Based on the subsequent stability analysis, LK functionals: P (r, t, τ) ∈ R and Q (r, t, τ) ∈ R

are defined as

P = ω

∫ t

t−τ

(∫ t

s

r (θ)2 dθ

)
ds, (4.16)

Q = ψ

∫ t

t−τ
r (θ)2 dθ, (4.17)

where ω, ψ ∈ R+ are known constants.

4.3 STABILITY ANALYSIS

Theorem 2. The controller given in (4.7) ensures semi-globally uniformly ultimately bounded

tracking:

|e1 (t)| ≤ ε0 exp (−ε1t) + ε2, (4.18)

where ε0, ε1, ε2 ∈ R+ denote constants, provided the control gains α1, α2, β, K, and K3

introduced in (4.2), (4.3), (4.7) and (4.8), respectively, are selected according to the following

sufficient conditions:

βJ1 > K, K3 > ωτ + ψ, ψ > βJ2 −K, (4.19)

α1 >
1

2
, ω >

2

γ
+
τβ2

2
, α2 > 1.

In (4.19), the known positive constants J1, J2, ω and ψ are defined in (4.5), (4.16) and

(4.17), respectively, τ is the input delay and γ ∈ R+ is a subsequently defined constant.

Proof: Let y(t) ∈ D ⊂ R5 be defined as

y ,
[
e1 e2 r

√
P
√
Q
]T
. (4.20)

A positive definite Lyapunov functional candidate U (y, t) : D × [0 ∞)→ R is defined as

U ,
1

2
e2

1 +
1

2
e2

2 +
1

2
JΩr

2 + P +Q, (4.21)
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and satisfies the following inequalities

λ1 ‖y‖2 ≤ U ≤ λ2 ‖y‖2 , (4.22)

where λ1, λ2 ∈ R+ are known constants defined as

λ1 =
1

2
min [J1, 1] , λ2 = max

[
J2

2
, 1

]
,

where J1 and J2 are defined in (4.5).

After using (4.2), (4.3), and (4.9), and canceling the common terms, the time derivative

of (4.21) can be expressed as

U̇ = e1e2 − α1e
2
1 − α2e

2
2 + βe2

∫ t

t−τ
r(θ)dθ + rS + rÑ + (βJΩ −K) rrτ (4.23)

− βJΩr
2 + ωτr2 − ω

∫ t

t−τ
r (θ)2 dθ + ψ

(
r2 − r2

τ

)
.

On applying the Young’s Inequality and utilizing the definition of eI in (4.13), the following

terms in (4.23) can be bounded as

e1e2 ≤
1

2
e2

1 +
1

2
e2

2, (4.24)

e2β

∫ t

t−τ
r(θ)dθ ≤ β2

2
e2
I +

1

2
e2

2. (4.25)

Further, by using the Cauchy Schwarz inequality, the following term in (4.25) can be upper

bounded as

e2
I ≤ τ

∫ t

t−τ
r (θ)2 dθ. (4.26)

Utilizing (4.5), (4.14), (4.24), and (4.26), (4.23) can be bounded as

U̇ ≤−
(
α1 −

1

2

)
e2

1 − (α2 − 1) e2
2 + |r| ξ + |r| ρ (‖z‖) ‖z‖+ (βJΩ −K) rrτ (4.27)

− βJΩr
2 + ωτr2 − ω

∫ t

t−τ
r (θ)2 dθ +

τβ2

2

∫ t

t−τ
r (θ)2 dθ + ψ

(
r2 − r2

τ

)
.

Note that by choosing control gains β and K such that βJ1 > K, the following Young’s

inequality can be used

(βJΩ −K) rrτ ≤ (βJΩ −K)
(
r2 + r2

τ

)
. (4.28)

64



After adding and subtracting 2
γ

∫ t
t−τ r (θ)2 dθ to (4.27) and utilizing (4.26), provided that

ω − 2
γ
− τβ2

2
> 0, (4.27) can be upper bounded as

U̇ ≤−
(
α1 −

1

2

)
e2

1 − (α2 − 1) e2
2 −

1

τ

(
ω − 2

γ
− τβ2

2

)
e2
I + |r| ξ + |r| ρ (‖z‖) ‖z‖

+ ωτr2 − 2

γ

∫ t

t−τ
r (θ)2 dθ − βJΩr

2 + (βJΩ −K)
(
r2 + r2

τ

)
+ ψ

(
r2 − r2

τ

)
.

Rearranging the terms and canceling the common terms results in

U̇ ≤−
(
α1 −

1

2

)
e2

1 − (α2 − 1) e2
2 −

1

τ

(
ω − 2

γ
− τβ2

2

)
e2
I + |r| ξ + |r| ρ (‖z‖) ‖z‖ (4.29)

− 2

γ

∫ t

t−τ
r (θ)2 dθ − (ψ − (βJΩ −K)) r2

τ −K1r
2 −K2r

2 − (K3 − ωτ − ψ) r2.

After utilizing (4.8), completing the squares, and provided that ψ > (βJΩ −K), (4.29) can

be upper bounded as

U̇ ≤−
(
α1 −

1

2

)
e2

1 − (α2 − 1) e2
2 − (K3 − ωτ − ψ) r2 − 1

τ

(
ω − 2

γ
− τβ2

2

)
e2
I (4.30)

+
ρ2 (‖z‖) ‖z‖2

4K2

+
ξ2

4K1

− 2

γ

∫ t

t−τ
r (θ)2 dθ.

Since ∫ t

t−τ

(∫ t

s

r (θ)2 dθ

)
ds ≤ τ sup

s∈[t,t−τ ]

[∫ t

s

r (θ)2 dθ

]
= τ

∫ t

t−τ
r (θ)2 dθ,

and after utilizing (4.15), (4.16), and (4.17), the inequality in (4.30) can be expressed as

U̇ ≤−
(
µ− ρ2 (‖z‖)

4K2

)
‖z‖2 − 1

γτω
P − 1

γψ
Q+

ξ2

4K1

, (4.31)

where µ is defined as

µ = min

[
α1 −

1

2
, K3 − ωτ − ψ, α2 − 1,

1

τ

(
ω − 2

γ
− τβ2

2

)]
Using the definition of y (t) in (4.20), the expression in (4.31) can be upper bounded as

U̇ ≤ −µ̄ ‖y‖2 −
{
µ− ρ2(‖z‖)

4K2

}
‖eI‖2 +

ξ2

4K1

, (4.32)
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where µ̄ (‖z‖) ∈ R+ is defined as

µ̄ = min
[
µ− ρ2(‖z‖)

4K2
, 1

γτω
, 1

γψ

]
.

In order to further bound (4.32), it is required that µ − ρ2(‖z‖)
4K2

> 0 which is true if ‖z‖2 <

ρ−2
(
2
√
µK2

)
. Consider a set S defined as

S ,

y(t) ∈ R5 | ‖y (0)‖ <

√
λ1

λ2

min

{
1,
ψ

τ

}
ρ−2

(
2
√
µK2

)
− ξ2

4K1δ
.


In S, µ̄ (‖z‖) can be lower bounded by a constant δ ∈ R+ as

δ ≤ µ̄ (‖z‖) ,

and the condition, ‖z‖2 < ρ−2
(
2
√
µK2

)
, is satisfied. By further utilizing (4.22), the inequal-

ity in (4.32) can be expressed as

U̇ ≤ − µ̄

λ2

U +
ξ2

4K1

. (4.33)

The linear differential equation in (4.33) can be solved as

U ≤ U(0)e−
δ
λ2
t +

ξ2λ2

4K1δ

[
1− e−

δ
λ2
t
]
, (4.34)

provided the control gains α1, α2, β, and K are selected according to the sufficient conditions

in (4.19) (i.e. a semi-global result). The result in (4.18) can now be obtained from (4.34).

Based on the definition of y (t), the result in (4.34) indicates that e1 (t) , e2 (t) , r (t) ∈ L∞
in S. Since r (t) , ∈ L∞ in S, then (4.13) indicates that eI (t) ∈ L∞ in S. Given that e1 (t) ,

e2 (t) , qd (t) , q̇d (t) ∈ L∞ in S, (4.1) and (4.2) indicate that q (t) and q̇ (t) ∈ L∞ in S. Since

r (t) , e2 (t) , eI (t) , q̇ (t) , q̇d (t) , q̈d (t) ∈ L∞ in S, then (4.3) indicates that q̈ (t) ∈ L∞ in S.

Given that r (t) , e2 (t) , eI (t) , q̇ (t) , q̇d (t) q̈d (t) ∈ L∞ in S, (4.6) and Assumptions 3 and 4

indicate that V (t) ∈ L∞ in S. �
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4.4 EXPERIMENTAL PROTOCOL

The new controller was applied as an amplitude modulated voltage to external electrodes

attached to the quadriceps femoris muscle group in 4 non-impaired volunteers. The new

controller was compared with its predecessors: PD-DC [90] and the Robust Integral of the

Sign of the Error (RISE) [94]. The experimental results indicated that the new controller

reduced the steady state root mean squared tracking error (SSRMSE) compared to the two

previously developed nonlinear controllers, and was found to be robust to variations in the

estimated EMD value.

The experiments were conducted on two testbeds as shown in Fig. 2.6: a modified LEM

(A) and a brace (B) to mimic lower leg swing during walking. Four able bodied male subjects

between the ages of 24-30 years were selected for the experiments. Prior to any experimen-

tation, an approval from the Institutional Review Board at the University of Pittsburgh was

obtained. The participants were instructed to relax and avoid any voluntary interference

during the electrical stimulation. Two sets of experiments were conducted to evaluate the

performance of the new controller and its robustness to variations in the estimated EMD

value. Each experimental session was run for a duration of 30 seconds with a rest period of

3 minutes in between the sessions to prevent muscle fatigue.

In the first set of experiments, we compared the new controller (PID-DC) with two

previously developed nonlinear controllers (PD-DC and RISE). The details of the RISE

control law and PD-DC control law can be found in [94] and [90], respectively. These

controllers were chosen because, just like the controller developed in this paper, they fall

under the category of strictly feedback tracking controllers that are designed based on a

nonlinear musculoskeletal system and are synthesized using a Lyapunov stability analysis. In

addition, these controllers are easily implementable and do not require any model knowledge,

unlike the sliding mode controller (SMC) in [63]. During the experiments, the 4 subjects

were unaware of the controller being tested during the session. For each subject, the order

of the controllers was selected at random and were tested on separate days (every other

day). The three controllers were used to track a sinusoidal signal with a period of 2-seconds

and alternating peaks. The desired trajectory started from the equilibrium and oscillated
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between a minimum amplitude of 15◦ and an alternating maximum amplitudes of 35◦ and

25◦, this prevented any subject from anticipating the desired motion and subconsciously

interfering with the performance of the controller. Each controller was evaluated in five

consecutive trials for each subject. A rest period of 3 minutes was given in between the

30 second trials. Also, the subjects were not allowed to view the desired trajectory or the

performance in real-time. In addition to these experiments, the three controllers were tested

on one subject with a larger range of motion (5−50◦) to see if the controllers could maintain

their performance for larger movements.

As these experiments were conducted on human subjects, the gain tuning procedure could

only be done over a finite interval of time in order to prevent muscle fatigue and subject

discomfort. Prior to experimentation on a subject, the three controllers were tuned to find

an initial guess of the control gains. Before conducting the five trials for each controller,

the controller was further tuned, beginning at the initial guess. The control gains were fine

tuned till the error over a 10 second trial was minimized.

Since the PD-DC and PID-DC require the knowledge of the EMD value, it was deter-

mined empirically for each test subject. This was done by applying a step stimulation at a

time instant and measuring the time when the resulting knee joint movement occurred. The

EMD value was calculated as the time difference from when the first stimulation pulse was

applied and when the knee angle began to change. Five measurements of the EMD value

were taken, and the average of the five values was used as the measured EMD value, which

is used in the control implementation.

In the second set of experiments, the PID-DC controller was tested for its robustness to

variations in the EMD value. This was done by assuming an estimated EMD value, used in

the PID-DC controller, different from the measured EMD value in the previous experiments.

A subject (H1) was held in a gait like configuration using a brace as shown in Fig. 2.4 B. The

thigh of the subject was fixed at a certain angle (using the motor in the brace), while the new

controller was used to track a sinusoidal trajectory with a 2 second time period. Robustness

of the controller to an estimate EMD value was tested by evaluating its performance for

estimated EMD values that ranged between ±2 standard deviations (SD) from the mean of

the measured EMD value.
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4.5 EXPERIMENTAL RESULTS

Figs. 4.1-4.4 and Tables 4.1-4.4 illustrate the results from the two sets of experiments. In

the first set of experiments, each controller was tested in five trials on each subject and then

again on one subject with a larger range of motion. Trials for the PD-DC and PID-DC used

the empirically found EMD values as reported in Table 4.3. A representative trial from each

controller is shown in Fig. 4.1 and the control gains used to produce those results are given

in Table 4.1. Table 4.3 contains the three criteria used to measure the performance of each

controller: the root mean squared of the error (RMSE), steady state RMSE (SSRMSE),

and root mean squared of the current (RMSC). The RMSC was normalized by the body

mass index of each subject in order to scale the control effort with respect to the size of

the subjects. Since the RISE and PID-DC controller have integral control, they require a

transient period for the memory component to build up, that is why the SSRMSE is the

primary focus of the comparison.

The differences in the aforementioned performance criteria were assessed using a one-

way analysis of variance (ANOVA) with repeated measures. Post-hoc testing consisting

of paired t-tests with a Bonferroni correction was performed when a significant ANOVA

tests were identified. A Bonferroni adjustment was used to avoid potential type I errors

associated with performing multiple t-tests in the post-hoc analysis. As a result, the critical

threshold for significance was reduced to P < 0.016 (0.05 divided by 3). The results for

the statistical analyses are given in Fig. 4.3, where each criterion’s amplitude has been

normalized to the maximum criterion value. This normalization is performed strictly for

plotting the results and is completely independent of the ANOVA analyses. The SSRMSE of

the PID-DC controller was found to be significantly lower than that of the other controllers

(p − value = 1.8E − 7 between PD-DC and PID-DC and p − value = 3.1E − 4 between

PID-DC and RISE). The RISE controller’s SSRMSE was found to be lower than that of

the PD-DC controller (p − value = 3.4E − 4). Although the SSRMSE was used to make

the main comparison, the RMSE results were found to be concurrent with the SSRMSE

results and can be seen in Table 4.3. Lack of integral control, which gives a controller a

memory component in order to compensate for steady state errors, in the PD-DC controller
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Figure 4.1: Experimental results obtained from the representative trial for each of the three

controllers. These plots show the desired & actual angular position (top plots), error (middle

plots), and stimulation current amplitude (bottom plots).
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Table 4.1: The gains used to produce the experimental results shown in Fig. (4.1).

k α1 α2 β

H1’s PID-DC 800 10.89 1.6 65

H1’s RISE 125 7.57 0.42 100

H2’s PD-DC 2000 8 - 75
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Figure 4.2: Results obtained from running the three controllers on subject H1 with a larger

trajectory ranging from 5− 50◦.

Table 4.2: The tabulated results for the sinusoidal trajectory with 2 second time period

ranging from 5− 50◦ implemented on subject H1 with all three controllers.

RMSE SSRMSE RMSC

[deg.] [deg.] [mAm2 kg−1]

PID-DC 3.15 2.76 1.90

RISE 3.96 3.57 2.05

PD-DC 3.13 3.15 1.79
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Figure 4.3: A graphical representation of the results from the LEM experiments. The three

criteria: RMSE, SSRMSE, and RMSC were normalized by the maximum of each criterion

after the ANOVA analyses were done. * indicates statistically significant differences between

the controllers at a 95% confidence level and p refers to the p-value.
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Table 4.3: The tabulated results for the sinusoidal trajectory with 2 second time period ex-

periments include the average (AVG) and standard deviation (SD) of the EMD values mea-

sured for each volunteer subject (S) across five samples, the average root mean squared error

(RMSE), the average steady state RMSE (SSRMSE), and the average root mean squared

current (RMSC) normalized by the body mass index of each subject.

S AVG EMD SD

H1 84.8 20.33

H2 91.8 14.97

H3 108.2 18.91

H4 103.6 8.26

AvG 97.1 10.72

S
AVG RMSE [deg.] AVG SSRMSE [deg.] AVG RMSC [mAm2 kg−1]

PD-DC PID-DC RISE PD-DC PID-DC RISE PD-DC PID-DC RISE

H1 4.37 2.04 3.19 4.36 1.70 2.32 2.50 2.11 2.06

H2 3.37 3.32 4.97 3.21 2.59 3.47 1.75 2.46 2.61

H3 4.47 3.21 2.73 4.37 2.62 2.48 1.80 2.44 2.56

H4 3.01 2.34 2.96 2.96 1.89 2.44 1.63 2.12 2.30

AvG 3.80 2.73 3.47 3.73 2.20 2.68 1.92 2.28 2.38
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seems to have played a role in its greater RMSE and SSRMSE as compared to the other two

controllers.

While tuning the controllers, it was observed that in order to maintain stability with

the RISE controller, the gain associated with integral control in the PID component of the

controller, (i.e., kα1α2), was required to be kept low. This could be due to the combination

of controller’s increased responsiveness due to integral action and EMD-induced oscillations.

Unlike the RISE controller, the PID-DC did not have this issue because the DC component

provided the controller more robustness by removing the ill-timed excess energy that induced

these oscillations. One thing to note is that because of the DC component the gains for the

PD-DC and PID-DC were required to be much larger than the gains for the RISE controller.

This does not necessarily mean the PD-DC and PID-DC controllers were using more control

effort. This is simply due to the mechanics of the DC part of the controllers. The DC part of

the controller integrates the control signal over an interval the duration of the input delay and

subtracts it from the PID component of the controller. Therefore, most of the control effort

generated from the PID component was dissipated due the DC component. Although results

of the PD-DC controller reported the lowest RMSC as compared to the other two controllers,

the statistical analysis determined that the differences in the RMSCs were not statistically

significant (p−value = 7.5E−1 between PD-DC and PID-DC, p−value = 8.9E−1 between

PD-DC and RISE, p − value = 7.6E − 1 between PID-DC and RISE). From Fig.4.2 and

Table 4.2, it can be seen that even with larger ranges of motion, the PID-DC continued to

outperform the other two controllers.

In the second set of experiments, the measured EMD value was empirically found to be

85 ms for Subject H1. The experimental results for tracking the sinusoidal trajectory with

a 2 second time period, where the PID-DC controller used estimate EMD values different

from the measured EMD value, are given in Fig. 4.4 and Table 4.4. As the estimated

EMD value strayed from the measured EMD value, before tuning β (BTB), the control

performance deteriorated but the controller maintained stability. However, after tuning β

(ATB), the PID-DC controller not only maintained stability but also provided the same

level of performance as in the first set of experiments. This was observed even when the

estimated EMD value was varied by ±2 SDs from the measured EMD value. Results when
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Figure 4.4: Tracking performance of PID-DC with mismatched EMDs that were set to ±2

SDs away from the mean measured EMD. With mismatched EMD settings, the performance

degraded but the PID-DC maintained stability. Top plot: the control performance, before

tuning β. Bottom plot: the tracking performance improved after tuning β.
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Table 4.4: Tabulated results for the robustness of the estimated EMD value in the PID-

DC controller as opposed to the measured EMD value of 85 ms. Note that the controller

was able to maintain consistent performance even with mismatched EMDs after tuning β

(ATB). The results for the estimated EMD values before tuning β (BTB) were included to

demonstrate the effect of tuning β.

EMD RMSE SSRMSE RMSC

[ms] [deg.] [deg.] [mAm2 kg−1]

ATB BTB ATB BTB ATB BTB

45 2.74 4.45 2.51 4.36 1.87 2.18

65 2.37 2.65 2.06 2.40 1.91 1.93

85 2.24 2.24 1.91 1.91 1.80 1.80

105 2.70 4.60 2.56 4.36 1.73 1.94

125 2.36 6.83 2.32 6.93 1.75 1.97

the estimated EMD values were assumed to be ±2 SDs away from the measured EMD value

are plotted in Fig. 4.4. The decrease in control performance, resulting from mismatched

delay estimates, was compensated for by tuning the gain β. For example, for the estimate

EMD values greater than the measured EMD value, the DC portion of the controller over

compensated due to the larger integral interval; therefore, decreasing β helped in offsetting

the effect of mismatched EMD values. Similarly, increasing β helped in offsetting the effect

of mismatched EMD values, when an estimated EMD value was smaller than the measured

EMD value.

4.6 CONCLUSION

In this chapter, a PID-based delay compensation (PID-DC) controller was developed for an

NMES-driven musculoskeletal system with EMDs. Lyapunov-based stability analysis yielded
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semi-globally uniformly ultimately bounded tracking despite model uncertainties and EMDs.

The addition of the integral action resulted in improved performance that was validated on

four able bodied subjects and empirically compared to two nonlinear controllers: PD-DC

(previous control design for EMD compensation) and RISE controller. The results showed

that the PID-DC has a superior tracking performance (statistically significant) vis--vis the

other two controllers. Further, the new controller was shown to be robust to variations in

the measured EMDs. Future work will focus on testing this controller on persons with stroke

or SCI, investigating the benefits of adding activation dynamics, considering spasticity and

fatigue [49], and extending the controller to multiple degrees of freedom and more general

systems.
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5.0 DYNAMIC SURFACE CONTROL OF FUNCTIONAL ELECTRICAL

STIMULATION SYSTEMS WITH ACTIVATION DYNAMICS

5.1 INTRODUCTION

In the previous chapters, control methods that addressed the challenges of actuator re-

dundancy and EMD were developed and tested either through simulations or experiments.

Similarly to most controllers for FES-based systems, the developed control methods in chap-

ters 3 and 4 did not consider the actuator dynamics. For FES-based systems these actuator

dynamics refer to the Ca2+ activation dynamics that facilitate the muscle force generation

and govern the speed of response of the or muscles in this case. Typically, these activation

dynamics are ignored all together just like in chapters 3 and 4. A few researchers have

considered the activation dynamics during the NMES control but they either use ad hoc

methods that do not consider system stability or integrator backstepping technique which

results in the requirement of acceleration signals in the controller.

The focus of this chapter is to expand the PID-DC controller developed in the previous

section to a system that considers the activation dynamics. In order to consider these

additional dynamics and avoid the requirement of acceleration signals, I opted to use the

nonlinear control technique of dynamic surface control. This technique uses the dynamics

of a low-pass filter in the control development to avoid the requirement of acceleration

signal. Unlike IB, which takes an additional time derivative that leads to the requirement

of an acceleration signal in the control law, DSC approximates the derivative of the desired

control input by using the filter signals and the dynamics of the low-pass filter. The key

contribution of this work is the first development of a DSC controller for NMES system and

the incorporation of a delay compensation mechanism in the DSC framework. Until now
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Figure 5.1: The control schematic for the implementation of the new PID-based DSC con-

troller with delay compensation.

DSC has not been developed for systems with input delays. In addition, the DSC structure

requires the use of the activation state which is unmeasurable in real-time implementation.

Therefore, a model-based estimator is used to estimate the activation states during real-time

control implementation. The second and third sections of this chapter will cover the control

development and Lyapunov stability analysis of the newly derived PID-DSC controller. The

fourth section will focus on validating the new controller by experimentally comparing it to

the PID-DC on two able-bodied subjects and one subject with an SCI.

5.2 CONTROL DEVELOPMENT

To facilitate the control development, the musculoskeletal dynamics that include the acti-

vation dynamics in (2.5) are divided by Ω and their state space form can be written as

79



ẋ1 = x2,

ẋ2 = J−1
Ω [−f(x1, x2)− dΩ + x3] ,

ẋ3 = −ωx3 + ωuτ ,

(5.1)

where x1 = q(t), x2 = q̇(t), x3 = µ(t), and f(x1, x2) = MvΩ +MeΩ +MgΩ.

5.2.1 Control Objective

The control objective is to track a continuously differentiable desired trajectory, xd (t) ∈ R.

To realize the control objective, the tracking error is defined as

e = xd(t)− x1(t). (5.2)

To facilitate the control design and stability analysis, the auxiliary error signals e1 (t) , e2 (t) ∈

R are defined as

e1 = ė0 + α0e0, (5.3)

e2 = ė1 + α1e1, (5.4)

where α0, α1 ∈ R+ are control gains and e0 ∈ R is an auxiliary signal defined as [29]

e0 =

∫ t

t0

e(s)ds (5.5)

in order to incorporate integral control. To facilitate the control development and stability

analysis, the following assumptions were made:

Assumption 1: The signals q, q̇, are measurable.

Assumption 2: The nonlinear functions η and ς are non-zero, positive, bounded functions

whose first time derivatives exist. Therefore, based on these assumptions, Ω is also non-zero,

positive, bounded, and its first time derivative exists.

Assumption 3: Based on Assumption 2, the term, J , divided by Ω is bounded (i.e.,

|JΩ| ≤ JΩ) and its time derivative J̇Ω is also bounded.

Assumption 4: The unknown disturbance and unmodeled effects in the system are bounded

(e.g., |d| ≤ d). Therefore, based on Assumption 2 , dΩ is also assumed to be bounded.
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Assumption 5: The activation time constant is assumed to be bounded (i.e., ω ≤ γ). Also

the estimate of the activation time constant is bounded as 0 < ω̂ ≤ γ.

Assumption 6: The desired trajectory, xd ∈ R, and its derivatives, ẋd, ẍd ∈ R, are

bounded.

5.2.2 Closed-Loop Error System

Multiplying the time derivative of (5.4) by JΩ and using (5.1), (5.3), and (5.4) results in

JΩė2 = JΩẍd + f + dΩ − x3 + JΩα0ë0 + JΩα1ė1. (5.6)

After adding and subtracting a desired signal x3 ∈ R, a filtered version of the desired

signal x3f ∈ R, a delay compensation term eI ∈ R multiplied by a control gain σ, where

eI =
∫ t
t−τ u(θ)dθ, and an estimate of the activation constant x̂3 ∈ R, and rearranging the

terms, (5.6) becomes

JΩė2 = −1

2
J̇Ωe2 + S − σeI + y3 + x̃3 + Ñ + χ− x3 − e1, (5.7)

where the surface error, S ∈ R, is defined as

S = x3f − x̂3, (5.8)

and the boundary layer error, y3 ∈ R, for x3 is defined as

y3 = x3 − x3f , (5.9)

and the estimation error, x̃3 ∈ R, is defined as

x̃3 = x̂3 − x3. (5.10)

The estimate of the muscle activation is generated through a best guess model of the acti-

vation dynamics defined as

˙̂x3 = −ω̂x̂3 + ω̂uτ . (5.11)

In (5.7), the auxiliary signals Ñ(e1, e2, eI , t) ∈ R and χ(Ω, t) ∈ R are defined as
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Ñ = N −Nd, χ = Nd + dΩ,

N =
1

2
J̇Ωe2 + JΩẍd + f + JΩα0 (e2 − (α1 + α0)e1)− JΩα

3
0e0 + JΩα1(e2 − α1e1) + e1 + σeI ,

Nd = JΩdẍd + f(xd, ẋd),

where JΩd = J/Ω(xd, ẋd). Based on Assumptions 3, 4, and 6 the auxiliary functions Ñ and

χ are bounded such that

|Ñ | ≤ ρ(‖z‖) ‖z‖ , |χ| ≤ ε, (5.12)

where ε ∈ R+ is a known constant, ρ(‖z‖) ∈ R is a positive globally invertible non-decreasing

function, and z(e0, e1, e2, eI) ∈ R4 is defined as z = [e0, e1, e2, eI ]
T . After designing the desired

signal as

x3 = ke2, (5.13)

where k = k1 + k2 + k3 and k1, k2, k3 ∈ R+ are control gains.

Remark. The desired signal defined in (5.13) can be expressed in standard PID form as

KP e + KDė + KI

∫ t
0
e(θ)dθ where KP , KD, KI ∈ R+ are the proportional, derivative, and

integral control gains and are defined as KP = k(α0 + α1), KD = k, and KI = kα0α1.

After using the desired signal, (5.7) becomes

JΩė2 = −1

2
J̇Ωe2 + S3 + y3 + x̃3 + Ñ + χ− ke2 − e1, (5.14)

where S3 is the augmented surface error which now contains the delay compensation term

σeI and is defined as

S3 = S − σeI .

The filtered desired signal x3f is obtained by passing x3 through a low-pass filter such as

ζ3ẋ3f + x3f = x3; x3f (0) = x3(0), (5.15)

where ζ3 ∈ R+ is the low-pass filter time constant. The surface error dynamics are derived

by taking the time derivative of (5.8) and using (5.1), resulting in

Ṡ3 = ẋ3f + ω̂x̂3 − σu+ (σ − ω̂)uτ . (5.16)
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Remark. The delay compensation term eI is used to replace the delayed input in the ac-

tivation dynamics with a non-delayed input and is computed by integrating the past control

inputs. This technique is inspired by the Artstein reduction method for linear systems with

delayed inputs [6].

The control law u is designed to satisfy the subsequential stability analysis as

u =
1

σ
[βS3 + ẋ3f ] , (5.17)

where β ∈ R+ is a control gain. Therefore, the closed-loop surface error dynamics can be

written as

Ṡ3 = −βS3 + ω̂x̂3 + (σ − ω̂)uτ . (5.18)

The boundary layer error dynamics are found by taking the time derivative of (5.9) and

using (5.15), results in

ẏ3 = η − y3

ζ3

, (5.19)

where η(e0, e1, e2, eI , S3, y3, t) is a continuous nonlinear function defined as η = d
dt

[ke2] .

5.3 STABILITY ANALYSIS

Theorem 3. Consider the musculoskeletal system in (5.1) with an input delay in the acti-

vation dynamics. The control law in (5.17), when 0 ≤ u ≤ 1, ensures uniformly ultimately

bounded tracking

‖y(t)‖ ≤ ε0 exp(−ε1t) + ε2, (5.20)

provided that the control gains k1, α0, α1, β, ζ3 satisfy the following sufficient gain condi-

tions:

α0 >
1

2
, α1 >

1
2
, k1 > 1, 1

ζ3
≥ 1

κ

[
1
2

+ M2

2ε
+ ko

]
β ≥ max

{
1

2

(√
ϑ2 +

4τζ3

ω̂2
+ ϑ

)
,
1

2

(√
(τ ω̂−2)2 + 4τ ω̂−2 + τ ω̂−2

)}
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where τ is the EMD, ko and ε are arbitrary constants, and M , ϑ, and κ are constants defined

in the subsequent stability analysis.

Proof: Let y(t) ∈ R6 be defined as

y =
[
e0 e1 e2 S3 y3

√
P
]T
.

A positive definite continuously differentiable Lyapunov functional candidate V (y, t) : D ×

[0∞)→ R+ is defined as

V ,
1

2
e2

0 +
1

2
e2

1 +
1

2
JΩe

2
2 +

1

2
S2

3 +
1

2
y2

3 + P, (5.21)

which satisfies the following inequalities

λ1‖y‖2 ≤ V ≤ λ2‖y‖2, (5.22)

where λ1, λ2 ∈ R are positive constants. The Lyapunov-Krasovskii functional P ∈ R+ in

(5.21) is defined as

P =
ζ3

β2

t∫
t−τ

 t∫
s

u(θ)2dθ

 ds.

Taking the time derivative of (5.21) and using (5.4), (5.14), (5.18), and (5.19) results in

V̇ = e0(e1 − α0e0) + e1(e2 − α1e1) + e2

(
−1

2
J̇Ωe2 + S3 + y3 + x̃3 + Ñ + χ− e1 − ke2

)

+
1

2
J̇Ωe

2
2 + S3(−βS3 + ω̂x̂3 + (σ − ω̂)uτ ) + y3

(
η − y3

ζ3

)
+
ζ3

β2
τu2 − ζ3

β2

t∫
t−τ

u(θ)2dθ.

Canceling out the like terms, using (5.17), and rearranging the negative definite terms results

in

V̇ =− α0e
2
0 − α1e

2
1 − ke2

2 − βS2
3 −

1

ζ3

y2
3 + e0e1 + e2(S3 + y3 + x̃3 + Ñ + χ) (5.23)

+ S3(ω̂x̂3 + (σ − ω̂)uτ ) + y3η +
ζ3τ

β2σ2
(β2S2

3 + 2βS3ẋ3f + ẋ2
3f )−

ζ3

β2

t∫
t−τ

u(θ)2dθ.
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After using (5.9), (5.12), and (5.15), (5.23) be bounded as

V̇ ≤− α0e
2
0 − α1e

2
1 − ke2

2 − (β − τζ3σ
−2)S2

3 −
(

1

ζ3

− τ

ζ3β2σ2

)
y2

3 + |e0||e1|

+ |e2||S3|+ |e2||y3|+ |e2||x̃3|+ |e2|ρ(||z||)||z||+ |e2|ε+ |S3||ω̂x̂3 + (σ − ω̂)uτ |

+ |y3||η|+
2τ

βσ2
|S3||y3| −

ζ3

β2

t∫
t−τ

u(θ)2dθ.

Using Young’s inequality, Property 1, and Assumption 5 to bound the following terms

|e0||e1| ≤
1

2
e2

0 +
1

2
e2

1, |e2||S3| ≤
1

2
e2

2 +
1

2
S2

3 ,

|e2||y3| ≤
1

2
e2

2 +
1

2
y2

3, |y3||η| ≤
1

2ε
y2

3η
2 +

ε

2
,

|S3||ω̂x̂3 + (σ − ω̂)uτ | ≤Ψ|S3| ≤
Ψ2

2ε
S2

3 +
ε

2
,

2τ

βσ2
|S3||y3| ≤

τζ3

βσ2
S2

3 +
τ

ζ3βσ2
y2

3,

where ε ∈ R+ is a arbitrary constant, and rearranging the terms results in

V̇ ≤− (α0 −
1

2
)e2

0 − (α1 −
1

2
)e2

1 − (k − 1)e2
2 −

(
β − ϑ− τζ3

βσ2

)
S2

3 −
(
κ

ζ3

− 1

2

)
y2

3 (5.24)

+ |e2|ρ(||z||)||z||+ |e2|(ε+ 1) +
1

2ε
y2

3η
2 + ε− ζ3

β2

t∫
t−τ

u(θ)2dθ,

where ϑ = 1
2

+ Ψ2

2ε
+ τζ3σ

−2 and κ = 1− τσ−2β−1 − τσ−2β−2. After defining ζ3 such that

1

ζ3

≥ 1

κ

[
1

2
+
M2

2ε
+ ko

]
, (5.25)

where ko ∈ R+ is a known constant and M > 0 is the maximum of η in the defined compact

set Ξ =
{
h ∈ R6| ‖h‖ < 2σ, h = [e0, e1, e2, eI , S3, y3]T

}
where σ ∈ R+ is a known constant,

the previous equation becomes

V̇ ≤− (α0 −
1

2
)e2

0 − (α1 −
1

2
)e2

1 − (k − 1)e2
2 −

(
β − ϑ− τζ3

βσ2

)
S2

3 − koy2
3 (5.26)

+ |e2|ρ(||z||)||z||+ ε+ |e2|(ε+ 1)−
(

1− η2

M2

)
y2

3M
2

2ε
− ζ3

β2

t∫
t−τ

u(θ)2dθ.
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After adding and subtracting (ρ(||z||)||z||)2
4k2

and ε2

4k3
, performing nonlinear damping, and further

bounding, (5.26) becomes

V̇ ≤− (α0 −
1

2
)e2

0 − (α1 −
1

2
)e2

1 − (k1 − 1)e2
2 −

(
β − ϑ− τζ3

βσ2

)
S2

3 − koy2
3

+
(ρ(||z||)||z||))2

4k2

+
(ε+ 1)2

4k3

+ ε− ζ3

β2

t∫
t−τ

u(θ)2dθ. (5.27)

Further, by splitting the integral term and using the Cauchy Schwarz inequality

e2
I ≤ τ

t∫
t−τ

u(θ)2dθ

the following term can be bounded as

− ζ3

2τβ2

τ t∫
t−τ

u(θ)2dθ

 ≤ − ζ3

2τβ2
e2
I .

Therefore, (5.27) results in

V̇ ≤−
{
ψ − ρ(||z||)2

4k2

}
||z||2 −

(
β − ϑ− τζ3

βσ2

)
S2

3 − koy2
3 +

(ε+ 1)2

4k3

(5.28)

+ ε− ζ3

2β2

t∫
t−τ

u(θ)2dθ

where ψ = min
{
α0 − 1

2
, α1 − 1

2
, k1 − 1 , ζ3

2τβ2

}
. Because

t∫
t−τ

 t∫
s

u(θ)2dθ

 ds ≤τ sup
s∈[t,t−τ ]

 t∫
s

u(θ)2dθ


= τ

t∫
t−τ

u(θ)2dθ,

(5.28) can be rewritten as

V̇ ≤−
{
ψ − ρ(||z||)2

4k2

}
||z||2 −

(
β − ϑ− τζ3

βσ2

)
S2

3 − koy2
3 +

(ε+ 1)2

4k3

+ ε− 1

2τ
P.
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Using the definitions of y(t) and z(t) this expression can be upper bounded as

V̇ ≤ −ψ||y||2 −
{
ψ − ρ(||z||)2

4k2

}
||eI ||2 + ν, (5.29)

where ν = (ε+1)2

4k3
+ ε and ψ(||z||) ∈ R+ is

ψ = min

{(
ψ − ρ(||z||)2

4k2

)
,

(
β − ϑ− τζ3

βσ2

)
, ko,

1

2τ

}
.

This expression can be further bounded if ψ − ρ(||z||)2
4k2

> 0, which is true if the condition

‖z‖2 < ρ−2(2
√
ψk2) is satisfied. Considering (5.22), the definitions of y and z, and P > ζ3

τβ2 e
2
I ,

a set S can be defined as

S ,

{
y(t) ∈ R6 | ‖y(0)‖ <

√
λ1

λ2

[
min

{
1,

ζ3

τβ2

}
ρ−2

(
2
√
ψk2

)
− ν
]}

.

In S, ψ̄(‖z‖) can be lower bounded by a constant δ ∈ R+ as δ ≤ ψ̄(‖z‖). By further utilizing

(5.22), (5.29) can be written as

V̇ ≤ − δ

λ2

V + ν. (5.30)

For y(0) ∈ S, the linear differential equation in (5.30) can be solved as

V (y, t) ≤ V (0)e
− δ
λ2
t
+
νλ2

δ

(
1− e−

δ
λ2
t
)
. (5.31)

Based on (5.31) and (5.22), the condition in Theorem 1, (5.20), can be restated as

‖y(t)‖ ≤
√
λ2

λ1

(
‖y(0)‖2 − ν

δ

)
e
− δ

2λ2
t
+

√
λ2ν

λ1δ
. (5.32)

Using this expression, the definition of y(t), and (5.3), an explicit bound on the tracking

error e(t) can be derived as

‖e(t)‖ ≤ (1 + α0)

(√
λ2

λ1

(
‖y(0)‖2 − ν

δ

)
e
− δ

2λ2
t
+

√
λ2ν

λ1δ

)
. (5.33)

�
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5.4 EXPERIMENTAL PROTOCOL

As previously stated, we hypothesize that the consideration of the activation dynamics in

the control development and the use of DSC would improve the control performance. To test

this hypothesis and demonstrate the efficacy of the newly developed PID-DSC controller and

the impact of the DSC component of the controller, it was experimentally compared with its

predecessor, the PID-DC. The new controller was compared to the PID-DC because both

controllers are feedback based controllers that were 1) developed for nonlinear musculoskele-

tal system, 2) used Lyapunov control methods, and 3) because the PID-DC was developed

under the assumption of no activation dynamics. These experiments were conducted on

both legs of two able bodied subjects, referred to as A1 and A2 (2 males; Ages: 21 and 27

years), and one leg of a subject with T10 AIS A paraplegia from an SCI, referred to as S1

(Age: 41), on a modified leg extension machine. Prior to any experimentation, an approval

from the Institutional Review Board at the University of Pittsburgh was obtained. During

the experiments, the subjects were instructed to relax and refrain from voluntary interfering

during the electrical stimulation. Both controllers require the EMD value and the new con-

troller needs the activation time constant for the activation state estimator. These values

were determined using a simple system identification experiment.

To identify the EMD value, τ , and the activation decay constant, ŵ, the subject was

seated in the LEM in an isometric configuration and a step input was applied to the quadri-

ceps. A three step procedure was used to extract the parameters from the input signal and

the force measurements, as seen in Fig. 5.2. In the first step, the EMD value was deter-

mined by observing the difference in time from when the stimulation is applied to when the

measured force begins to increase. In the second step, the normalized torque measurement

was shifted by the EMD value to account for the EMD in the input. In the third step, as-

suming that the activation function is a first order system, the activation decay constant was

identified by finding the decay constant that produced the smallest error between the shifted

normalized torque measurement and the normalized response of the first order system to a

normalized step input.
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2) Shift 

1) EMD 

3) Fit 

Figure 5.2: A visual representation of the 3 step data processing of the system identification

experiments. Step 1: find the EMD value. Step 2: shift the measured force signal. Step 3:

find the activation time constant that produces the best fit.
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After the necessary parameters were identified, the two controllers were tested on each

subject to track a sinusoidal signal with a period of 4-seconds and alternating peaks. The

desired trajectory was designed to start at the equilibrium position and oscillated between

a minimum amplitude of 5◦ and an alternating maximum amplitude of 50◦ and 35◦. The

alternating peaks were used to reduce the chance of the subjects anticipating the desired

motion and subconsciously interfering with the performance of the controller. Each controller

was evaluated in five consecutive trials for each combination of subject, leg, and controller. A

rest period of 3 minutes was allotted in between the 30 second trials to prevent the subjects

from fatiguing. Also, the subjects were not allowed to view the desired trajectory or the

performance in real-time.

A limitation of experimenting with NMES on human subjects is that the gain tuning

procedure could only be done over a finite time period as the muscles begin to fatigue and

may cause subject discomfort. To bypass this limitation the two controllers were tuned on

a separate day to find an initial guess for the control gains. Then before conducting the five

trials for each controller, the controller was further tuned beginning at the initial guess for

a short period of time until the error over a 10 second trial was minimized. The controllers

were tuned using trial and error; some observations on the tuning process are addressed in

the discussion section.

5.5 EXPERIMENTAL RESULTS

The experimental results for the tracking experiments are presented in Fig. 5.3 & 5.4 and

Table 5.1. To quantify the performance of each controller the root mean squared error

(RMSE), root mean squared steady state error (SSRMSE), and the root mean squared

current (RMSC), normalized by the body mass index of the subject to account for possible

variance in subject size, are used as the metrics. The measured EMD, estimated activation

decay constant, average RMSE, average SSRMSE, and average RMSC are presented in Table

5.1. The desired and actual positions, tracking error, and stimulation input for the best trial

for each controller are shown in Fig. 5.3 (a) and (b). The best trial for the PID-DSC was
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on subject A1’s right leg and resulted in an RMSE of 2.89◦ and SSRMSE of 2.10◦ and the

best trial for the PID-DC was on subject A2’s right leg and resulted in an RMSE of 3.14◦

and SSRMSE of 3.22◦. In addition, the best trial for each controller on subject S1s left leg

are shown in Fig. 5.4. From the tabulated results, the PID-DSC produced smaller RMSE in

4 out of the 5 sets of data, and smaller SSRMSE in all 5 sets, however, the RMSC produced

mixed results. A two sample paired t-test was performed to determine if the differences in

the criteria were statistically significant at a 95% confidence level. The statistical analysis

determined that the PID-DSC statistically outperformed the PID-DC in the RMSE (p-value

= 3.12e-4) and SSRMSE (p-value = 1.49e-4) criteria but not in the RMSC (p-value = 6.29e-1)

criterion. The mean of each criterion and its standard error for each controller are presented

in Fig. 5.3 (c).

5.6 CONCLUSION

In this chapter, a PID-based tracking controller for musculoskeletal systems with input

delays in the activation dynamics is presented. The controller uses a DSC structure to

deal with the activation dynamics which are cascaded to the musculoskeletal dynamics.

Model-based estimators are used to estimate the unmeasurable activation states in real-time

implementation. In addition, a delay compensation term was used to deal with the input

delay in the activation dynamics. A Lyapunov stability analysis was performed to prove

UUB tracking performance. The controller was experimentally validated on two able-bodied

subjects and compared with its predecessor, the PID-DC, which is a PID-based controller

that compensates for EMD but does not consider activation dynamics. A t-test statistical

analysis was performed and determined that the PID-DSC outperformed the PID-DC at a

95% confidence level.
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Figure 5.3: Experimental results obtained from the best trial for each controller: (a) PID-

DSC and (b) PID-DC. These plots show the desired & actual angular position (top plots),

error (middle plots), and stimulation current amplitude (bottom plots). (c) A graphical rep-

resentation of the results from the LEM experiments. The three criteria: RMSE, SSRMSE,

and RMSC were used to compare the controllers. The error bars show the standard error of

the mean for each criteria. Miss-matching letters (A & B) indicate statistically significant

differences between the controllers at a 95% confidence levels.
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Figure 5.4: Experimental results obtained from the best trial for each controller: (a) PID-

DSC and (b) PID-DC on subject S1. These plots show the desired & actual angular position

(top plots), error (middle plots), and stimulation current amplitude (bottom plots).
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Table 5.1: The tabulated results for the 4 second trajectory experiments include the EMD

measured for each volunteer subject (S), the average root mean squared error (RMSE),

the average steady state RMS error (SSRMSE), and the average RMS Current (RMSC)

normalized by the body mass index of each subject.

S Leg
EMD ŵ AVG RMSE [deg.] AVG SSRMSE [deg.] AVG RMSC [mAm

2

kg
]

[ms] [s] PID-DSC PID-DC PID-DSC PID-DC PID-DSC PID-DC

A1
R 91 4.2 3.39 4.39 2.94 3.48 1.37 1.51

L 89 4.7 3.89 4.52 3.46 4.12 1.57 1.68

A2
R 80 3.9 3.63 3.51 3.17 3.50 0.73 0.72

L 84 6.2 3.54 3.86 2.85 3.54 1.01 0.97

S1 L 78 10.4 4.23 6.73 3.85 6.51 2.35 2.04

AvG - 84.4 5.88 3.74 4.60 3.25 4.23 1.40 1.38
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6.0 HUMAN MOTOR CONTROL-INSPIRED SYNERGY-BASED PID-DSC

CONTROLLER WITH DELAY COMPENSATION

6.1 INTRODUCTION

In the previous chapters, the derivation and validation of control methods that address three

of the four challenges associated with the real-time control of walking hybrid neuroprostheses

are presented. In chapter 3 human motor control inspired synergy-based controller is derived

to solve the actuator redundancy problem. Then chapter 4 addressed the EMD by augment-

ing the standard PID controller with a delay compensation term. This delay compensation

term is the integral of the past control law over a time duration equal to the input delay and

is used to modified the control input by removing excess ill-timed control effort. Later in

chapter 4, this PID-DC controller is extended to consider the third challenge, the actuator

dynamics of the system, by incorporating dynamic surface control to the error structure.

The last challenge to be addressed is the rapid onset of muscle fatigue when the muscles are

artificially stimulated. In addition, a control system that combines the control techniques

from the last three chapters has to be derived and tested for the overall system.

In this chapter the derivation of an adaptive synergy-based PID-DSC tracking controller

with delay compensation for a hybrid neuroprosthesis with actuator redundancy, EMD, ac-

tuator dynamics, and muscle fatigue is presented. This is done by combining the different

techniques developed in chapters 3, 4, and 5. This control scheme solves the actuator redun-

dancy problem by using the adaptive synergy-based feedforward component developed in the

chapter 3 to provide the rough input profile for all the actuators. Then PID-based feedback

control of the motors is used to increase the robustness of the controller and to provide better

tracking control. The synergies are extracted using principle component analysis on optimal
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activations, which are pre-computed through dynamic optimizations of a hybrid lower-limb

and exoskeleton model [92]. The synergies with the least reconstruction variance were trun-

cated to reduce the amount of signals needed during online implementation. The synergy

activation profiles were modified online using an adaptive update law to compensate for any

unmodeled phenomena or parametric changes in the system. Because the actuator dynamics

were considered in the control development, the DSC framework presented in Chapter 5 was

used to avoid the requirement of acceleration signals in the controller.

To address the challenge of muscle fatigue, the feedforward and feedback terms are scaled

up by the inverse of the fatigue estimate to maintain the effectiveness of the feedforward com-

ponent as the muscles fatigues. In addition, a scaling factor gain is added to the feedforward

component in case there is mismatch in model strength and the subjects during experi-

ments. The fatigue and activation states are not measurable, so model-based estimators was

designed to estimate the signals for real-time implementation of the controller. Sections 6.2

and 6.3 present the control development and Lyapunov stability analysis. In section 6.4,

a simulation study was performed on the 2-DOF fixed hip model to show the efficacy of

the newly developed controller. In section 6.5, the controller was then tested in preliminary

experiments on an able-bodied male subject in the fixed-hip configuration. Section 6.6 and

6.7 concludes this chapter with a discussion and conclusion. Note that the simulation and

experimental results presented in this chapter are based on a previous version of the con-

troller where no integral control is present even though the control development includes

integral control.

6.2 CONTROL DEVELOPMENT

6.2.1 Control Objective

The control objective is to track a continuously differentiable desired trajectory qd ∈ Rn.

The tracking error, e ∈ Rn, is defined as

e , qd − q. (6.1)
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To facilitate the control design and stability analysis, the auxiliary error signal e1(t), r(t) ∈

Rn is defined as

e1 , ė0 + α0e0, (6.2)

r , ė1 + α1e1, (6.3)

where α0, α1 ∈ R+ are control gains and e0(t) ∈ Rn is an auxiliary signal defined as [29]

e0 ,
∫ tf

t0

e(s)ds, (6.4)

in order to incorporate integral control. To simplify the derivations, the following notations

are used: (1) the time dependence of a function is dropped (e.g., e(t)→ e) and (2) a signal

delayed by τ is notated as a subscript (e.g., e(t − τ) → eτ ). In addition, to facilitate the

control development and stability analysis, the following assumptions were made.

Assumption 1: Only motion in the saggital plane is considered and the ankle joint is locked

by an orthosis.

Assumption 2: The unmodeled effects or disturbances, τd, are bounded as |τd| ≤ ε1 where

ε1 ∈ R+ is a constant.

Assumption 3: The transformation coefficients in the matrix, W , are bounded constants

and the principal components, cd, are bounded vectors. The reconstruction error µloss which

accounts for the loss of variability in the activation profile data is bounded.

Assumption 4: The desired trajectory, qd ∈ Rn, and its derivatives, q̇d, q̈d ∈ Rn, are

bounded.

6.2.2 Synergy Extraction

Let µd(t) ∈ R3n be the desired intermediate normalized activation variable vector containing

desired muscle activation and motor current levels. This activation variable vector can be

computed using dynamic optimizations [92]. Below, the dynamics, excluding the fatigue

factor φ, are written in terms of the desired control and kinematic trajectories as
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M(qd)q̈d + C(qd, q̇d)q̇d +G(qd) + f(qd, q̇d) (6.5)

≡ b(qd, q̇d)µd(t).

Further, by using PCA, the possibly correlated optimal activations, µd, can be transformed

into a set of linearly correlated synergy activations, cd, using the synergies W such as

µd = Wcd (t) + µloss, (6.6)

where the rows in W ∈ R3n×p are the synergies and cd(t) ∈ Rp are the first p synergy

activation coefficients. PCA is a statistical procedure that uses an orthogonal transformation,

i.e., multiplying by W , to transform an ensemble of signals into linearly correlated signals also

known as principal components (synergy activation coefficients). The principal components

are ordered such that the first synergy and its activation coefficient accounts for most of

the variance of the original signal, the second pair accounts for the second most, and so on.

This allows the use of p synergies, where p < 3n, to reconstruct µd to over a 90% match.

After disregarding the 3n− p synergies, there will be a mismatch between the reconstructed

activation profiles, Wcd, and the optimal activation profiles µd. This reconstruction error is

quantified as µloss, as given in (6.6).

6.2.3 Closed-Loop Error System

The open-loop error is derived by multiplying the time derivative of (6.3) with M(q) and

substituting the dynamics in (2.10) and (2.12) to obtain

Mṙ = Mq̈d + Cq̇ +G+ f + d− bφµ+Mα0ë0 +Mα1ė1. (6.7)

This expression can be written in the form

Mṙ = −Cr + Ñ +Nd + d− bφµ− e1 − bdφeI , (6.8)
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where eI ∈ R3n, is defined as eIij ,
∫ t
t−τij

uij(θ)dθ for each actuator and Ñ ∈ Rn, is defined

as Ñ , N −Nd and the auxiliary signals N(q, q̇, e, ė, eI , t) and Nd(t) are defined as

N ,Mq̈d + C (q̇d + (α0 + α1) e1 − α2
0e0) +G+ f +Mα0 (r − (α1 + α0) e1 + α2

0e0)

+Mα1 (r − α1e1) + e1 + bdφeI ,

Nd ,M(qd)q̈d + C(qd, q̇d)q̇d +G(qd) + f(qd, q̇d).

The term Ñ in (6.8) can be upper bounded by using the Mean Value Theorem as

∥∥∥Ñ∥∥∥ ≤ ρ1(‖z‖) ‖z‖ , (6.9)

where ρ1(‖z‖) ∈ R is a positive monotonic bounded function and z ∈ R6n is defined as

z = [ eT0 eT1 rT eTI ]T .

Note that the auxiliary signal Nd is equal to the left hand side of the desired muscle dynamics

in (6.5). Therefore, (6.8) can be rewritten as

Mṙ = −Cr + Ñ + d+ bdµd − bφµ− e1 − bdφeI . (6.10)

After adding and subtracting the terms bdφ̂µ̄, bdφµ̄, bdφµ̂, bdφµ, and bdφµf where bd =

b(qd, q̇d), µ̂ ∈ R3n and φ̂ ∈ R3n×3n are estimates of the activation state and the fatigue state,

µ̄ ∈ R3n is the desired activation to be later defined, and µf ∈ R3n is a filtered desired

activation, and rearranging the terms, (6.10)becomes

Mṙ = −Cr + bdφS + bdφy + Ñ + d+ bdµd + b̃φµ+ bdφµ̃+ bdφ̃µ̄− bdφ̂µ̄− e1, (6.11)

where b̃ ∈ Rn×3n is defined as b̃ , bd − b, φ̃ ∈ R3n×3n is defined as φ̃ , φ̂− φ, and µ̃ ∈ R3n is

defined as µ̃ , µ̂− µ.

The estimates of the activation and fatigue states in (2.15) and (2.17) are generated

through the following dynamics

˙̂µij = −ŵij µ̂ij + ŵijuij(t− τij), (6.12)

99



˙̂
φij =

1

T̂fij
(φ̂minij

− φ̂ij)µ̂ij +
1

T̂rij
(1− φ̂ij)(1− µ̂ij), (6.13)

where ŵij , ŵi, T̂fij , T̂rij , and φ̂minij
are bounded estimates of the real parameters that can

be determined through system identification. Note that these estimators are governed by

first-order differential equations, thus the estimates are bounded as µ̂ ∈ [umin, umax] and

φ̂ ∈ [φ̂min, 1].

In (6.11), the surface error, S ∈ R3n, is defined as

S , µf − µ̂− eI , (6.14)

and the boundary layer error, y ∈ R3n, for µ is defined as

y , µ̄− µf . (6.15)

The filtered desired activation µf is obtained by passing µ̄ through a low-pass filter such as

ζf µ̇f + µf = µ̄; µf (0) = µ̄(0), (6.16)

where ζf ∈ R+ is the low-pass filter time constant. The delay compensation term, eI , is

added to the surface error, S, to deal with the input delay in the actuator dynamics.

After designing the desired activation, µ̄, as

µ̄ = φ̂−1 [ζsfWĉ+ kr] , (6.17)

where ĉ ∈ Rp is the estimate of cd, ζsf ∈ R3n×3n is a control gain matrix and k ∈ R3n×n is

the feedback gain matrix that is chosen to only influence the electric motors.

Remark. The desired feedback activation, kr, defined in (6.17) can be expressed in standard

PID form as KP e + KDė + KI

∫ t
0
e(θ)dθ where KP , KD, KI ∈ R+ are the proportional,

derivative, and integral control gains and are defined as KP = k(α0 + α1), KD = k, and

KI = kα0α1.
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In µ̄, the feedforward component, ζsfWĉ, and the feedback component, kr, are scaled

by the inverse of the fatigue estimate. This feature is included in the controller so that as

a muscle fatigues, the stimulation input to that muscle increases gradually to counteract

the effects of the fatigue. The estimate of the synergy activation updates according to the

following update law with the projection algorithm

˙̂c = proj
(
ċd + FW T ζTsfb

T
d r
)
, (6.18)

where F ∈ Rp×p is a symmetric positive definite gain matrix. After using (6.6) and (6.17),

(6.11) becomes

Mṙ =− Cr + bdφS + bdφy + Ñ + d+ bdζsfWc̃+ bd(I − ζsf )Wcd (6.19)

+ bdµloss + b̃φµ+ bdφµ̃+ bdφ̃φ̂
−1ζsfWĉ+ bdφ̃φ̂

−1kr − bdkr − e1,

where c̃ ∈ Rp is defined as

c̃ = cd − ĉ.

Using the Mean Value Theorem, Assumption 4, and the property of projection algorithm

the following terms can be bounded as

∥∥∥b̃φµ∥∥∥ ≤ ρ2(‖z‖) ‖z‖ , ‖bd‖ ≤ ζ, (6.20)

‖bdµloss + bd(I − ζsf )Wcd‖ ≤ ε2,
∥∥∥bdφ̃φ̂−1ζsfWĉ

∥∥∥ ≤ ε3

where ρ2(‖z‖) ∈ R is a positive monotonically increasing bounded function and ε2, ε3, ζ ∈ R+

are constants.

The surface error dynamics are derived by taking the time derivative of (6.14) and using

(6.12), resulting in

Ṡ = µ̇f + ŵµ̂− ŵuτ − (u− uτ ) . (6.21)

Based on the subsequent stability analysis, the normalized input u is designed as

u = βS + µ̇f , (6.22)

where β ∈ R+ is a control gain.
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Remark. Note that in the overall controller v, the DSC component which is tuned through

ζf could potentially amplify the feedforward component, Wĉ. To avoid this, the feedforward

component, Wĉ, in the definition of µ̄ was scaled by ζsf in anticipation of this amplifying

effect. In addition, this gain could be used to scale down or up the feedforward signals if

there is a mismatch between the strength of a subject and the model used to compute the

feedforward signals. This scaling factor gain will also give the user control over the relative

amount of stimulation and motor effort used in the overall controller.

Therefore, the closed-loop surface error dynamics can be written as

Ṡ = −βS + ŵµ̂+ (1− ŵ)uτ . (6.23)

The boundary layer error dynamics are found by taking the time derivative of (6.15) and

using (6.16), which results in

ẏ = η − y

ζf
, (6.24)

where η(e, r, S, y, t) is a continuous nonlinear function defined as η = d
dt

[µ̄] . Based on the

definition of u in (6.22), the control law v is designed as

v =

[
βS +

φ̂−1 [ζsfWĉ+ kr]− µf
ζf

− umin

]
vmax − vmin

umax − umin

+ vmin. (6.25)

6.3 STABILITY ANALYSIS

Theorem 4. The controller designed in (6.17), (6.18), and (6.25), when vmin ≤ v ≤ vmax,

ensures uniformly ultimately bounded tracking

‖y(t)‖ ≤ ε0 exp(−ε1t) + ε2, (6.26)

provided that the following gain conditions are met:

Kmin >
(ρ1(‖z‖) + ρ2(‖z‖))2

2ζ
, γmin {bdk − Λ} > 0, β > ϑ+

τ̄ ζf
β
,

α0 >
1

2
, α1 >

1
2
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Figure 6.1: The control schematic for the implementation of the adaptive synergy based

PID-DSC controller with delay compensation.
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where γmin {·} denotes the minimum eigenvalue of a square matrix and Kmin, ϑ, τ̄ ∈ R+ are

subsequently defined constants.

Proof. To prove stability, choose a continuously differentiable Lyapunov candidate V (x, t) ∈

R, defined as

V =
1

2
eT0 e0 +

1

2
eT1 e1 +

1

2
rTMr +

1

2
STS +

1

2
yTy +

1

2
c̃TF−1c̃+ P. (6.27)

The Lyapunov candidate V can be lower and upper bounded as

λ1 ‖x‖2 ≤ V ≤ λ2 ‖x‖2 + Υ, (6.28)

where Υ, λ1, λ2 ∈ R+ are constants and x = [ eT0 eT1 rT ST yT
√
P ]T . The Lyapunov-

Krasovskii functional P ∈ R+ is defined as

P =
ζf
β2

∫ t

t−τ̄

(∫ t

s

u(θ)Tu(θ)dθ

)
ds,

where τ̄ = max(τij). Taking the time derivative of V (x, t) and using (6.4), (6.2), (6.3), (6.19),

(6.23), (6.24), the update law in (6.18), the skew-symmetry property [99] and canceling out

the like terms results in

V̇ =− α0e
T
0 e0 − α1e

T
1 e1 − rT bdkr − STβS −

1

ζf
yTy + ST (ŵµ̂+ (1− ŵ)uτ ) + e0e1

+ yTη + rT
(
Ñ + d+ bdµloss + bd(I − ζsf )Wcd + bdφS + bdφy + b̃φµ

)
+ rT

(
bdφ̃µ̄+ bdφµ̃

)
+
ζf
β2
τ̄ ‖u‖2 − ζf

β2

∫ t

t−τ̄
‖u(θ)‖2 dθ.

The previous equation can be bounded using (6.9), (6.20), the definitions of u, and Assump-

tions 2 and 3 to get

V̇ ≤− α0e
T
0 e0 − α1e

T
1 e1 − rT

(
bdk − bdφ̃φ̂−1k

)
r − STβS − 1

ζf
yTy + ‖S‖ ‖ŵµ̂+ (1− ŵ)uτ‖

+ ‖e0‖ ‖e1‖+ ‖r‖ [(ρ1(‖z‖) + ρ2(‖z‖)) ‖z‖+ ε1 + ε2] + ‖y‖ ‖η‖+ ‖bdφ‖ ‖r‖ ‖S‖

+ ‖bdφ‖ ‖r‖ ‖y‖+ ‖r‖
∥∥∥bdφ̃φ̂−1ζsfWĉ

∥∥∥+ ‖r‖ ‖bdφµ̃‖

+
ζf τ̄

β2

(
β2 ‖S‖2 + 2β ‖S‖ ‖µ̇f‖+ ‖µ̇f‖2)− ζf

β2

∫ t

t−τ̄
‖u(θ)‖2 dθ.
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Using the fact that u ∈ [umin, umax], µ̂ ∈ [umin, umax], and φ̂ ∈ [φ̂min, 1], Young’s inequality,

and (6.20) to bound the following terms

‖e0‖ ‖e1‖ ≤
1

2
‖e0‖2 +

1

2
‖e1‖2 ,

‖bdφ‖ ‖r‖ ‖S‖ ≤
ζ

2
‖r‖2 +

ζ

2
‖S‖2 ,

‖bdφ‖ ‖r‖ ‖y‖ ≤
ζ

2
‖r‖2 +

ζ

2
‖y‖2 ,

‖y‖ ‖η‖ ≤ 1

2ε
‖y‖2 ‖η‖2 +

ε

2
,

‖S‖ ‖ŵµ̂+ (1− ŵ)uτ‖ ≤Ψ ‖S‖ ≤ 1

2ε
Ψ2 ‖S‖2 +

ε

2
,

‖r‖
∥∥∥bdφ̃φ̂−1ζsfWĉ

∥∥∥ ≤ ε23
2ε
‖r‖2 +

ε

2

‖bdφµ̃‖ ‖r‖ ≤
ζ2

2ε
‖r‖2 +

ε

2
2τ̄

β
‖S‖ ‖y‖ ≤ τ̄ ζf

β
‖S‖2 +

τ̄

ζfβ
‖y‖2

where ε ∈ R+ is an arbitrary constant, Ψ = ŵ + (1 + ŵ)umax, and ζ is defined in (6.20).

After rearranging the terms this expression becomes

V̇ ≤−
(
α0 −

1

2

)
eT0 e0 −

(
α1 −

1

2

)
eT1 e1 − rT (bdk + ζ − Λ) r − ST

(
β − ϑ− τζf

β

)
S

−
(
κ

ζf
− ζ

2

)
yTy + ‖r‖ [(ρ1(‖z‖) + ρ2(‖z‖)) ‖z‖+ ε1 + ε2] +

1

2ε
‖y‖2 ‖η‖2

+ 2ε− ζf
β2

∫ t

t−τ̄
‖u(θ)‖2 dθ.

where Λ = bdφ̃φ̂
−1k +

(
2ζ + ζ2

2ε
+

ε23
2ε

)
I, ϑ = ζ

2
+ Ψ2

2ε
+ ζf τ̄ , and κ = 1− τ̄β−2 − τ̄β−1. After

defining ζf such that

1

ζf
≥ 1

κ

[
ζ

2
+

Ω2

2ε
+ ko

]
, (6.29)

where ko ∈ R+ is a known constant and Ω > 0 is the maximum of η in the defined compact set

Ξ =
{
h ∈ R8n| ‖h‖ < 2σ, h = [e, r, S, y]T

}
where σ ∈ R+ is a known constant, the previous
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equation becomes

V̇ ≤−
(
α0 −

1

2

)
eT0 e0 −

(
α1 −

1

2

)
eT1 e1 − rT (bdk + ζ − Λ) r − ST

(
β − ϑ− τ̄ ζf

β

)
S

− koyTy + ‖r‖ [(ρ1(‖z‖) + ρ2(‖z‖)) ‖z‖+ ε1 + ε2]

−

(
1− ‖η‖

2

Ω2

)
‖y‖2 Ω2

2ε
+ 2ε− ζf

β2

∫ t

t−τ̄
‖u(θ)‖2 dθ.

Using nonlinear damping to separate the terms and further bounding results in

V̇ ≤−
(
α0 −

1

2

)
eT0 e0 −

(
α1 −

1

2

)
eT1 e1 − rT (bdk − Λ) r − ST

(
β − ϑ− τ̄ ζf

β

)
S

− koyTy +
(ρ1(‖z‖) + ρ2(‖z‖))2 ‖z‖2

2ζ
+

(ε1 + ε2)2

2ζ
+ 2ε− ζf

β2

∫ t

t−τ̄
‖u(θ)‖2 dθ.

Further, by splitting the integral term and using the Cauchy Schwarz inequality

‖eI‖2 ≤ τ̄

t∫
t−τ̄

‖u(θ)‖2 dθ

the following term can be bounded as

− ζf
2τ̄β2

τ̄ t∫
t−τ̄

‖u(θ)‖2 dθ

 ≤ − ζf
2τ̄β2

‖eI‖2 .

This expression can be bounded as

V̇ ≤−

(
Kmin −

(ρ1(‖z‖) + ρ2(‖z‖))2

2ζ

)
‖z‖2 − ST

(
β − ϑ− τ̄ ζf

β

)
S

− koyTy +
(ε1 + ε2)2

2ζ
+ 2ε− ζf

2β2

∫ t

t−τ̄
‖u(θ)‖2 dθ, (6.30)

where Kmin is defined as Kmin = min
{
α0 − 1

2
, α1 − 1

2
, γmin {bdk − Λ} , ζf

2τ̄β2

}
. Because

t∫
t−τ̄

 t∫
s

‖u(θ)‖2 dθ

 ds ≤ τ̄ sup
s∈[t,t−τ̄ ]

 t∫
s

‖u(θ)‖2 dθ


= τ̄

t∫
t−τ̄

‖u(θ)‖2 dθ,
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(6.30) can be rewritten as

V̇ ≤−

(
Kmin −

(ρ1(‖z‖) + ρ2(‖z‖))2

2ζ

)
‖z‖2 − ST

(
β − ϑ− τ̄ ζf

β

)
S

− koyTy +
(ε1 + ε2)2

2ζ
+ 2ε− 1

2τ̄
P, (6.31)

Using the definitions of x(t) and z(t) this expression can be upper bounded as

V̇ ≤− K̄min ‖x‖2 −

(
Kmin −

(ρ1(‖z‖) + ρ2(‖z‖))2

2ζ

)
‖eI‖2 +

(ε1 + ε2)2

2γ
+ 2ε, (6.32)

where K̄min is defined as

K̄min = min

{
Kmin −

(ρ1(‖z‖) + ρ2(‖z‖))2

2ζ
, β − ϑ− τ̄ ζf

β
, ko,

1

2τ̄

}
.

This expression can be further bounded if Kmin − (ρ1(‖z‖)+ρ2(‖z‖))2
2ζ

> 0, which is true if the

condition ‖z‖2 < ρ̄−2(
√

2Kminζ) is satisfied, where ρ̄ is a positive monotonically increasing

bounded function defined as ρ̄ = ρ1(‖z‖) + ρ2(‖z‖). Considering (6.28), the definitions of x

and z, and P >
ζf
τ̄β2 e

2
I , a set S can be defined as

S ,

{
x (t) ∈ R9n+1| ‖x (0)‖ <

√
λ1

λ2

(
min

{
1,

ζf
τ̄β2

}
ρ̄−2

(√
2ζKmin

)
− Υ

λ1

)
− Bλ2

δλ1

}
,

where B ∈ R+ is a subsequently defined constant. In S, K̄min (‖z‖) is bounded by a constant

δ ∈ R+ as

K̄min (‖z‖) ≥ δ.

Adding and subtracting δ
λ2

Υ to (6.32) and using (6.28), (6.32) becomes

V̇ ≤ − δ

λ2

V +B, (6.33)

where B = δ
λ2

Υ + (ε1+ε2)2

2ζ
+ 2ε. (6.33) can be integrated with respect to time to obtain

V (x, t) ≤ V (0)e
− δ
λ2
t
+
Bλ2

δ

(
1− e−

δ
λ2
t
)
. (6.34)
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Based on (6.34) and (6.28), the condition in Theorem 1, (6.26), can be restated as

‖x(t)‖ ≤

√
λ2

λ1

(
‖x(0)‖2 − B

δ

)
e
− δ

2λ2
t
+

√
λ2B

λ1δ
. (6.35)

Using this expression, the definition of x(t), and (6.2), an explicit bound on the tracking

error e(t) can be derived as

‖e(t)‖ ≤ (1 + α0)

(√
λ2

λ1

(
‖y(0)‖2 − B

δ

)
e
− δ

2λ2
t
+

√
λ2B

λ1δ

)
. (6.36)

6.4 SIMULATIONS

The efficacy of the newly developed controller was tested in a simulation study on a 2-DOF

fixed hip model of a leg. Note that these simulations were conducted on a previous version

of the controller which did not include integral control. The fixed hip model represents the

movement of the lower extremities while the hip is fixed. In this model, only the hip and

knee joints are actuated (i.e., the ankle joint is fixed) and only motion in the saggital plane is

considered. This model considers actuation of the antagonistic muscle pairs via FES and an

electric motor at each joint, i.e., 6 overall inputs for a 2-DOF system. The musculoskeletal

model and parameters used in the simulations were taken from [78] for a person with SCI.

Optimizations were conducted to compute the optimal inputs that track normal gait data

taken from [119] for one complete gait cycle. For the optimizations, the convex cost function’s

objective was to minimize the position and velocity error, and minimize the activations of

the system and is defined as

min
u

Π =

tf∫
t0

(
e(t)TQ1e(t) + ė(t)TQ2ė(t) + µ(t)TRµ(t)

)
dt (6.37)

subject to: M (q) q̈ + C(q, q̇)q̇ +G(q) + f(q, q̇) = b(q, q̇)µ

µ ∈ [µl, µu]
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where Q1 ∈ R2×2 is a weight on the position tracking error, Q2 ∈ R2×2 is the weight on the

velocity tracking error, the matrix R ∈ R6×6 is a positive-definite matrix of weights on the

activation vector, and the lower and upper bound on the activations are defined as µl and

µu ∈ R6. The optimal activations computed through the optimization to reproduce the gait

data can be seen in Fig. 6.2. For more details on the dynamic optimization used to compute

optimal activations, see [92].

The synergies, W , and their activation, cd, were then extracted from the optimal activa-

tions using PCA. The synergies that account for little variance in the reconstructed activation

data were truncated to decrease the dimensionality of the feedforward component. For this

simulation study, the dimensions were reduced from 6 to 3 variables while still accounting

for about 94% of the variance as can be seen in Fig. 6.3. The reduced 3 synergies and their

activations are shown in Fig. 6.4.

After the synergies were extracted from the optimal activations and reduced dimension-

ally, the controller in (6.25) was simulated for 5 minutes to demonstrate the effect of the

fatigue estimate on the controller. The fatigue and activation dynamics are modeled as a

first order differential equations [84, 94]. To illustrate the effect of the fatigue, the plots in

Fig. 6.5-6.8 depict the simulation results for the first 5 seconds, where there is little fatigue,

and for the last five seconds, where the muscles are more fatigued. The tracking performance

of the controller can be seen in Fig. 6.5. The root mean squared errors for the hip and knee

joints were found to be 2.91◦ and 2.82◦, respectively.

This controller is comprised of multiple components that play an important role in the

overall control system which can be seen in the control results. The effects of the adaptive

synergy-based feedforward component, φ̂−1ζsfWĉ, in µ̄ can be seen in Fig. 6.6. The effect of

the fatigue estimate becomes apparent when comparing the normalized muscle activations

from the first and last five seconds of the results. By design, the fatigue estimate does not

affect the normalized motor currents as motors do not fatigue. However, from Fig. 6.6, a

slight increase in amplitude (motor) is still apparent. This is due to the adaptation of the

synergy activation coefficients. The feedback component, kr, in µ̄ was only applied to the

motors and is shown in Fig. 6.7. After applying the DSC structure, the actual input signals

can be seen in Fig. 6.8. The estimate of the fatigue can be seen in Fig. 6.9 where it can
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be seen that the knee extensors and hip flexors fatigued the most, which means that their

input is scaled the most due to the φ̂−1 term; this is evident in Fig. 6.6 & 6.8.

6.5 EXPERIMENTAL PROTOCOL

Experiments were conducted on a single leg of an able bodied subject (Male; Age: 24 years),

on two testbeds which can be seen in Fig. 6.10. Prior to any experimentation, an approval

from the Institutional Review Board at the University of Pittsburgh was obtained. The

participant was instructed to relax and avoid any voluntary interference during the electrical

stimulation. The real-time implementation of the controller requires subject specific param-

eters for the state estimators. These parameters and the minimum/maximum stimulation

levels for each muscle were empirically identified through system identification experiments.

These experiments were conducted on a leg extension machine (LEM) modified to hold the

subjects leg in an isometric configuration and instrumented with a load cell (Omega, USA)

to measure the torque generated through FES elicited contractions.

The system identification process consisted of three sets of experiments for each muscle.

During these experiments the subject is seated in the LEM with their shank strapped to the

load cell in an isometric configuration (position is constant). In the first experiment, the

muscle is stimulated with a stimulation ramp while the torque produced is measured. The

purpose of this experiment was to determine the vmax and vmin parameters in (6.25). In the

second set, the muscles are stimulated at vmax for a few seconds to elicit a step response.

From the normalized torque data, the EMD and time constant for the first order activation

dynamics were determined. This same procedure was used to determine the activation time

constant for the motor which was mounted on the LEM. In the final set of experiments, the

subject was stimulated at vmax for two minutes to fatigue the muscles followed by one second

pulses every ten seconds to capture the recovery rate of the muscles. From the normalized

torque measurements, the fatigue and recovery rates for each muscle can be determined from

the two data sets. These parameters are then used in the estimators in (6.12) and (6.13)

during real-time implementation of the controller. Table 6.1 shows the identified parameters.
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applied to the two motors.
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Figure 6.8: The normalized inputs to the system, u. The first and last 5 seconds are shown

for the stimulation inputs to show the effect of the scaling due to the fatigue estimate.
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Load Cell 

(a) (b)

Figure 6.10: The testbeds used to conduct the experiments: (a) a hybrid exoskeleton with

electric motors at the hip and knee joint and stimulation of quadriceps and hamstrings was

used to implement the new controller and (b) a modified leg extension machine with a load

cell to measure force was used to perform system identification experiments.

Table 6.1: The subject specific parameters and motor parameters extracted in the system

identification experiments. Notice that the motors do not have any fatigue parameters or

input delays.

Parameter Quadriceps Hamstring Motor

vmin 15 mA 20 mA -10 volts

vmax 45 mA 50 mA 10 volts

ŵ .085 .096 .062

τ 111 ms 130 ms -

T̂r 29.02 s 33.24 s -

T̂f 33.01 s 45.62 s -

φ̂min 0.051 0.404 -
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Figure 6.11: The synergies used in the preliminary experiments: (a) Two synergies: w1

and w2 after dimension reduction. (b) The corresponding time-varying synergy activation

profiles c1 and c2.

Before the controller can be implemented, the optimal activations and synergies must

be computed offline. For the dynamics optimizations, parameters for the passive dynamics

and torque-length/torque-velocity relationships were taken from data reported for healthy

subjects in [78]. Any mismatch or model error this would cause is considered as additional

disturbances in the system and in uloss. The cost function expressed in (6.37) was modified

for a 2-DOF system with 4 inputs, thus the parameters are redefined as R ∈ R4×4 and

µl, and µu ∈ R4. The swing phase gait trajectories from [119] were used, except that the

trajectories were slowed down to 4s step cycle instead of a 1s step cycle. This was done

because the electric motors of the exoskeleton are not able to generate the joint torque

required at faster speeds. The amount of signals needed in the feedforward component were

reduced by 50% by using 2 synergies. These 2 synergies and their desired activation profiles

can be seen in Fig. 6.11.

The newly developed controller was then tested on a hybrid exoskeleton consisting of

electric motors and FES of multiple muscles. Note that these experiments were conducted

on a previous version of the controller which did not include integral control. The electric
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motors (Harmonic Drive LLC, MA, USA) were located at the hip joint and knee joint and

can produce a maximum torque of 40 Nm. Although the simulations consider stimulation of

the flexors and extensors at both joints, the use of transcutaneous electrical stimulation to

produce hip movements is not feasible as the muscles are located deep and can be difficult to

stimulate through surface electrodes. Therefore only stimulation of the knee joint flexors and

extensors was used in the experimental trials. A RehaStim 8-channel stimulator (Hasomed

Inc., DE) was used to generate the current modulated biphasic pulse trains transmitted to the

transcutaneous electrodes at 35 Hz. The QPIDe (Quanser Inc, Ontario Canada) DAQ board

was used to interface with the motor drivers and run the controller in real-time at 1 kHz.

The system identification and control algorithms were coded in Simulink (MathWorks Inc,

USA) and implemented using the Quarc real-time software (Quanser Inc, Ontario Canada).

The full controller was tested in a 20s long trial. These experiments were conducted on

another day after the first set of experiments to allow the subjects muscle to fully recover

from the fatigue trials in the system identification experiments.

6.6 EXPERIMENTAL RESULTS

The tracking performance from the experimental trial can be seen in Fig. 6.12. The root

mean squared errors for the hip and knee joints were found to be 0.31◦ and 0.18◦ , respectively.

The feedforward component, φ̂−1ζsfWĉ , and feedback component, kr, in µ̄ can be seen in

Figs. 6.13 & 6.14. As seen in Fig. 6.17 the effect of the fatigue estimate is not as apparent

in the experiments. This is because the fatigue parameters identified for the subject were

very slow resulting in the muscles barely fatiguing. However, for SCI subjects muscle fatigue

occurs more rapidly, hence this is still a practical feature in the controller. Another important

aspect of the controller is the βS term in (6.22), which includes the delay compensation term

and serves to minimize the error between the desired activation and the activation estimate.

Therefore, the DSC structure determines the control input which minimizes this error, as

seen in Fig. 6.15. After applying the DSC structure, the actual input signals can be seen in

Fig. 6.16.
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Figure 6.12: The joint angles resulting from the newly developed controller in experiments.

Top plots the desired and actual hip joint angle. Bottom plots the desired and actual knee

joint angle, each for five cycles.
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Figure 6.13: The feedforward component of µ̄ which is reconstructed through the synergies

after adaptation and with the scaling up from the fatigue estimate.
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Figure 6.14: The feedback component of µ̄, which were only applied to the motors.
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6.7 DISCUSSION

Hybrid exoskeletons that combine electric motors and FES may have a potential to induce

greater walking durations than the systems that strictly use electric motors or FES; in addi-

tion to providing a light weight walking restoration technology. However, the cooperative use

of electric motor and FES in such hybrid devices results in an actuator redundancy. In this

chapter an adaptive synergy-based dynamic surface controller that can compensate for actu-

ator dynamics, muscle fatigue dynamics, and input delays was developed and demonstrated

through simulations and experiments. The controller solves the control allocation problem

by using optimized feedforward components which are dimensionally reduced through syn-

ergies. The optimized feedforward signals were computed from control signals resulting from

a dynamic optimization that determined how to allocate control between the electric motors

and FES. Feedback control to only the motors was included to improve robustness and per-

formance. The newly developed controller was validated through simulations on a fixed hip

model of the leg, and through experiments on an able-bodied person in a hybrid exoskeleton

device.

The control approach proposed in this chapter follows a systematic control design ap-

proach for hybrid walking exoskeletons. The approach is inspired from the muscle synergy

principle. The studies proposing muscle synergy as a basis of human motor control employ

an approach of recording EMG signals (collected from multiple muscles) and then decompose

these signals to muscle synergies (lower dimensions). Unlike these studies, our focus is on

the design of synergies for stimulating multiple muscles and actuating electric motors in a

hybrid exoskeleton. For the latter design approach, using optimized control signals offers

multiple advantages and convenience. The optimization framework allows to incorporate ex-

ternal inputs to the exoskeleton and artificial stimulation inputs for FES at the same time.

The traditional synergy studies investigate natural modes of muscle recruitment, not electric

motor inputs as with a powered exoskeleton. Therefore, the muscle synergies extracted from

EMG recordings cannot be mapped easily, and also optimally, to design artificial inputs for

FES and electrical motors (extra redundancy). In addition, the optimization framework

can be used to design or plan a new joint angle trajectory that can be specific to a subject
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with a neurological impairment. The traditional synergy will not allow this as some of these

subjects may not have voluntary movements, especially for persons with complete SCI (i.e.,

no EMG recordings). In our previous work [92], we have pointed out that the dynamic

optimizations can be used to design subject-specific optimal control inputs for a hybrid or-

thosis. These optimal control inputs, which are redundant, can be then transformed to a

lower dimensional control by using methodology inspired from the traditional muscle synergy

extraction approach.

Optimizations are used to compute the optimal activations to ensure that the redundant

actuators are not counteracting each other, i.e. the motors and FES should not be working

against each other. The relative amount of stimulation and motor effort can be adjusted

through two aspects of the control scheme: 1) via the cost function of the optimization or

2) via the scaling gain in the feedforward loop in (6.17). The optimal stimulation activation

profiles, used in the feedforward component of the controller, are computed based on the

model and are limited by modeling errors and parameter mismatch. We used majority of the

model parameters from [78] to compute the synergy-based feedforward component during

the experimental validation on the able-bodied subject. This parameter mismatch may

have decreased the effectiveness or contribution of the feedforward component. However, it

did not affect the control performance, which depicts the robustness of the overall control

scheme. We also suspect that the feedforward stimulation inputs from the controller may

not generate enough torque to overcome the impedance due to electric motors. The current

work ignored the impedance in the motors during the optimizations. We will address these

limitations and the following limitations in our future work.

The new controller can be implemented on any type of trajectory, therefore simpler

trajectories can be used in accordance with this controller. We opted to use trajectories

from normal gait studies [119]. One can use the feedforward controller for a simple set of

trajectories and the feedback controller to reject any disturbances that may result during

gait; e.g., upper body forces during walking. However, the current study was focused on

the control design for only the swing phase. In our future work, numerous improvements

will be made to extend the controller to full gait cycle. These modifications include adding

impedance control and accounting for upper-body effort. The preliminary experimental
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results that validated the new controller on an able-bodied subject are promising; however,

the clinical efficacy of the control design remains to be seen. Our future efforts includes

verifying the controller on a person with complete SCI and developing control methods that

incorporate voluntary effort; e.g. extending the control designs to persons with stroke and

incomplete SCI.

Precise measurement or accurate estimate of fatigue and activation dynamics is still an

open research problem. EMG based fatigue estimators are not feasible, especially when the

EMG signals are masked by artifacts due to surface stimulation. The use of force sensors to

estimate fatigue would also prove challenging as there are multiple interaction forces which

would alter the signals and have to be used in an isometric configuration to measure fatigue.

As an alternative, the control development and stability analysis uses model based estimates

of the activation and fatigue as opposed to an assumption that they are measurable. These

estimates are computed on-line using a model based estimators that use the equations pre-

sented in the dynamic model section. In addition, the controller has been implemented

experimentally in real-time on an able bodied subject. System identification experiments

were conducted to determine the parameters needed for the estimators. Nonetheless, the

control development provides a systematic way to integrate fatigue measurements or fatigue

estimates in the control design. The controller, or the control development can be easily

replaced with an accurate model of fatigue or a measurable fatigue signal, if real-time mea-

surements of fatigue or improved mathematical descriptions of FES-induced muscle fatigue

become feasible in the future.

6.8 CONCLUSION

In this chapter, an adaptive synergy-based low dimensional controller is presented for a

lower-limb hybrid neuroprosthesis comprising of an FES system and a powered exoskeleton.

The new controller, which was inspired from the muscle synergy principle, was designed to

account for redundant actuation structure. Further, the control design also accounted for

activation and fatigue dynamics and EMD due to FES. Model based estimators were used to
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estimate the actuator activation and the fatigue signals. A Lyapunov-based stability analysis

of the new controller yielded UUB tracking, despite unmodeled disturbances. The efficacy of

the controller was tested in simulations and an experiment. The experiment was conducted

on an able-bodied subject to track a swing-phase gait trajectory. The controller showed

ability to coordinate FES of the quadriceps and hamstrings muscles and electric motors at

the hip joint and knee joint of the exoskeleton. The controller also showed robustness to

modeling errors. Future research efforts will be to extend the developed controller to a full

gait cycle control and verifying the control design on a person with neurological impairment.
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7.0 EXPERIMENTAL DEMONSTRATION OF THE SYNERGY-BASED

PID-DSC CONTROLLER IN A WALKING HYBRID NEUROPROSTHESIS

7.1 INTRODUCTION

In the previous chapter, the overall control system that addressed the 4 challenges was derived

and tested through simulations and experiments on an able bodied subject in the fixed hip

configuration. Although the tracking performance was acceptable, the effectiveness of the

feedforward component of the controller was questionable. Based on the human subjects

verbal feedback, the stimulation of the quadriceps and hamstrings, due to the synergy-

based feedforward component, was ill-timed and ineffective, e.g., the flexor muscles were

activating when the desired motion was in the extension direction. A possible cause of

this is that the synergies extracted through PCA were overly complex and abstruse, e.g.,

the negative synergy activation’s and negative synergy values for the stimulation, which is

always positive. Another possible cause of this, is the co-activation of antagonistic muscle

pairs in each synergy, which becomes problematic when one muscle is more sensitive than

the other. For these reasons, it is hard to justify the usefulness of these synergies extracted

through PCA in the control scheme.

In this chapter, the remaining objective of the primary research goal, the experimental

demonstration of the adaptive synergy-based DSC controller with delay compensation in

walking experiments on human subjects, is presented. In addition to achieving this research

objective, the methods to find synergies for the feedforward component are improved upon.

Instead of using PCA to extract the synergies from the optimal inputs pre-computed through

dynamic optimizations, the synergies were designed prior to performing the dynamic opti-

mizations. One of the purposes of muscle synergies in human motor control is to reduce the
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complexity of the system by reducing the input space and redundant DOF by activating them

in predetermined patterns. Similarly, designing the synergies prior to the optimizations will

help restrict the input space to help prevent the co-activation of antagonistic muscle pairs

and ill-timing of stimulation. To do this, an alternative form of synergies were determined

based on the key dynamic postures observed during gait. Dynamic postures is defined as the

position of the body/joints at any moment during a movement pattern. For gait, the swing

phase is composed of two key dynamic postures; the withdrawal reflex and knee extension.

Using optimizations, I computed the synergies that produced these dynamic postures when

activated. Then, separate dynamic optimizations are used to find their optimal activation

to reproduce gait. In addition, these dynamic optimizations were modified to include the

double support phase (DSP) part of the gait sequence when the body is supported by both

legs. During the DSP the load transfers from the stance leg to the swing leg and the legs

switch roles, i.e., the stance leg from the previous step becomes the swing leg for the next step

and vice versa. The dynamic postural synergies, their activations, and the optimal trajecto-

ries they produced were then used for the experimental demonstration of the synergy-based

PID-DSC controller for walking in a hybrid neuroprosthesis on an able-bodied subject.

The remainder of this chapter is organized as follows. Section 7.2 covers the methods used

to compute the dynamic postural synergies and their activations. Section 7.3 will present

the Finite State Machine (FSM) used for the experiments. The experimental results for one

able-bodied subject walking using the hybrid neuroprosthesis will be presented in Section

7.4. Sections 7.5 & 7.6 will conclude this chapter with a discussion and conclusion.

7.2 DYNAMIC POSTURAL SYNERGIES

7.2.1 Computing the Synergies

Theoretically, if the movement patterns from a gait sequence can be broken down into a

finite number of dynamic postures and their corresponding synergies can be computed, then

these synergies can be activated in a sequence to reproduce gait. In studies by Bajd et al. [7]
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rudimentary gait for subjects with SCI is produced by first flexing the hip, produced though

the withdrawal reflex, and then knee extension. The withdrawal reflex is induced through

the stimulation of the peroneal nerve and the knee extension is produced by stimulating the

quadriceps muscle group. The withdrawal reflex is a involuntary spinal reflex triggered when

a damaging stimuli is sensed by the foot. When the peroneal nerve, located near the pit of the

knee joint, is stimulated above pain threshold this reflex is triggered and results in the flexion

of the hip, knee, and ankle joint [62]. When followed by the stimulation of the quadriceps,

the knee extends and the subject could lean forward until their foot makes contact with the

ground. Using these two key motions, the swing phase of gait can be recreated. Instead of

using peroneal nerve stimulation, I found the dynamic postural synergies that distributed

the effort to all the available actuators that result in the key dynamic postures created as a

results of the withdrawal reflex and knee extension. I then used dynamic optimizations to

compute the optimal synergy activations that reproduced gait.

The dynamic postural synergies are computed using optimizations that use the 4-link

walking model. The 4-link walking model was modified to reflect the hybrid neuroprosthesis

testbed, therefore, only the hip motors, knee motors, and the antagonistic muscle pairs of

the knee joint are used. The parameters used for this model were taken from [78] for an

able bodied person. Optimizations were conducted to compute the synergies that distribute

the effort to the 4 inputs that minimize the error between the desired dynamic posture and

the resulting motion. The joint angles for the desired dynamic postures were taken from

the optimal trajectories in chapter 3. For these optimizations, the convex cost function’s

objective was to minimize the dynamic posture’s position error and minimize the activation

states of the system and is defined as

min
w

Π =

tf∫
t0

(
e(t)TQe(t) + µ(t)TRµ(t)

)
dt (7.1)

subject to: M (q) q̈ + C(q, q̇)q̇ +G(q) + f(q, q̇) = b(q, q̇)µ

µ ∈ [µl, µu]

where dynamic posture’s position error is defined as e = qdp − q, qdp is the joint positions

for the desired dynamic posture. In 7.1 Q ∈ R4×4 is a weight on the position tracking error,
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the matrix R ∈ R4×4 is a positive-definite matrix of weights on the activation vector, and

the lower and upper bound on the activations are defined as µl and µu ∈ R4. Based on

the selection of the input weight matrix R, the distribution of the effort from the motors

or stimulation can be emphasized. These optimizations were performed by using Matlab’s

fmincon function (MathWorks, Inc.). The simple synergies computed through the optimiza-

tion and the postures they produce; withdrawal reflex and knee extension, can be seen in

Fig. 7.1. The first dynamic postural synergy activates the hip motor to produce a moment

at the hip in the flexion direction, and activates the knee motor and knee flexor to produce

a moment at the knee in the flexion direction, to produce the withdrawal reflex. The second

dynamic postural synergy activates the hip motor to produce a smaller moment at that

hip to maintain the hip joints position, and activates the knee motor and knee extensor to

produce a moment at the knee to fully extend the knee joint. It can be observed that these

dynamic postural synergies are less complex and have no co-activation of the antagonistic

muscle pairs when compared to the synergies extracted through PCA in chapter 6.

7.2.2 Computing the Synergies’ Activation

Unlike the synergies extracted through PCA used in Chapter 3, these dynamic postural

synergies were determined using separate optimizations prior to these dynamic optimizations.

Using these already computed dynamic postural synergies, these dynamic optimizations now

compute the optimal synergies’ activations in order to complete a step.

In order to consistently and easily maintain the initial condition during experimentation,

the subject will start the gait process while standing upright. Therefore, two sets of dynamic

optimizations are computed; one for a half step (0.2 meters) and the second for a full step

(0.4 meters). In addition, unlike the dynamic optimizations form Chapter 3, these results

include the DSP, i.e., the swing leg has to the reach the desired position, where the swing

leg makes contact with the ground, in the allotted time, tstep = 1 sec., and maintain that

position, i.e., maintain contact with the ground, for a predetermined duration, tDSP = .5

sec.
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Figure 7.1: The dynamic postural synergies computed through the optimizations and the

dynamic postures they result in when activated.
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For these optimizations, the convex cost function’s objective was to minimize the synergy

activation for the full duration and the final position error from t = tstep to t = tDSP . The

cost function is defined as

min
c,Mw

Π =

tf∫
t0

(
c(t)TRc(t)

)
dt+

tf∫
tstep

(
e(t)TQe(t)

)
dt+ Πextra (7.2)

subject to: c ∈ [cl, cu]

where final position error is defined as e = qf−q, qf is the final joint positions for a complete

step, R ∈ R2×2 is the positive-definite weight matrix for the synergy activation, Q ∈ R3×3

is the positive-definite weight matrix for the the joint angle errors, and the lower and upper

bound on the synergy activations are defined as cl and cu ∈ R2. In the cost function t0

is the time in which the step begins and tf is the final time for the step and is defined as

tf = tstep + tDSP . The last variable in the cost function, Πextra is an addition cost that is

activated when certain undesirable events occur in the solution, e.g., the foot drags on the

ground or the swing leg overshoots.

These optimizations were performed using a genetic algorithm particle swarm optimiza-

tion (GAPSO) method to minimize the cost function. This was done by generating a ran-

dom guess population of a predetermined size, in this case 5000, in between the upper and

lower bounds, cl and cu. The sample time of the optimization variables was selected to be

Tsopt = .25 sec. and then interpolated to the simulation sample time Tssim using a cubic

fit. Then the cost function for each guess of the population is evaluated by simulation the

gait model at Tssim = .001 sec. Then based on the genetic algorithm, the cost of the guess

population is split into three categories; the guesses with the lowest 40% costs are labeled

as the Select group, the next 40% are labeled as the Crossover group, and the last 20%

are labeled as the Mutation group. The particle swarm part of the algorithm then modifies

the Select group portion of the population to approach the guess with the lowest cost. The

Crossover group mixes segments of the guesses to generate a new portion of the population,

and the mutation group randomly generates that portion of the population. The algorithm

then moves on to the next iteration where it re-evaluates the cost of the new population and
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repeats the aforementioned operations. This process is repeated for a predetermined number

of iterations, in this case 25 iterations.

The dynamic postural synergies, their activations computed through the optimizations,

the joint trajectories they produce, and the sequence gait sequence for the half step and

full step can be seen in Fig. 7.2 and Fig. 7.3, respectively. From gait sequences, it can

be observed that the optimizations computed the synergy activations to complete the step,

whether half or full, and maintained contact with the ground throughout the DSP while

interacting with the ground reaction model. In addition, it can be seen that the dynamic

postural synergies are activated in sequence as intended, i.e., for the first 0.5 sec. primarily

the first synergy is activated and then for the remainder of time primarily the second synergy

is activated. Even though the model completes the step by around 1 sec. the second synergy

is still activated for the remainder of the time, this is to keep the knee from buckling since

both legs are supporting the body during this phase.

One thing to note for the full step results, is as the swing leg leaves the ground, the

stance leg is leaning back which is not typical for normal gait. This is because this system

does not currently include actuation at the ankle joints to produce push off. During normal

gait the first part of the gait sequence is push off, as a result of the planter flexion of the

ankle, to propel the body forward. The differences between gait with and without push off

can be seen when comparing these results to the walking simulation results in chapter 3

where ankle actuation is present. If the push off phase is to be included in this system, it

would have its own dynamic postural synergy.

7.3 FINITE STATE MACHINE

The hybrid neuroprosthesis used for experimental demonstration uses 4 electric motors; one

on each hip joint and knee joint, and 4 stimulation channels; the quadriceps and hamstrings

of each leg. The hybrid neuroprosthesis is controlled using two of the adaptive synergy-based

PID-DSC controller with delay compensation working in tandem to produce gait, one for

each leg. The Finite State Machine, shown in 7.4, is used to determine which trajectories
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Figure 7.2: (A) The dynamic postural synergies (a) and their activation to produce a half

step (b), (B) the joint trajectories they produce, (C) the gait sequence for the half step.
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Figure 7.3: (A) The dynamic postural synergies (a) and their activation to produce a full

step (b), (B) the joint trajectories they produce, (C) the gait sequence for the full step.
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and synergy activations of the gait sequence are used; i.e., either half right step (State 1),

full left step (State 2), or full right step (State 3). In between the active states; State 1-3,

the standby state (State 0) is activated by default, in which the motors at the joints hold

their positions and the synergy activations are set to zero. When a leg is activated in a state,

it becomes the swing leg and its counterpart becomes the stance leg. When a leg becomes

the stance leg the controller only uses feedback to track the stance hip trajectory and hold

the position of the knee joint. The progression of the FSM is determined by the progression

button, in which the first time it is pressed State 1 is activated, then each time it is pressed

after that the even transitions activate State 2 and the odd transitions activate State 3. In

addition to the progression button, there is a safety button which turns off all inputs when

pressed.

7.4 EXPERIMENTAL RESULTS

The overall control system was experimentally demonstrated on an able-bodied subject

(male; Age: 27 years). For these experiments it is assumed that the behaviour of the

right and left leg are similar, therefore, both States 2 and 3 use the same synergies and

activations computed in the previous sections. The optimizations to compute the synergies,

their activations, and the trajectories they produce were performed using the subjects height

and weight, but the model used the muscle parameters reported in [78] for an able-bodied

subject. If this system is to be implemented on a subject with a injury/disorder in which

one of their leg’s response is much different than their other such as in hemiplegia due to a

stroke, it would probably be more beneficial to use multiple subject-specific models, one for

each leg.

Prior to any experimentation, an approval from the Institutional Review Board at the

University of Pittsburgh was obtained. During the experiments, the subject was instructed

to relax and refrain from voluntarily interfering with the hybrid exoskeleton. The estimates

of the EMD, activation time constants, and fatigue/recovery rates from Chapter 6 were
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Figure 7.4: The Finite State Machine determines the desired trajectories and synergy ac-

tivations based on what state is activated; either half right step, full left step, or full right

step. Then two controllers are used, one for each leg, which work in tandem to produce gait.

140



used and assumed to be the same for both legs. During the experiments, the subject used

gait assistive device called the E-Pacer (Rifton, USA) to help support and propel himself

forward. The progression and safety buttons were operated by a separate user and were used

to control the FSM. The experiments were run for 6 steps, including the half right step.

The experimental result can be seen in Fig. 7.5 - 7.10. The tracking performance for

both the right and left hip and knee joints can be seen in Fig. 7.5 (A). Fig. 7.5 (B) shows

a sequence of frames from the video footage illustrating the gait produced using the control

system. The root mean squared errors for the hip and knee joints were found to be 1.56◦

and 0.92◦, respectively, for the right leg, and 0.87◦ and 1.77◦, respectively, for the left leg.

The desired feedforward component, φ̂−1ζsfWĉ , and desired feedback component, kr, in µ̄

can be seen in Figs. 7.6 & 7.7. As seen in Fig. 7.8 and the lack of increase in the desired

feedforward activations in Fig. 7.6 the effects of the fatigue estimate is not as apparent

in the experiments. Once again, this is because the fatigue parameters identified for the

able-bodied subject were very slow resulting in the muscles barely fatiguing. However, for

SCI subjects muscle fatigue occurs more rapidly, hence this is still a practical feature in the

controller.

The actual input signals for all 8 inputs of the system can be seen in Fig. 7.9. Fig. 7.10

shows the dynamic postural synergies and how they are activated, for the right and left leg,

throughout the experimental trial. It can be observed, that when a leg takes the role of the

stance leg, the synergy activation is zero which results in zero stimulation and zero desired

feedforward motor activation. Hence, only feedback control of the motors is used to lock the

knee joint of the stance leg. From the inputs, we can see that the timing of the stimulation

is logical as for each step the flexors is activated first to produce the withdrawal reflex and

then the extensors to fully extend the knee. Further, based on the verbal feedback from the

subjects, the timing of the stimulation for the flexors and extensors was more effective/logical

using the dynamic postural synergies as opposed to the synergies extracted through PCA.
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Figure 7.5: (A) The desired and actual joint angles of the right and left hip and knee joints

resulting from using the developed synergy-based DSC/DC control system in conjunction

with the FSM on an able-bodied subject. The shaded regions indicate which state of the

FSM is active at that time. In addition, the role of the leg; whether it is the stance leg or

swing leg, is also indicated. (B) A sequence of photos illustrating the gait produce during

the experiments.
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Figure 7.6: The desired feedforward component of µ̄ for all of the system inputs. This com-

ponent is generated from the dynamic postural synergies and their activation after adaptation

and with the scaling up from the fatigue estimate and the scaling factor control gain.
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Figure 7.7: The desired feedback component of µ̄ which is only applied to the four motors

at the hip and knee joints of each leg. It can be observed that they majority of the effort is

occurring during the swing phase of each leg.
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Figure 7.8: The fatigue estimates for the knee flexors and extensors of both legs. The
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respectively. It can be observed that the fatigue occurs during the swing phase, and the

muscles recover during the stance phase since there is no stimulation.
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Figure 7.9: The inputs to all of the system inputs for this experimental trial. Note that

there is no stimulation occurring during the stance phase of each leg.
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Figure 7.10: The synergy activation after adaptation for both legs. Note that the synergies

are not activated during the stance phase of each leg.

147



7.5 DISCUSSION

Hybrid exoskeletons come in many configurations including any combination of FES, active

actuators such as electric motors, or passive actuators such as controlled brakes and wrap

spring clutches [35,57,79,108]. This newly developed controller employs a control structure

in which simultaneous control of electric motors as well as FES is used instead of fine control

of FES using controlled brakes. The latter approach, which is used in [31], uses open-loop

control of stimulation to provide the active torque and controlled brakes are used like a

dynamic stopper to restrict a single joint to a desired joint angle. In [42], this method

was extended to a full orthosis with FES and controlled brakes at both the hip and knee

joints of each leg. The method was tested on four paraplegic subjects. The disadvantage of

this method is that the antagonistic muscles are stimulated at the maximum stimulation to

generate a raw joint torque, which is fine tuned through the controlled brakes. This results

in massive over stimulation of the muscles leading to the rapid onset of muscle fatigue. Later

in [57], a hybrid neuroprosthesis with 16 intramuscular stimulation channels combined with a

locking orthosis was tested on able-bodied and SCI subjects. The hybrid neuroprosthesis was

controlled with an FSM with predetermined open-loop control signals for FES for multiple

tasks such as sitting, standing, walking, and ascending and descending stairs. Unlike the

aforementioned papers, in [82] a combination of FES and active actuators (electric motors)

were used to control knee extensions using an adaptive gain-based controller to allocate the

control effort. In [21] and [45] a cooperative controller for hybrid knee-ankle-foot exoskeletons

were tested on human subjects. The controllers used an FSM that coordinated the PD

controller for the electric motors and an iterative learning controller (ILC) for FES. In

[21], the FSM also uses a fatigue estimator to detect the onset of fatigue and modify the

stimulation parameters. Although the aforementioned control approaches are interesting,

the methods did not consider control of multiple muscle stimulation and multiple electric

drives applied to multiple DOFs. Further, these control methods do not follow a formal

control development and do not provide stability guarantees.

The control system developed for hybrid walking exoskeletons in this dissertation follows

a systematic control design approach. The approach is inspired from the human motor
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control concept of muscle synergies. In most studies, muscle synergies are proposed as a

basis employed during human motor control and found by recording EMG signals (collected

from multiple muscles) which are then decomposed to extract muscle synergies. Unlike these

studies, in this chapter dynamic postural synergies are designed to be used as a basis for the

control system for the walking hybrid neuroprosthesis. This synergy design approach, using

optimizations to distribute the control effort among the available actuators, offers multiple

advantages and convenience such as allowing for the incorporation of external inputs, i.e.,

electric motors and FES. Another benefit for this method of designing dynamic postural

synergies is the ease of adding additional restrictions on the synergies, i.e., no co-activation

or no negative stimulation. While, the developed control system was capable of reproducing

gait, the finite state machine can still be scaled-up to achieve motions other than gait such

as sitting/standing and ascending/descending.

A general set of synergies that are applicable to multiple tasks/movements such as dif-

ferent step lengths and gait speeds, sitting/standing, or ascending/descending stairs would

provide a comprehensive data set to accomplish a control design for the hybrid neuropros-

thesis. An optimization algorithm, such as the one used in [9], may be used to extract a

more general set of synergies from a reduced model (lower dimensional) and used with this

controller for a general task. However, unlike the synergies extracted using PCA, since the

dynamic postural synergies are computed before the dynamic optimizations, they are more

generalizable for different step lengths and gait speeds. In addition they may also be used for

ascending/descending stairs studies. This can be achieved by designing a library of synergies

that encompass walking, sitting, and standing. Also, because these optimizations are model

based, extensive system identification experiments are required to find the subject specific

parameters that are used in the models. The use of non-selective nature of transcutaneous

stimulation limits the DOF the system has control of which downplays the true benefit of

the synergy-based PID-DSC controller, dealing with large high DOF systems. Alternatively,

an invasive FES system such as in [111], may provide access to over 40 different lower-limb

muscles. Therefore, the synergy-based PID-DSC controller may be a very good candidate

for the hybrid neuroprosthesis system proposed in [57].

149



7.6 CONCLUSION

In this chapter, the adaptive synergy-based DSC controller is experimentally tested on an

able-bodied subject walking using a hybrid neuroprosthesis. Unlike previous chapters, these

experiments used dynamic postural synergies instead of the synergies extracted through

PCA. These synergies were designed to reproduce the key dynamic posture; the withdrawal

reflex and knee extension, which have been shown to be able to reproduce gait. Dynamic

optimizations were then used to compute the optimal synergies’ activation to produce a half

step and full step. A finite state machine was developed to switch between the trajectories

and synergy activations depending on three states; half right step, full right step, and full

left step. The control system then used two of the synergy-based DSC controller, one for

each leg, which worked in tandem to reproduce gait. The experiment was conducted on an

able-bodied subject. The overall control system showed ability recreate gait using the hybrid

neuroprosthesis and the gait assistive device.
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8.0 SUMMARY

Each year approximately 3,400 people are diagnosed with complete paraplegia due to a

spinal cord injury. This disability impairs their walking function and reduces their quality

of life. The two most common gait restoration technologies used to restore these subjects

walking function are functional electrical stimulation-based systems or powered exoskeletons.

Functional electrical stimulation is the application of external artificial stimulation to the

muscle groups by either using transcutaneous or intracutaneous stimulation to elicit muscle

contractions that produce movements. When activated in a coordinated sequence, FES has

been shown to be able to restore gait in persons with disabilities. In addition, the use of

FES has been shown to have multiple therapeutic health benefits. However, the use of

external artificial stimulation has been shown to rapidly increase the onset of muscle fatigue,

which limits the duration of walking when using solely FES-based systems. The alternative

approach to gait restoration is powered exoskeletons, which use external sources of actuation

such as electric motors. These devices have been shown to be capable of restoring gait and

achieving longer walking durations than typical FES-systems; however, these devices can be

larger and bulkier, making them less feasible. Recently, there have been efforts to combine

the two means of actuation, FES and motors, into gait restoration devices called hybrid

neuroprostheses. The use of FES can provide supplementary torque, which allows for smaller

motors that require less energy storage, and have added health benefits for the user such as

improved cardiovascular health and increased muscle mass and bone density.

The primary goal of this research was the derivation of a human motor control-inspired

control system with a guarantee of stability for a walking hybrid neuroprosthesis. Particu-

larly, this research addresses the technical challenges associated with the real-time control of

the actuation methods used in a hybrid neuroprosthesis: FES and electric motors. The con-
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trol of FES can be difficult due to the nonlinear muscle dynamics, Ca2+ activation dynamics,

electromechanical delays, and muscle fatigue. In addition, the hybrid actuation structure,

which combines FES and electric motors, introduces an actuator redundancy problem. This

research overcomes these challenges by using Lyapunov based control design methods that

consider these problems in the control development and stability analysis. In addition, this

research used concepts and methods from human motor control theory and incorporated

them into the derived control system while guaranteeing stability. Instead of addressing all

four challenges at once, which can be a daunting task, this body of work addressed each

challenge individually through simpler systems and testbeds.

The different models and testbeds used throughout this work are presented in Chapter 2.

These models include the 4-link walking model which models a person walking in a hybrid

neuroprosthesis while using an assistive device like a walker. The individual controllers to

address the EMD and the actuator dynamics were developed for the 1-DOF knee extension

model, which represents a person sitting in a leg extension machine with their quadriceps

being stimulated. The final model is the fixed hip model which represents a person standing

on one leg while the other leg, using one side of the hybrid neuroprosthesis, is free to swing

without interacting with the ground. The testbeds on which these models are based on are

a full walking hybrid neuroprosthesis that uses a combination of electric motors and FES

at the knee flexors and extensors, and a modified leg extension machine instrumented with

a incremental encoder and load cell. Using these musculoskeletal models, this research uses

nonlinear control techniques to help derive novel control systems that address the challenges

of actuator redundancy, actuator dynamics, electromechanical delays, and muscle fatigue.

8.1 CONTRIBUTIONS

The efforts of this research produced the following contributions to the field of real-time

closed-loop control of FES-based systems and hybrid neuroprostheses.

1. The derivation of a novel human motor control inspired control system for a walking

hybrid neuroprosthesis. The control system address the four challenges associated with
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real-time control of a hybrid neuroprosthesis; actuator redundancy, electromechanical

delays, actuator dynamics, and muscle fatigue. This controller uses the concept of syn-

ergies in the feedforward path to solve the actuator redundancy problem and feedback

control for the motors to improve tracking performance. A modified dynamic surface

control structure is used to account for the actuator dynamics. The DSC structure is

augmented with a delay compensation term to deal with the EMD associated with FES.

The controller also includes an inverse of the fatigue estimate to increase stimulation

levels in the feedforward component as the muscles fatigue. This contribution is the

result of achieving objectives 1, 2, & 3 of the research objectives listed in Chapter 1.2.

2. The incorporation of the concept of muscle synergies, for the first time, in real-time

closed-loop control systems to address the actuator redundancy challenge. Until this

work, synergies were a human motor control concept typically used for motion analysis.

This work uses the concept of synergies to reduce the input space in the feedforward

path and to dimensionally reduce the input space and couple multiple DOF to active in

unison. This contribution is a result of achieving objective 1 of the research objectives

listed in Chapter 1.2.

3. Dynamic postural synergies were designed to reproduce two key dynamic postures; the

withdrawal reflex and knee extension, which have been shown to be able to reproduce

the swing phase of gait. Dynamic optimizations were then used to compute the optimal

synergies’ activation to produce a half step and full step. An update law is derived

to adapt the synergy activation in real-time to further improve the effectiveness of the

synergies. This contribution is a result of achieving objective 1 of the research objectives

listed in Chapter 1.2.

4. The experimental demonstration of the synergy-based PID-DSC controller on an able

bodied human subject in the hybrid neuroprosthesis. A finite state machine was used to

transition between the different states of a gait sequence; half step and full steps. A finite

state machine is developed to switch between the trajectories and synergy activations

depending on three states; half right step, full right step, and full left step. The control

system then used two of the synergy-based PID-DSC controller, one for each leg, which

worked in tandem to reproduce gait. The experiments were conducted on an able-bodied
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subject in which the subject took 6 steps in the hybrid neuroprosthesis. The overall

control system showed the ability to recreate gait using the hybrid neuroprosthesis and

the gait assistive device. This contribution is a result of achieving objective 4 of the

research objectives listed in Chapter 1.2.

5. The derivation and experimental validation of the standalone PID-based delay compensa-

tion controller for a 1-DOF FES-driven musculoskeletal system with EMD. A Lyapunov-

based stability analysis yielded semi-globally uniformly ultimately bounded tracking de-

spite model uncertainties and EMDs. This contribution is a result of achieving objective

2 of the research objectives listed in Chapter 1.2.

6. The experimental comparison of the PID-DC controller with to two nonlinear controllers:

PD-DC (previous control design for EMD compensation with no integral control) and

RISE controller. The addition of the integral action resulted in improved performance

that was validated on four able bodied subjects. The results showed that the PID-

DC has a superior tracking performance (statistically significant) compared to the other

two controllers. Further, the new controller was shown to be robust to variations in

the measured EMDs. This controller was also tested on a person with a SCI where

it provided adequate tracking performance. This contribution is a result of achieving

objective 4 of the research objectives listed in Chapter 1.2.

7. The derivation of the standalone PID-DSC tracking controller for musculoskeletal sys-

tems with input delays in the activation dynamics. The controller uses a dynamic surface

control structure to deal with the activation dynamics, which are cascaded to the mus-

culoskeletal dynamics. Model-based estimators are used to estimate the unmeasurable

activation states in real-time implementation. In addition, the DSC framework was aug-

mented with the delay compensation term to deal with the input delay in the activation

dynamics. A Lyapunov stability analysis was performed to prove UUB tracking perfor-

mance. This contribution is a result of achieving objective 2 of the research objectives

listed in Chapter 1.2.

8. The experimental validation of the PID-DSC on two able-bodied subjects and a subject

with a SCI by comparing it with its predecessor, the PID-DC, which does not consider

activation dynamics. A t-test statistical analysis was performed and determined that the
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PID-DSC outperformed the PID-DC at a 95% confidence level. This contribution is a

result of achieving objective 4 of the research objectives listed in Chapter 1.2.

8.2 FUTURE WORK

The conclusion of this research resulted in a novel human motor control inspired control

system that has been shown to be capable of achieving gait restoration experimentally on

able bodied subjects. This provides a foundation for future research in human motor control

inspired control systems for walking hybrid neuroprostheses. However, there are still areas

where improvements need to be made.

For instance, while the synergy-based feedforward component was capable of solving the

actuator redundancy problem, the over control system can still be improved by incorporating

the synergies in the feedback path. The challenge of achieving this is that the synergies are

defined to effect multiple DOF when activated. Therefore, in order to use the synergies in

the feedback loop, the errors for the multiple DOF have to be mapped to a single variable

since the activation for each synergy is a constant. With the introduction of the dynamic

postural synergies in Chapter 7, the motions they create are more defined. This makes it

easier to develop a mapping to convert the errors from the multiple DOF to one synergy

activation. One possible method to do this would be to isolate one key degree of freedom to

each synergy and use that to derive a feedback control law for the synergy activation. For

instance, for the first synergy which results in the withdraw reflex, the key motion would

be the hip joint angle as it is the primary DOF that swings the swing leg forward. For

the second synergy the key DOF would be the knee angle as this is the primary joint being

effected through that synergy.

Another area where this research can be expanded, is the experimental validation of

the control system on subjects with SCI. Since the control system was demonstrated on an

able body subject, and was able to recreate gait, I am confident that it would be successful

with subjects with SCI. However, there are still areas for improvements that can be made

to make the system more user friendly. A limitation of this system is that the control
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system is set up for trajectory tracking, which imposes a trajectory on the subject. While,

these trajectories are computed through optimizations and are arguably more optimal than

trajectories recorded from able bodied subjects, they are still being imposed. The more

control the subjects have over the system, the more comfortable they would be. A simple way

to improve on this work and give the subject more control of the system besides when they

take a step, is to give them control over the progression of time for the desired trajectories,

i.e., the trajectories only advance in time while a button is pressed. The use of a button with

pressure sensitivity would allow them to also control the speed of the time progression of the

trajectories, i.e. the harder they press the button, the faster the trajectories progress. An

even simpler system would be to just use the dynamic postural synergies in the feedforward

path, and the pressure sensitive button would dictate the synergy activation, i.e., as they

press the button for the first synergy, the hybrid neuroprosthesis would activate to produce

the withdrawal reflex, then the second button would activate the second synergy to extend

the knee, etc.

The current control system uses model-based estimators to estimate the fatigue and

activation states that are used in the control law. While, system identification experiments

were performed to accurately estimate the dynamic parameters for the model, measuring the

states online using sensors would be more accurate. The muscle activation state can easily

be measured using EMG, however, the electrical stimulation due to FES masks the signals

and makes them unusable. The development of a masking circuit to only read the EMG

signal in between the stimulation pulse trains would fix this issue. For the fatigue state,

the only way to currently measure fatigue is in the isometric configuration using a load cell.

However, recently conducted research is looking into using ultrasound imaging machines

to capture images of the muscle fibers. Image processing algorithms can then extrapolate

the stress strain relationships of the muscle fibers which studies have shown are related to

muscle fatigue. If possible, these methods of sensing the fatigue state and activation state

can be used instead of estimating these signals. However, these signals are not crucial for the

operation of the control system, so the model-based estimates are adequate in the meantime.
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