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Topological bound states of a quantum walk with cold atoms
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We suggest a method for engineering a quantum walk, with cold atoms as walkers, which presents topologically
nontrivial properties. We derive the phase diagram, and show that we are able to produce a boundary between
topologically distinct phases using the finite beam width of the applied lasers. A topologically protected bound
state can then be observed, which is pinned to the interface and is robust to perturbations. We show that it is
possible to identify this bound state by averaging over spin sensitive measures of the atom’s position, based on
the spin distribution that these states display. Interestingly, there exists a parameter regime in which our system
maps on to the Creutz ladder.
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I. INTRODUCTION

Random walks have found extensive use in modeling
intrinsically random systems as well as for designing computer
algorithms. The quantum analog of the random walk, the
quantum walk, is obtained by replacing the walker by a
quantum particle, where path interference effects result in a
myriad of new properties [1] and make quantum walks relevant
to quantum algorithms [2–5].

Beyond quantum algorithms, the study of quantum walks
has been motivated by the study of fundamental phenomena.
They were found to be intimately related to the path-integral
formalism [6] and the Dirac equation [7]. It was even found
that some many-body systems can be well modelled using a
quantum walk on a one dimensional (1D) semi-infinite lattice,
the sites of which represent the system’s energy levels [8].
Experimental implementations of quantum walks have been
realized with photons [9–16], and single and multiple cold
atoms [17–22] and ions [23,24], which were relevant to the
study of Anderson localization, decoherence, and reversibility
in strongly interacting systems.

Despite their simplicity, quantum walks present rich topo-
logical phenomena [25–29], as they can realize all known
topological classes in one and two dimensions [30]. For a
detailed explanation of the emergence of topological phe-
nomena, we refer the reader to Ref. [31]. Discrete time
quantum walks, being periodically driven systems, can present
topological invariants which are not found in the topological
classification of Hamiltonians, as was shown in [32–34].
Thanks to these properties, they form an ideal platform for
realizing Floquet bound states, which are bound as a result of
the system’s dynamics. These states further differ from bound
states in static systems by presenting constrained dynamics
when considered at half time steps [35]. The topological
properties of quantum walks and of Floquet bound states have
been explored by means of photonic experiments in one and
two dimensions [12,14–16].

In this paper, we suggest an experimental scheme for
realizing a quantum walk with cold atoms in a 1D optical
lattice, and show that this system is topologically nontrivial.

Here and in the following, we define a time step in a
discrete time quantum walk as the sequence of a translation
operation, which transports a right- and a left-walker in
opposite directions, and of a coin operation, which brings the
system into a superposition of right and left walkers. Cold
atomic gases appear as a natural candidate for this type of
application, as it is possible to exert extremely fine control over
them. Additionally, cold atoms suffer from few losses relative
to photons, and optical lattices have scalable size, allowing for
a very long evolution with many time steps. We further note
that 1D atomic gases have proved to be a powerful tool for
generating topologically nontrivial systems. Indeed, they can
realize bound states in static systems [36–38], topologically
protected edge states by using a synthetic dimension [39–41],
and topologically nontrivial atomic pumps [42,43]. Inspired by
these results, we suggest a method to generate Floquet bound
states by spatially controlling the system’s parameters. We
show that these topologically protected states have a heavily
constrained spin distribution. Thanks to this property, a spin
sensitive measure of the system’s probability distribution is
sufficient to identify the system’s topological bound states.
This information can be retrieved by averaging over measure-
ments of individual atom positions at a time t . This can be
done in a single measurement, by performing the experiment
multiple times in an array of 1D tubes, then observing the
atoms’ position using, e.g., a quantum gas microscope. It
would also become possible to study the Floquet bound states’
robustness to interactions and to faults in the periodic driving,
thereby providing useful information on systems which are
still poorly understood.

In this paper’s second section, we suggest an experimental
protocol to realize a quantum walk with a single, two-state
atom in a 1D optical lattice. The idea is to use the particle’s
internal degree of freedom to bring it into a superposition of
going right and left simultaneously, which we do by driving the
system periodically with a spin mixing operation. In Sec. III,
the equations governing the time evolution are presented.
We use these operators to perform numerical simulations of
the system, and show that the atoms have the dynamics of
a quantum walk. In Sec. IV, we show that this system is
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topologically nontrivial and derive its phase diagram. We find
that the topological phase can be changed by changing the spin
mixing angle, allowing us to generate a topological boundary.
In Sec. V, we populate the bound state that appears at this
interface, and suggest a method for measuring its presence. In
Sec. VI, we consider an interesting limit of this Hamiltonian,
which also presents bound states, despite being topologically
trivial. We explain this by showing that these are in fact a pair
of Jackiw-Rebbi states, and study the mechanism according
to which they can hybridize. In Appendix A, we show that, in
a certain parameter regime, the system maps onto the Creutz
ladder. In Appendix B, we show that the protocol we suggest
can be understood as a superposition of two independent
quantum walks. In Appendix C, we explain the method used
to find the system’s symmetries.

II. EXPERIMENTAL PROPOSAL

Our idea to implement a quantum walk is as follows: parti-
cles are allowed to evolve in a medium which accommodates
right movers and left movers. By periodically applying a pulsed
operation which has amplitude to interconvert right movers and
left movers, we obtain path interference phenomena which are
consistent with a quantum walk.

In the literature, there exist various experimental realiza-
tions with cold atoms which rely on moving optical lattices
to implement translation operations [17,44], inspired by the
theoretical work in Refs. [45,46]. In this work we rely on
tunneling to realize this type of dynamics.

The specific background which is needed to obtain the
topological properties we desire is the 1D lattice represented
in Fig. 1. We will consider the dynamics of an atom with
two internal degrees of freedom, which we can refer to as the
particle’s spin. Spin-up (↑) particles see a superlattice with
two sites per unit cell, with intracell hopping amplitude J − δ

and intercell hopping J + δ. This type of lattice is obtained by
superimposing two standing waves l1 and l2, with wavelengths
λ1 = 2λ2 (as was done in Refs. [42,43]). The easiest way to
obtain l2 is to frequency double l1. The distance between neigh-
boring sites is d = λ2/2, and the size of a full unit cell is 2d.

Spin-down (↓) particles see the same lattice as ↑ particles,
but shifted by d. This can be done by making l1 attractive for
↑ particles but repulsive for ↓ particles, effectively shifting it
by a phase of π . To do this, set λ1 to be the so-called antimagic
wavelength of the atom, such that the lattice has an equal and
opposite detuning for ↑ and ↓ states.

Interesting candidates to play the role of our ↑ and ↓
states are the clock states of either ytterbium or strontium
atoms. These electronic states have narrow transitions, making
them long lived, and are well separated in energy, such that
their antimagic wavelength λ1 is readily accessible, while l2
remains at approximately the same amplitude for both species.
Additionally, these states can be coupled using Raman beams
without significantly heating the system.

We drive this system by periodically applying two laser
pulses, which induce Raman transitions between ↑ and ↓
states. This is the coin operation Ĉθ of the atomic quantum
walk. The amplitude of the coupling, controlled by the angle
θ , is proportional to the intensity of the lasers. Additionally,

FIG. 1. 1D superlattice used to generate the spatial translation
operation of the atomic quantum walk. The grey shaded boxes
represent unit cells, in which there exists A and B sublattice sites.
This lattice geometry is obtained by superimposing two lasers with
wavelengths λ1 and λ2 such that λ1 = 2λ2; the resulting intersite
distance is d = λ2/2. Spin-up (↑) particles see the orange lattice
(top), which has intracell hopping J − δ (dashed arrow) and intercell
hopping J + δ (solid arrow). Spin-down (↓) particles see the blue
lattice (bottom), which is identical to the orange lattice, but shifted
by d . In the figure, J and δ are depicted as positive parameters.
Particles in this lattice are subject to the Hamiltonian ĤS Eq. (3).

when the angle between the two lasers is nonzero, Ĉθ applies
a momentum kick.

We will show in Sec. IV that the topological properties of
this system can be modified by changing the value of θ or δ.
We suggest to vary θ spatially to create a boundary between
two regions with different topological properties. One way to
do this is to create a gradient in the intensity of the lasers which
generate the Raman operation. Because these beams can have
beam waists of order the length of the system itself, this can
be done simply by focusing the laser away from the center of
the lattice. For a typical optical lattice containing ∼200 sites,
as we consider in our simulations, a Raman beam with waist
of order 100 μm should be used, a value which may easily
be realized in current experiments. The amplitude of the spin
mixing Ĉθ is proportional to the intensity of the Raman pulses;
thus if the Raman lasers’ intensity varies over the length of the
system, the spin mixing angle θ will vary accordingly.

III. MODEL

In this section, we present the model realizing the atomic
quantum walk, and the operator controlling its time evolution.
Using this knowledge, we perform numerical simulations
to determine the system’s properties. Finally, we introduce
a convenient unitary transformation which simplifies the
description of the system.

As shown in Fig. 1, we divide the system into unit cells (in-
dexed by n), and assume that the atoms only ever populate four
quantum states per unit cell: within the nth unit cell, the atom
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can have spin ↑ or ↓, and can reside in the motional ground
state of the left or right potential well—we will refer to this as
sublattice A/B. We gather these internal degrees of freedom
into a formal vector, and define vector creation operators as

ĉ†n = (c†n↑A,c
†
n↓A,c

†
n↑B,c

†
n↓B ). (1)

We use σj and τj to denote the Pauli matrices acting in spin
space (↑ and ↓) and sublattice space (A and B) respectively,
with j = {1,2,3}, and τ0 and σ0 are 2 × 2 identity matrices.
We will also use τ± to represent the sublattice index raising
and lowering operators,

τ± = 1
2 (τ1 ± iτ2). (2)

A. Shift operation on wave packets

Consider first the Hamiltonian of the 1D bichromatic optical
lattice without the Raman pulses. This reads

ĤS =
∑

n

ĉ†nτ1 ⊗ (Jσ0 + δσ3)ĉn

+
∑

n

(ĉ†n+1τ+ ⊗ (Jσ0 − δσ3)ĉn + H.c). (3)

The parameters J and δ control the particles’ hopping
amplitudes, as shown in Fig. 1. In principle, ĤS should contain
a constant term proportional to τ0 ⊗ σ3, coming from both
the superlattice and the energy splitting between the two spin
states. We will show in the next subsection how this term can
be eliminated.

Since the Hamiltonian of Eq. (3) is translation invariant, its
eigenstates are plane waves with well defined quasimomentum
k ∈ [−π/(2d),π/(2d)]. These states can be chosen to be fully
polarized, either ↑ or ↓. In this way, each energy eigenvalue
is doubly degenerate, since the system presents two identical
lattices (one for each spin) with no tunneling between them
(see Fig. 1).

The object that undergoes a quantum walk is a wave packet
that is broad in position space but restricted in momentum
space to the vicinity of the wave number k = π/(4d). For this
quasimomentum the Hamiltonian is almost dispersionless, as
shown in Fig. 2. Thus a wave packet constructed with states
from the lower branches of the dispersion relation, with k ≈
π/(4d), is translated with a uniform velocity to the right, and its
real-space width grows only very slowly. It is therefore a right
mover. A wave packet similarly constructed, but belonging to
the upper branches of the dispersion relation, is a left mover.

B. Rotation operation using the Raman pulses

Consider next the effect of the two Raman lasers on the
system, which are switched on for a brief but intense pulse of
duration ε. Assuming the laser pulses are intense enough, ĤS

can be neglected during the time they are switched on, and we
have

Ĥ(t) =
∑

n

	(n,t)ĉ†nτ3 ⊗ σ2ĉn, (4)

where 	(n,t) is the Rabi frequency of the lasers at the position
of the nth unit cell. By setting the two Raman lasers at an
appropriate angle, the pulse applies a π/d quasimomentum
kick which results in the τ3 operator appearing in Eq. (4). We

FIG. 2. Dispersion of ĤS Eq. (3) for J = π/3 and δ = 0.42. The
eigenstates of ĤS can be chosen to be fully polarized (either ↑ or
↓), and the ↑ and ↓ bands overlap exactly; the value of the band
gap is 4δ. Note that the dispersion is symmetric about E = 0. This
means that the slope of the two circled regions of the dispersion are
equal and opposite. Thus the wave packets existing in these regions,
which are the states centered around k = π/(4d), with energies E and
−E respectively, move on average at equal and opposite velocities.
The spin mixing Ĉθ couples states in these regions (illustrated by an
arrow).

define the area of the pulse at unit cell n by θ (n):

θ (n) =
∫ ε/2

−ε/2
	(n,t)dt, (5)

such that the effect of the whole pulse is given by

Ĉθ =
∑

n

ĉ†n exp[−iθ (n)τ3 ⊗ σ2]ĉn ≡ exp(−iĤθ ). (6)

The effect of Ĉθ is to couple right-moving states from the
bottom branch of the dispersion relation to left-moving states
of the top branch, as indicated in Fig. 2. Interestingly, Ĉθ also
couples states on the same branch of the dispersion relation.
We will discuss the consequences of this later in the paper.

In Eq. (3), we neglected a constant term proportional to τ0 ⊗
σ3. When the energy splitting between spin states is very large
compared to the energy scales in the problem, this term plays
a negligible role, as can be seen by going into the interacting
picture, and adopting a rotating wave approximation. Should
this condition not be satisfied, then the energy shift should be
eliminated, e.g., by applying an external Zeeman field.

C. Complete sequence

We obtain a quantum walk by switching on the Raman
lasers for brief intense pulses of duration ε which follow each
other periodically, with period T 	 ε. In the following, we
will use dimensionless units where T/� = 1. The unitary time
evolution operator for one complete period Û reads

Û = e−iĤθ /2e−iĤS e−iĤθ /2. (7)

In writing down Eq. (7), we have chosen the origin of time
such that the sequence of operations defining the walk has
an inversion point around which it is symmetric in time, as
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(a)

(b)

FIG. 3. Sketch of the tunneling amplitudes in the atomic quantum
walk. Tunnelling amplitudes are different along single and double
lines. The tunneling amplitudes are indicated by curved arrows, the
color of which is unimportant. Unit cells are represented by grey
shaded boxes. (a) The time evolution Û is controlled by ĤS and Ĥθ ,
Eqs. (3) and (6), respectively. The system has two sites per unit cell.
(b) We flip the spins on every second site. the time evolution Û′ is
controlled by Ĥ′

S and Ĥ′
θ , given by Eqs. (11) and (12). The lattice has

one site per unit cell. The system maps onto the Creutz ladder when
J = δ.

discussed in detail in Ref. [33]. While this choice has little
effect on the system’s properties, the form of Eq. (7) makes
it easier to find the symmetries of Û. It is however important
to always pick the same origin of time when averaging over
multiple runs of the experiment, otherwise important details
could be averaged out. The tunneling amplitudes induced by
ĤS and Ĥθ are sketched in Fig. 3(a).

Finally, we define the Floquet Hamiltonian ĤF as

Û = exp(−iĤF ). (8)

This static Hamiltonian describes the motion, integrated over
a time step. This allows us to compute the system’s spectrum.
Because the eigenvalues of ĤF are defined from Eq. (8), the
band structure of ĤF is 2π periodic. We will refer to the
eigenvalues of ĤF as the system’s quasienergies.

At the end of this section we will find a change of basis
which simplifies ĤF . Despite this, we will prefer to work in the
basis defined above when performing numerical simulations,
so that our results can be easily compared to experimental
results from the protocol described in Sec. II.

D. Quantum walk

As discussed above, repeated application of the time-step
operator Û of Eq. (7) on a wave packet can be described as a
quantum walk. We verified this using numerical simulations.
As an example, we present the atom’s final density distribution
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FIG. 4. Spatial probability distribution after 60 time steps. The
interference pattern that the density distribution forms is typical of
quantum walks. The walker’s initial positions were sampled from
the Gaussian wave function centered at the site n = 0, with width 4d

and average quasimomentum k = π/(4d). We used the Hamiltonian’s
parameters: J = π/3, δ = 0.42, and θ = 0.15. Inset: the variance of
the wave packet scales linearly with time, which is a characteristic
feature of quantum walks.

after 60 time steps in Fig. 4. For this simulation, we initiated the
system with a ↑ polarized Gaussian wave packet |ψ〉t=0 with
width 4d centered around k = π/(4d); we set J = π/3,δ =
0.42 and θ = 0.15. The final density distribution shows sharp
peaks where density is furthest from the origin. The probability
to find the particle in any other region is inhibited due to back
traveling waves, which interfere destructively with forward
traveling ones. The inset shows the standard deviation of the
position of the particle, which can be seen to increase linearly
with time. Both the destructive interference and the ballistic ex-
pansion are well-known features of quantum walks (in contrast
with classical random walks, which show diffusive expansion).

E. Gauge transformation for a smaller unit cell

By inspection of Fig. 3(a), we notice that it is possible
to simplify the system’s description by introducing the new
vector creation operators:

ĉ†2n = (c†n↑A,c
†
n↓A); (9)

ĉ†2n+1 = (c†n↓B,c
†
n↑B ). (10)

Notice the inversion of the order of ↑ and ↓ on the odd sites.
In this basis, the tunnelings induced by the atomic quantum
walk are represented in Fig. 3(b). Under this transformation,
we see that the atomic quantum walk is reminiscent of the
Creutz ladder [47–49], a 1D model which is known to support
a nonzero winding number. We will make this correspondence
more obvious in Appendix A.

In the basis introduced above, the Hamiltonians ĤS and Ĥθ

become

ĤS → Ĥ′
S =

∑
n

ĉ†n+1(Jσ1 − iδσ2)ĉn + H.c., (11)

Ĥθ → Ĥ′
θ =

∑
n

ĉ†nθ (n)σ2ĉn. (12)
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While Ĥ′
θ Eq. (12) is already in diagonal form, we can

diagonalize Ĥ′
S by Fourier transforming Eq. (11):

Ĥ′
S(k) = 2J cos(kd)σ1 + 2δ sin(kd)σ2, (13)

with k ∈ [−π/d,π/d]. Because of the smaller unit cell,
the dispersion has now two nondegenerate branches. It is
interesting to redefine our right and left walkers in this basis,
such that the mapping of the system to a quantum walk can be
made more obvious. This is done in Appendix B, where we
show that the system has dynamics which is more complex than
the standard quantum walk considered by Refs. [17,20,26].

By analogy with Eqs. (7) and (8), we can introduce the
time evolution operator and the Floquet Hamiltonian in the
new basis:

Û′ = e−iĤ′
θ /2e−iĤ′

S e−iĤ′
θ /2 = exp(−iĤ′

F ). (14)

In the sections that follow, all analytical results will be obtained
in the simplified basis of Ĥ′

F . In the next section, we shall
see that the system is topologically nontrivial, and that these
topological properties are reflected in Ĥ′

F .

IV. TOPOLOGICAL PROPERTIES OF THE
ATOMIC QUANTUM WALK

As we have seen in Eq. (6), Ĉθ simultaneously brings
the system into a superposition of right movers and left
movers, and in a superposition of the spin degree of freedom.
This results in spin-orbit coupling terms when the dynamics
are averaged over a period of the motion, a fact which is
essential for the nontrivial topological properties of the Floquet
Hamiltonian to appear. We will see in this section that ĤF can
have nonzero winding numbers, which can be modified by
changing the value of θ and δ.

To understand the topological properties of this system, it
is important to analyze the symmetries of Ĥ′

F , the Floquet
Hamiltonian in the new basis. The method for finding the
symmetries of Ĥ′

F is explained in detail in Appendix C. By
inspection of Eqs. (12) and (13), we find that Ĥ′

F has chiral
symmetry (CS) implemented by the operator �̂ = σ3.

The presence of CS implies that Ĥ′
F anticommutes with a

unitary, Hermitian matrix �̂. Importantly, the CS operator acts
only within single unit cells. This will later allow us to break
translational invariance without breaking CS. The existence
of CS implies that every eigenstate of Ĥ′

F has a chiral partner
with equal and opposite quasienergy:

Ĥ′
F |ψ〉 = E|ψ〉 ⇒ Ĥ′

F (�̂|ψ〉) = −E(�̂|ψ〉). (15)

States with quasienergies such that E = −E are special
because they can transform into themselves under CS. This
means that these states can exist without a chiral partner.
When this is the case, they cannot be moved away from the
quasienergy satisfying E = −E without breaking CS. These
states can therefore not be coupled to other states in the system
by chiral symmetric perturbations.

In a Floquet system the quasienergies are 2π periodic. There
are therefore two quasienergies, E = 0 and E = π , which
satisfy the condition E = −E. As we will show shortly, this
implies that bound states which are topologically protected as
a result of CS can appear at E = 0 or E = π .

FIG. 5. Energy of the three states closest to E = 0 at a topological
boundary between two regions R1,R2 vs the boundary sharpness,
controlled by the boundary width ξ . The system is chiral symmetric
and regions R1,R2 have a spectral gap [−E/2,E/2]; these
energies are indicated by dashed yellow lines. As ξ is reduced, the
interface between R1 and R2 can accommodate fewer states, such that,
when ξ � 1, only topological bound states can exist in the spectral
gap of R1,R2.

A system which presents CS but neither time-reversal
symmetry nor particle hole symmetry belongs to the AIII class
of the topological classification of Hamiltonians [30]. Floquet
Hamiltonians in one dimension which belong to this class can
have two nonzero topological invariants, the winding numbers
ν0 and νπ [33]. For a detailed physical interpretation of the
physical significance of these quantities, we refer the reader to
Ref. [35].

Consider connecting two regions R1,R2 which have dif-
ferent winding numbers and present spectral gaps. The
topological invariants ν0,νπ cannot change without closing
the spectral gap in E = 0,E = π respectively. We assume
that the boundary between the two bulks is smooth and slowly
varying, such that the spectral gaps of R1,R2 are densely
populated in this region. If we now make the interface between
R1 and R2 sharper, fewer states can live in the boundary region,
meaning that fewer states can populate the spectral gap of
R1,R2. To illustrate this, the energy of the three states closest
to E = 0 at a topological boundary are plotted versus the
boundary sharpness in Fig. 5. In the infinitely sharp boundary
limit, all states have been lifted out of the spectral gap except
for those which do not have a chiral partner. Thus, if a system
presents an interface between regions R1,R2 with different
winding numbers ν0, there must exist an E = 0 state at this
interface. Because R1 and R2 must be gapped to have well
defined winding number, the E = 0 state can only exist at the
topological interface. Correspondingly, if the system presents
an interface between two values of νπ , an E = π bound state
must exist where νπ changes.

In fact, the number of times that the spectral gap closes at the
interface between two regions is (at least) the difference in their
winding numbers. The difference in ν0 (νπ ) tells us how many
topologically protected E = 0 (E = π ) bound states exist at
this interface. In the following, we will follow Refs. [33,35]
to calculate the winding numbers ν0 and νπ from the time
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evolution Û′, and find the parameter regime which makes the
atomic quantum walk topologically nontrivial.

The time evolution operator Eq. (14) has the form

Û′ = �̂Ĝ†�̂Ĝ, (16)

with

Ĝ = e−iĤ′
S/2e−iĤ′

θ /2 =
(

a(k) b(k)
c(k) d(k)

)
, (17)

and where a(k), . . . ,d(k) are the entries of Ĝ, which are,
in general, complex functions of k. In general, the winding
number of a function z(k) can be evaluated using the formula

ν[z] = 1

2πi

∫ π/d

−π/d

dk
d

dk
lnz(k). (18)

In the basis where �̂ = σ3, we have ν0 = ν[b] and νπ = ν[d],
with ν[b] and ν[d] the winding numbers of the b(k) and d(k)
functions respectively [33].

Due to the anticommutation property of Pauli matrices, we
have that for any vector v

eiv·σ = σ0 cos(|v|) + i
v · σ

|v| sin(|v|). (19)

This allows us to compute the exponential forms of Eqs. (12)
and (13). Substituting into Eq. (17), we find

b(k) = cos[ε(k)] sin(θ/2)

− sin[ε(k)] cos(θ/2)
δ sin(kd) + iJ cos(kd)

ε(k)
(20)

and

d(k) = cos[ε(k)] cos(θ/2)

+ sin[ε(k)] sin(θ/2)
δ sin(kd) − iJ cos(kd)

ε(k)
, (21)

where ε(k) are the energy eigenvalues of Ĥ′
S/2:

ε(k) = ±
√

J 2 cos2(kd) + δ2 sin2(kd). (22)

The simplest way to visualize the winding numbers ν0 and
νπ is to plot b(k) and d(k) in the complex plane as k goes from
−π/d to π/d (both bands have the same winding number). The
system is topologically nontrivial if at least one of the curves
winds around the origin. The curves that b(k) and d(k) form in
the complex plane are presented for J = π/3, δ = 0.42, and
θ = 0.15 in Fig. 6. It is clear from this figure that the system
can present nonzero winding numbers.

The winding number ν0 cannot change unless both the real
and imaginary parts of b(k) vanish simultaneously (see Fig. 6).
This happens when δ = ±θ/2 + nπ,n ∈ Z, for which values
the band gap closes either at quasimomentum k = π/(2d)
or k = −π/(2d). Similarly, νπ cannot change unless d(k)
vanishes, which happens when δ = ±θ/2 + (n + 1/2)π, n ∈
Z, at k = π/(2d) or k = −π/(2d). This allows us to construct
the topological phase diagram of the atomic quantum walk,
which is presented in Fig. 7. We evaluate the winding numbers
in each region using the general formula Eq. (18). It is also
possible for band-gap closing events to occur in θ = nπ,n ∈
Z without changing either of the winding numbers. When
J = π/3 however (value used in the simulations presented in

FIG. 6. Plots of functions b(k) Eq. (20) (full blue) and d(k)
Eq. (21) (dashed yellow) in the complex plane as k goes from −π/d to
π/d for J = π/3, δ = 0.42, and θ = 0.15. The number of times that
b(k) [d(k)] winds around the origin corresponds to the topological
invariant ν0 (νπ ). In this case we can read off ν0 = −1 and νπ = 0.

this paper), no such events occur in the interval considered in
Fig. 7.

As is visible from Fig. 7, the winding number of the atomic
quantum walk is a function of δ and θ . In the following section,

FIG. 7. Phase diagram of the atomic quantum walk. The function
b(k) [d(k)] vanishes along the full blue (dashed yellow) lines,
indicating a boundary along which the topological invariant ν0 (νπ )
can change its value. The winding numbers for each region of the plot
have been calculated using Eq. (18), and are specified on the figure as
{ν0,νπ }; similarly colored regions have the same winding numbers.
In Sec. V, we produce an E = 0 bound state by varying θ spatially
along the path in parameter space indicated by a red arrow. The
topological boundary θ = 2δ is crossed in this process. In Sec. VI,
we cross a trivial band gap closing which occurs for δ = 0. This path
in parameter space is indicated by a dashed green arrow.
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we will use this to create two regions with distinct topological
properties.

V. DETECTION OF THE TOPOLOGICAL BOUND STATE

As we saw in Sec. IV, the topological properties of the
atomic quantum walk can be modified by changing the spin
mixing angle θ . By using spatially inhomogeneous Raman
lasers, it is therefore possible to create two regions in the
system with distinct topological properties. At the boundary
between two regions which have different winding numbers,
there lives a robust bound state which is protected by the
system’s symmetries and pinned either at E = 0 or E = π .
In the following, we suggest a method for experimentally
generating this topological bound state, and identifying it using
its characteristic spin distribution. The density distribution can
either be retrieved in a single measurement, if the quantum
walk is performed with a gas of noninteracting atoms, or by
repeating the experiment many times and averaging if a single
atom is used. We will be interested in the spin populations of
sublattices A and B, meaning that the position measurement
must have single site resolution and be sensitive to the atom’s
spin. The location of A and B sites is fixed by the lasers
generating the optical lattice (see Fig. 1), so that their position
will remain the same from one experiment to the next.

When performing this experiment, we expect a portion of
the density to remain pinned to the topological boundary. This
corresponds to the part of the initial state which overlaps
with the bound-state wave function. The rest of the density
is translated ballistically away from the topological interface.
We verify this numerically by performing simulations, where
θ is varied according to

θ (n) = θmax + θmin

2
+ θmax − θmin

2
tanh

(
nd

ξ

)
, (23)

where ξ determines the width of the region where θ (n) changes
value. This function is represented in Fig. 8. Note that the
existence of the bound state only requires that θ (n) crosses 2δ,

−100 0 100
n

0.00

0.05

0.10

|〈ψ
|ψ
〉|2

θmin

2δ

θmax

θ(
n
)

FIG. 8. Topological interface created by varying θ spatially from
θmin to θmax. In yellow: θ varies spatially according to Eq. (23).
The topological boundary occurs at n = 0, which is the point
where θ = 2δ. In blue: topological bound state occurring at this
boundary, obtained by exact diagonalization of ĤF for J = π/3, δ =
0.42, θmin = 0.15, θmax = 1.5, and ξ = 10d . This path in parameter
space is indicated on Fig. 7 by a red arrow.

and does not depend otherwise on the precise form of Eq. (23).
Our simulations are performed in the basis where ĤS and Ĥθ

have the form given by Eqs. (3) and (6) respectively.
Figure 9(a) shows an example of the evolution of the

atomic density during 50 time steps. As expected, we find
that a portion of the density remains pinned to the region
of n = 0, which is the location of the topological boundary.
Atoms which do not populate the bound state are transported
ballistically away from n = 0. The spreading is anisotropic
due to the initial state we chose, which is fully ↑ polarized.
The spreading density shows interference patterns between
forward and backward traveling atoms, as is characteristic for
quantum walks (indeed, we already observed this behavior in
Fig. 4).

The density at specific moments in time is represented in
Figs. 9(b)–9(d). We observe that at late times, the probability
distribution is exponentially peaked at the location of the
topological boundary. Importantly, the relative population of
this state does not decrease at later times. We have verified
this numerically by computing the overlap between the atom’s
wave function and the E = 0 eigenstate of ĤF , and found that
it is time independent.

Experimentally, this can be verified by plotting the total
density in the neighborhood of the topological boundary,
which is displayed in Fig. 10. We see that at early times,
the total density near the origin decreases rapidly as atoms
which do not populate the bound state are transported away
from the topological boundary. During this period, we notice
that the total density presents oscillations; these are due to the
interference of ballistically transported atoms. At late times,
the total density near the topological boundary converges to a
nonzero value, which is a sign that atoms populating the bound
state do not leak into other states of the system.

Another experimental signature is the mapping of the
phase boundaries. Indeed, Fig. 7 shows the parameter regimes
in which we expect to find topological bound states, and
knowledge of the function with which θ varies determines the
position around which these states are centered. By varying δ

and θ , we can explore the system’s parameter space and verify
that these exponentially bound states occur at all topological
boundaries. This provides a straightforward way to verify that
we are indeed observing topological bound states, and relies
only on imaging the atoms’ probability density function.

An alternative method for verifying that a system is a
topological bound state is to verify that it is an eigenstate
of the chiral symmetry (CS) operator �̂. Indeed, we saw in
Sec. IV that if a state verifies the following conditions, it is a
topological bound state:

(1) The state is an eigenstate simultaneously of �̂ and the
Floquet Hamiltonian ĤF .

(2) The state has vanishing overlap with any other state of
equal energy which satisfies condition 1.

In the following, we describe a method to identify an
eigenstate of �̂, thereby providing a strong way of identifying
a topological bound state.

We can verify that the bound state we are observing is
a single eigenstate of ĤF directly from the time evolution
of probability density distribution. Indeed, if this state was a
superposition of states, we would observe Rabi oscillations,
while it is clear from figure Fig. 9(a) that the density

023631-7



SAMUEL MUGEL et al. PHYSICAL REVIEW A 94, 023631 (2016)

−100 −50 0 50 100

n

0

10

20

30

40

50

t/
Δ

t

(a)

0.00

0.02

0.04

(b)

| ↑〉 | ↓〉

0.00

0.02

0.04

|〈ψ
|ψ
〉|2(c)

−100 −50 0 50 100

n

0.00

0.02

0.04(d)

100 −50 0 50 100

n

0.00

0.02

0.04

(b)

0.00

0.02

0.04

|〈ψ
|ψ
〉|2(c)

−100 −50 0 50 100

n

0.00

0.02

0.04(d)

0.00 0.02 0.04 0.06

|〈ψ|ψ〉|2

0.00

0.02

0.04

FIG. 9. (a) Atom density in position space vs time. After t/T = 50 time steps, some density has escaped ballistically to infinity but the
probability density function remains sharply peaked around the origin. (b)–(d) Probability density function at times t1 = 10, t2 = 30, and
t3 = 50 respectively, with ↑ represented in blue (grey) and ↓ in black. The inset of (d) shows the density in the interval n ∈ [0,10]. We
observe that ↑ (↓) states have nonzero density only on even (odd) sites. This simulation was realized with J = π/3, δ = 0.42, and θ varying
spatially from θmin = 0.15 to θmax = 1.5. The initial state was a Gaussian wave packet centered around site n = 0 with mean quasimomentum
k = π/(2d), in ↑ state with equal support on A and B sublattices.

distribution near the origin remains the same after a period of
driving. Additionally, it can be seen from the inset of Fig. 9(d)
that the state which is found near the origin at late times has an
extremely interesting structure. Indeed, we find that ↑ states
only occur on even sites, while ↓ states only occur on odd sites.
This is a direct result of being an eigenstate of CS, which has
the form �̂ = τ3 ⊗ σ3 in this basis, leading to a constrained
spin distribution. Importantly, all other eigenstates of ĤF must
transform into their chiral partner under the action of CS. The
only states that can do this have equal ↑ and ↓ density on each

0 10 20 30 40 50

t/Δt

0.0

0.2

0.4

0.6

0.8

1.0

|〈ψ
|P̂

|ψ
〉|2

FIG. 10. Full atomic density, obtained from the simulation
Fig. 9, for 50 time steps in the region n ∈ [−15,15]. This interval
corresponds to the neighborhood of the topological boundary, and P̂

is the projector onto this region. At early times we observe oscillations
as atoms which are not trapped in the bound state leave the region of
the boundary. At late times, we see that the total density converges to
a nonzero value.

site. Consequently, the state we are measuring near n = 0 can
only be a topological bound state.

As can be read off from Fig. 4, an evolution time of 50 time
steps on an optical lattice of 200 sites is sufficient to observe the
topological bound state in this system. This observation should
not be greatly affected by a small variation of these values.

A spin sensitive density measurement therefore provides
a direct method to identify an E = 0 or an E = π bound
state protected by CS in a 1D system. Using the exact same
measurement at half time steps, it is possible to discriminate
between E = 0 and E = π energy states. A half time step
is performed by applying a spin rotation θ/2, followed by
time evolving with ĤS for a time T/2. It was shown in [35]
that the dynamics of the bound state between two time steps is
sensitive to the state’s energy. As shown in Fig. 11(a), at integer
time steps, the ↑ (↓) density of E = π states only has support
on even (odd) sites. At half time steps, the spin structure of
E = π states is reversed, with spin ↑ (↓) states only on odd
(even) sites. This is shown in Fig. 11(b). This contrasts with the
behavior of E = 0 states, which keep the same spin structure at
integer time steps and half integer time steps. Thus, performing
a position measurement with single site resolution which is
sensitive to the spin state does not only identify a topological
bound state of the system, but it also provides a method to
differentiate an E = 0 from an E = π state.

To recapitulate, we suggested a method to generate topo-
logically protected bound states experimentally, and simulated
this protocol numerically. We saw that it is possible to identify
topological bound states by correlating their occurrence with
Fig. 7 and mapping out the phase boundaries by changing
θ,δ. Alternatively, we can recognize topological bound states
thanks to their unique density distribution, which can also be
used to differentiate E = 0 from E = π states. In the next
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FIG. 11. (a) Density distribution of an E = π topological bound
state (plotted on a log scale), obtained by diagonalizing ĤF (not Ĥ′

F ).
↑ (↓) density is represented in blue (black). The state is exponentially
localized in the neighborhood of n = 0. ↑ (↓) states are only found
on even (odd) sites. Only eigenstates of the chiral symmetry operator
have this complex spin distribution. (b) The same state, after evolution
through half a time step. ↑ (↓) states are only found on odd (even)
sites. For clarity, a grey vertical line has been drawn at n = 0. States
with E = π show an inversion in their spin density distribution at
half time steps.

section, we will see that exponentially localized states with
E ≈ 0,π can also appear at trivial band gap closings (ones
where the winding number does not change). It is therefore
important to know for which values of δ,θ these occur when
exploring the parameter space of the atomic quantum walk.

VI. PAIR OF MOMENTUM SEPARATED
JACKIW-REBBI STATES

In this section, we will see that not all E = 0,π states which
are exponentially localized are topologically protected. We
will consider the atomic quantum walk in the limit δ = 0. As
can be seen from Fig. 7, when following the path in parameter
space indicated by a dashed green arrow, a topologically trivial
band gap closing occurs when θ change sign. Indeed, the
winding numbers {ν0,νπ } are the same in both regions. As
a result of this, the Hamiltonian in this limit also presents
E ≈ 0 and E ≈ π bound states. By finding an approximate
expression for the Floquet Hamiltonian Ĥ′

F , we will understand
that the E ≈ 0 bound states correspond to solutions of the
Jackiw-Rebbi model in the continuum case. Because these
states occur in pairs, they can hybridize and move symmetri-
cally away from E = 0, thus destroying the states’ topological
protection. Importantly, these trivial bound states are not
eigenstates of chiral symmetry, and therefore do not have the
same spin distribution as the states presented in Fig. 11.

In the limit of δ = 0,Ĥ′
S from Eq. (11) and Ĥ′

θ from Eq. (12)
have the form

Ĥ′
S =

∑
n

J ĉ†n+1σ1ĉn + H.c., (24)

Ĥ′
θ = −

∑
n

ĉ†nθ (n)σ2ĉn. (25)

TABLE I. In the first column, the operators implementing various
symmetries of Ĥ′

F are listed in the limit δ = 0. We list the squares of
these operators in the second column.

Symmetry Operator Square

Chiral symmetry σ3 σ0

Time-reversal symmetry σ1K̂ σ0

Particle-hole symmetry −iσ2K̂ −σ0

Using the method presented in Appendix C, we find the
symmetries of the system in this limit. These are presented
in Table I. From the expression of the chiral symmetry, time-
reversal symmetry, and particle-hole symmetry operators,
we find that we are in the BdG symmetry class CI of the
classification of single-particle Hamiltonians. Thus, the atomic
quantum walk is topologically trivial in one dimension in the
limit δ = 0 [30].

Despite this, the system displays E ≈ 0 and E ≈ π bound
states when the spin mixing angle θ is varied spatially. We can
verify this numerically by considering a chain of length L and
θ = θ (n), a continuous function of position, going from θmin

to θmax over a length scale ξ according to Eq. (23). We assume
d � ξ � L, where d is the lattice spacing. The spectrum of
Ĥ′

F from Eq. (14) is shown in Fig. 12. We observe that a band
gap is open around E = 0, except for θmax = 0 (mod 2π ). A
pair of chiral partner zero-energy states appears in the spectral
gap whenever θmin < 0 < θmax, exponentially localized around
the site where θ (n) = 0. Similarly, π energy states, centered
at θ (n) = π , appear if θmin < π < θmax.

We will now derive an approximate expression of Ĥ′
F in

the limit d � ξ � L, and use it to explain the origin of the
E ≈ 0 bound states in this model. We will find it useful to
go to the continuous limit, where we are able to find an exact
eigenstate such that Ĥ′

F |ψ〉 = 0. We will then obtain a discrete
ansatz from this solution and evaluate its energy, which we can
compare to results from numerical simulations.

FIG. 12. Eigenvalues of Ĥ ′
F for fixed θmin = −π/2, as a function

of θmax, with open boundary conditions on an N = 300 site lattice.
Pairs of E ≈ 0 and E ≈ π states appear in the band gaps and are
exponentially localized around the lattice site where θ = 0 and θ = π ,
respectively.
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For constant θ (n) = θ , the band gap closes when θ = 0
(mod 2π ) at ±kbs = ±π/(2d), where d is the lattice spacing.
For slowly varying θ (n) near θ (n) = 0, we will assume the
eigenstates of Ĥ′

F such that E ≈ 0 have the form

|ψ±〉 =
∑

n

e±ikbsnd �ϕ±(n)|n〉, (26)

where |n〉 is the state which is well localized at site n, and
�ϕ±(n) is the envelope function spinor, which we assume to be
slowly varying.

When Ĥ′
S acts on |ψ±〉, we obtain

Ĥ′
S |ψ±〉 = ±iJ

∑
n

e±ikbsnd

× σ1[ �ϕ±(n + 1) − �ϕ±(n − 1)]|n〉. (27)

Assuming that �ϕ±(n) varies slowly compared to the lattice
spacing d, we can take the continuous limit of Eq. (27) by
sending d → 0, n → ∞ such that nd = x is constant:

Ĥ′
S |ψ±〉 → ±2iṽσ1

∫
dxe±ikbsx∂x �ϕ±(x)|x〉, (28)

where we have introduced the velocity parameter ṽ = Jd. The
length scale associated with ∂x �ϕ±(x) is much larger than the
length scale over which exp(±ikbsx) varies, and �ϕ±(x) decays
exponentially away from where θ (x) vanishes, allowing us to
expand Ĥ′

F to first order in Ĥ′
S and θ (x):

Ĥ′
F ≈ Ĥ′

approx = Ĥ′
S + Ĥ′

θ , (29)

when acting on states near E = 0 which are localized in the
neighborhood of θ (x) = 0. Thus, we have derived a static,
approximate Hamiltonian, Ĥ′

approx. Using Eq. (28), we can
apply this Hamiltonian to |ψ±〉:

Ĥ′
approx|ψ±〉 =

∫
dxe±ikbsx[±2iṽσ1∂x �ϕ(x)

− θ (x)σ2 �ϕ(x)]|x〉. (30)

It was shown by Jackiw and Rebbi that there always exists a
zero solution to the right-hand side of Eq. (30) when the sign of
θ (x) is different for x → +∞ and x → −∞ [50]. When this is
the case, Ĥ′

approx has a E = 0 solution. If limx→±∞ sgn[θ (x)] =
±1, then �ϕ±(x) takes the form

�ϕ±(x) = ψ0 exp

(
− 1

2ṽ

∫ x

0
dx ′θ (x ′)

)
|∓〉, (31)

where we have defined the spin states |+〉 = (1,0)T and |−〉 =
(0,1)T , and ψ0 is the normalization of the wave function. In
the following, we will restrict our study to θ (x) varying as

θ (x) = α + β tanh

(
x

ξ

)
, (32)

with β > α and β > 0. This is the continuous version of
Eq. (23), with 2α = θmax + θmin and 2β = θmax − θmin. From
Eqs. (31) and (32), we see that �ϕ±(x) has the form

�ϕ±(x) = ϕ(x)|∓〉, (33)

ϕ(x) = ψ0 exp
(
−αx

2ṽ

)
cosh

(
x

ξ

)−βξ/(2ṽ)

. (34)

FIG. 13. Energy of the Jackiw-Rebbi states |E±| vs ξ , the inverse
rate of change of θ (n). Blue dots: value of |E±| from Eq. (38).
Yellow triangles: Eigenvalues of Ĥ′

approx closest to E = 0 (obtained
numerically). The lines are exponential fits to the data. Both these
curves approach each other exponentially (which is clear because
the scale of the y axis becomes exponentially small). In both cases,
α = −1/4, β = 1.

By discretizing the above result, sending x → nd, we obtain
an ansatz wave function for the two zero energy states that we
are observing:

|ψ±〉 =
∑

n

e±ikbsndϕn|n,∓〉, (35)

ϕn = ψ0 exp
(
−αn

2J

)
cosh

(
nd

ξ

)−βξ/(2Jd)

. (36)

Let us take a moment to recapitulate what we have done
so far. We have defined two states, |ψ+〉 and |ψ−〉, which
are centered around the momenta k = ±kbs. We have shown
that when θ (x) changes sign, these states are eigenstates of
the Hamiltonian with eigenvalue E = 0. In the Jackiw-Rebbi
model, there is only one such state, which is pinned at E = 0
by chiral symmetry. In our system, spatially varying θ (x) leads
to terms which mix the states |ψ+〉 and |ψ−〉, causing them to
hybridize and move symmetrically away from E = 0.

We can find the energy of these hybrid states by studying
the eigenvalues of Ĥ′

red, the projected Hamiltonian on the basis
of states |ψ+〉 and |ψ−〉,

Ĥ′
red =

(
〈ψ+|Ĥ′

approx|ψ+〉 〈ψ+|Ĥ′
approx|ψ−〉

〈ψ−|Ĥ′
approx|ψ+〉 〈ψ−|Ĥ′

approx|ψ−〉

)
. (37)

This matrix has eigenvalues

E± = ±
∑

n

(−1)nϕ∗
n[J (ϕn+1 − ϕn−1) + θ (n)ϕn]. (38)

The energy |E±| from Eq. (38) is plotted versus ξ in Fig. 13.
Alongside this estimate of the lowest eigenstate’s energy, we
have diagonalized Ĥ′

approx and plotted its eigenvalues. Visibly
there is a good agreement between the estimate Eq. (38) and
the exact energies, suggesting that our hypothesis was indeed
correct, and that the states we are observing are indeed two
Jackiw-Rebbi states separated in momentum, the energies of
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which behave as

|E±| ≈ J exp

(
−cξ

d

)
, (39)

where c is a positive constant.
From the results presented here, we can therefore conclude

that the system presents a pair of zero energy bound states
when θ (n) changes sign, despite being in a trivial topological
configuration. We find that when θ (n) changes slowly (ξ 	 d),
we have two nonoverlapping (in k space) bound states, one
associated to each Dirac cone. The overlap increases for
faster changing θ (n) (smaller ξ ), resulting in both states
hybridizing and moving away from E = 0 without breaking
chiral symmetry. For this reason, these bound states do not
benefit from the robustness displayed by topologically bound
states.

This type of behavior is generally observed in systems
which present two degenerate energy levels. When the two
states are coupled, their energies split symmetrically, propor-
tionally to the matrix element between them [the off diagonal
term of Eq. (37)]. In our system, we are able to directly control
the tunneling between these states by modifying the length
scale over which the potential varies. Thus our model gives us
access to a single parameter which controls the states’ degree
of hybridization.

VII. CONCLUSIONS

In Sec. II, we suggested an experiment in which spin-1/2
cold atoms realize a topologically nontrivial quantum walk.
This protocol relies on trapping the atoms in a 1D optical
lattice which is spin dependent and has two sites per unit
cell. We drive the system by periodically coupling the atoms’
spin states. When the dynamics are averaged over one full
period of the motion, we see from the operators in Sec. III that
this driving results in spin-orbit coupling terms. These terms
are the key to realizing topologically nontrivial properties.
Specifically, we verified analytically in Sec. IV that the atomic
quantum walk can realize either E = 0 or E = π bound states,
which are associated to two separate topological invariants.
These states appear when the amplitude of the spin coupling
varies spatially; they are bound to the location where one of
the topological invariants changes its value.

We showed numerically in Sec. V that topologically pro-
tected bound states can be isolated by performing the atomic
quantum walk for a large number of steps (t/T ≈ 50). Atoms
that do not populate the bound state then leave the region
of the boundary, such that only an exponentially localized
density peak remains at the topological interface. To verify
that exponential density peaks such as this one correspond
to topological bound states, we suggest exploring the full
parameter space, and verifying that exponentially bound states
exist whenever the system presents a topological boundary. As
an alternative method for identifying topological bound states,
we suggested searching for eigenstates of the chiral symmetry
operator. These states have a spin distribution which is heavily
constrained, allowing us to identify E = 0,π eigenstates of
the Hamiltonian by averaging over spin sensitive measures of
the atom’s position. By performing the same measure at half
time steps, we saw that we can discriminate between E = 0

and E = π bound states, and thereby measure both of the
system’s topological invariants.

Finally, we mentioned that it is possible for exponentially
bound states to appear at band-gap closings where none of the
topological invariants change value. In Sec. VI, we studied
a limit of the atomic quantum walk where this happens; in
this case, our model admits two Jackiw-Rebbi states which
are separated in quasimomentum. These states can move away
from E = 0 by hybridizing, and the degree of their hybridiza-
tion is controlled by the rate of change of the spin coupling
amplitude. Importantly, these states are not eigenstates of
the chiral symmetry operator, meaning that they cannot be
confused with topological bound states when performing a
spin sensitive measure of the atoms’ density distribution.

We have not considered the possibility of spatially
varying the tunneling amplitude δ. This could be done by
varying the detuning of spin ↑ and ↓ states spatially, as was
experimentally realized in Ref. [38]. By varying δ spatially,
two bound states could be generated at the same location and
at the same energy. As can be seen from Fig. 7, when the
driving is set to θ = 0 and δ changes sign, the winding ν0

changes by ν0 = 2, implying that there must exist two zero
energy bound states at the topological interface. This situation
is interesting because, despite the fact that these states overlap
spatially, they cannot hybridize.

Aside from this particular parameter regime, it would be
interesting to explore the robustness of the topological bound
states, when for instance interactions or faults in the periodic
driving are introduced. Interactions, as long as they are small
and preserve chiral symmetry, should not in principle destroy
the system’s topological properties. Similarly, the derivation
in Appendix C suggests that the bound states should be robust
to (perturbative) faults in the periodic driving. It would be
interesting to verify theoretically and experimentally to what
extent this is the case, as this study would provide a test of how
applicable the Floquet description is to real world systems.
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APPENDIX A: MAPPING TO THE CREUTZ LADDER

In this section, we will show that, under a simple
change of basis, the system maps exactly onto a well-known
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FIG. 14. 1D Creutz ladder. The particle has amplitude ±iw of
tunneling along the rungs of the ladder (dashed line), and diagonal
tunneling amplitudes ±i(v − g) (solid line) and ±i(v + g) (double
line). The tunneling amplitudes are indicated by curved arrows, the
color of which is unimportant. Sites belonging to the upper (lower)
part of the ladder are indicated by full (empty) circles. This system is
topologically nontrivial, with winding number given by Eq. (A3).

topologically nontrivial 1D system, the Creutz ladder [47–49].
We will then use this knowledge to re-derive the phase diagram
shown in Fig. 7.

The Creutz ladder describes a spinless particle hopping in
a 1D ladder, as sketched in Fig. 14. The particularity of this
model is that the particle has amplitude to hop in the diagonal
directions. We have chosen the basis of spin space such that
Fig. 14 is reminiscent of Fig. 3(b).

The Hamiltonian of the Creutz ladder has the form

ĤC = 1

2

∑
n

ĉ†nwσ2ĉn + ĉ†n+1(ivσ1 − gσ2)ĉn + H.c. (A1)

As previously, ĉ†n (ĉn) creates (annihilates) a particle with two
internal states on site n. The σi matrices denotes the Pauli
matrices acting in the space of sites perpendicular to the axis
of the ladder (represented in the vertical direction in Fig. 14),
with i ∈ {1,2,3}. We will assume that the hopping amplitudes
v, w, and g are all real parameters, and block-diagonalize
Eq. (A1) by Fourier transformation:

ĤC(k) = −v sin(kd)σ1 + [w − g cos(kd)]σ2, (A2)

where we have set the ladder’s unit cell size to d. The Creutz
ladder belongs to the BDI class of the topological classification
of Hamiltonians [49]. As a result, this system admits a nonzero
winding number νC , the value of which depends on the
system’s parameters as

νC = 1
2 [sgn(w + g) − sgn(w − g)]. (A3)

We will now show that we can map the atomic quantum
walk to the Creutz ladder. We consider the translational invari-
ant atomic quantum walk in the two-state basis presented in
Sec. III, and change the origin of momentum k → k + π/(2d).
In this basis, Eq. (11) becomes

Ĥ′
S(k) → H̃S(k) = −2J sin(kd)σ1 + 2δ cos(kd)σ2. (A4)

The Hamiltonian Ĥ′
θ given by Eq. (12) is not modified

by this transformation. Note that this is a trivial Gauge
transformation that cannot change the topological properties
of the system. Interestingly, in this basis, the system has CS,
time-reversal symmetry (TRS), and particle-hole symmetry
(PHS). The operators implementing these symmetries are
detailed in Table II. The method used to determine the system’s
symmetries is detailed in Appendix C.

From Table II, we find that the system presents CS, TRS,
and PHS, all of which square to the identity. This tells us

TABLE II. In the first column, the operators implementing
various symmetries of Ĥ′

F are listed. We list the squares of these
operators in the second column.

Symmetry Operator Square

Chiral symmetry σ3 σ0

Time-reversal symmetry σ3K̂ σ0

Particle-hole symmetry K̂ σ0

immediately that we are in the BDI class of the topological
classification of Hamiltonians, i.e., the same symmetry class
as the Creutz ladder.

We will now proceed to show that H̃F , the Floquet
Hamiltonian, maps onto the Creutz ladder when J = δ. We
can find H̃F by substituting Eqs. (12) and (A4) into Eq. (14).
In the limit J = δ, H̃F is

H̃F = ± Ẽ(k)

sin[Ẽ(k)]
{−sgn(δ) sin(2δ) sin(kd)σ1

+ [− cos(2δ) sin(θ )+sgn(δ) cos(θ ) sin(2δ) cos(kd)]σ2}.
(A5)

Apart from the upfront Ẽ(k)/ sin[Ẽ(k)], this is exactly the
Creutz ladder Hamiltonian Eq. (A2), with

v = sgn(δ) sin(2δ), (A6)

w = −sgn(δ) cos(2δ) sin(θ ), (A7)

g = − cos(θ ) sin(2δ). (A8)

By substituting these values in Eq. (A3), we can calculate the
winding number νC and deduce the phase diagram in this time
frame, which is represented in Fig. 15. While we expect the
upfront term Ẽ(k)/ sin[Ẽ(k)] to deform the band structure, it
does not change the symmetry properties of H̃F , and therefore
cannot change its topological properties as long as it does not
close the band gap.

In expressing Û′ in the symmetric form for Eq. (14), we
made a choice of time frame. There exists another time frame
which has an inversion point in time and has the form

Û′
T = e−iĤ′

S/2e−iĤ′
θ e−iĤ′

S/2. (A9)

While the system in this time frame does not map onto the
Creutz ladder, it does have a winding number νT , which is
the second topological invariant represented in Fig. 15. By
comparing Figs. 7 and 15 when δ > 0, we notice that

νC = ν0 + νπ , (A10)

νT = ν0 − νπ , (A11)

in agreement with Ref. [35]. When J < 0 all winding numbers
from Fig. 7 change sign. Taking this into account, we see that
the winding numbers from Fig. 15 obey Eqs. (A10) and (A11)
also when J = δ < 0. Remember that the phase of the atomic
quantum walk is independent of the absolute value of J . Thus
the Creutz ladder accurately gives the winding number of the
atomic quantum walk even when J �= δ.
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FIG. 15. Winding numbers {νC,νT } of the atomic quantum walk
when J = δ. In the time frame Eq. (14), the system maps onto the
Creutz ladder and νC is accurately predicted by Eq. (A3). νT is
the winding number in the other symmetric time frame Eq. (A9).
These are related to the winding numbers ν0,νπ through Eqs. (A10)
and (A11).

APPENDIX B: DOUBLE ATOMIC QUANTUM WALK

As we explained in Sec. III, the system has the dynamics
of a quantum walk. As we mentioned in this same section
however, our protocol is slightly more complex than the
standard quantum walk considered in Refs. [17,21,26]. Indeed,
we saw that each eigenstate of ĤS is doubly degenerate,
implying that two wave packets exist in each circled region of
Fig. 2. As a result of this, our quantum walk has four internal
states, coupled by the coin operation Ĉθ . In the following,
we will show that the system can be interpreted as two
independent quantum walks using the simplified (two-state)
basis.

As a first step, consider the plane-wave eigenstates of the
Hamiltonian Ĥ′

S of Eq. (13). These can be written as

|±′,k〉 = 2−1/2(1,±eiφ(k)), (B1)

φ(k) = arg[J cos(kd) + iδ sin(kd)], (B2)

where |+′,k〉,|−′,k〉 are the eigenstates belonging to the top
and bottom bands respectively, and “arg” denotes the phase of
the complex number. By the same arguments as in Sec. III,
wave packets centered narrowly around k = π/(4d) can be
used as right and left movers for a quantum walk, if they are
from the bottom or top bands respectively, as represented on
Fig. 16. As previously, these are translated in real space by Ĥ′

S

at equal and opposite velocities.
To understand in what sense this system describes a

quantum walk, we express Ĉ′
θ in the basis |+′,k〉,|−′,k〉. We

FIG. 16. Dispersion of Ĥ′
S Eq. (13) for J = π/3 and δ = 0.42.

The wavepackets centered around k = π/(4d), where the slope is
locally linear, are circled by a solid line. Due to the symmetry of
the dispersion about E = 0, these states move at equal and opposite
average velocities. The regions circled in Fig. 2 correspond to a
superposition of the wavepackets centered at k = π/(4d) and the ones
centered at k = −3π/(4d) (circled by a dotted line). The couplings
induced by Ĉ′

θ are illustrated by arrows. When both the states in the
region of k = π/(4d) and k = −3π/(4d) are populated, the system
performs two simultaneous, independent quantum walks.

find

Ĉ′
θ = e−iĤ′

θ ; (B3)

H′
θ = θ

(
sin[φ(k)] i cos[φ(k)]

−i cos[φ(k)] − sin[φ(k)]

)
. (B4)

This corresponds to a rotation by an angle θ about the axis
(0,− cos[φ(k)], sin[φ(k)]). Consequently, the chiral symmetry
operator in the basis is �̂ = σ1.

To recapitulate, we have defined left- and right-moving
states of a walker, which are translated in real space at average
equal and opposite velocities. Our walkers are periodically
coupled by the Ĉ′

θ operation, as indicated in Fig. 16. In this
sense the protocol fits exactly our definition of a quantum
walk. Note however that no choice of θ can in general fully
interchange right and left walkers; in this respect it is different
from the quantum walks considered in Refs. [17,21,26].

An additional subtlety comes from the choice of initial
state. Let |+,k, ↑〉,|+,k, ↓〉 be the eigenstates of ĤS Eq. (3)
in the superlattice basis, corresponding to the state with
quasimomentum k belonging to the top band with spin
↑ or ↓ respectively, and |−,k, ↑〉,|−,k, ↓〉 their bottom
band counterparts. In general, these states are related to the
eigenstates of Ĥ′

S through

4|±,k, ↑〉 = (τ0 + τ3) ⊗ (|±′,k〉 + |±′,k + π〉) (B5)

(τ0 − τ3) ⊗ σ1(|±′,k〉 − |±′,k + π〉), (B6)

and

4|±,k,↓〉 = (τ0 + τ3) ⊗ (|±′,k〉 − |±′,k + π〉) (B7)

(τ0 − τ3) ⊗ σ1(|±′,k〉 + |±′,k + π〉), (B8)

where only the σi matrices act on the states |±′,k〉.
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When simulating the atomic quantum walk, we chose as
an initial state the Gaussian wave packet narrowly centered
around k = π/(4d) in the superlattice basis, as circled in
Fig. 2. This state can be expressed in the simpler basis of
Ĥ′

S and Ĉ′
θ as a superposition of wave packets centered about

k = π/(4d) and k = −3π/(4d), as represented in Fig. 16 by
solid and dotted circles respectively. Thus with this initial
state we are performing two quantum walks at the same time
in superposition (the two right- and two left-moving states are
shown in Fig. 16). As states with different quasimomenta are
not coupled by Ĉ′

θ , these really are two independent quantum
walks. Since they correspond to orthogonal basis states, they
cannot interfere, and so the measured probability distribution
after a number of time steps is a probabilistic mixture of these
two walks.

APPENDIX C: SYMMETRIES OF THE
ATOMIC QUANTUM WALK

In general in one dimension, a system can display nontrivial
topological behavior only if it is constrained by certain
symmetries. We are interested in whether or not the atomic
quantum walk presents time reversal symmetry (TRS), particle
hole symmetry (PHS), and chiral symmetry (CS), which
determine the system’s topological class. While we study the
case specific to our system, a more general and complete study
of symmetries and their relevance to topological phases can
be found in Ref. [51]. For simplicity, we will work in the basis
where Û′ is given by Eq. (14).

The system has CS if there is a unitary operator �̂

acting within a single unit cell which anticommutes with the
Hamiltonian

�̂Ĥ
′
F (k)�̂† = −Ĥ

′
F (k) ⇒ �̂Û

′
(k)�̂† = Û

′
(k)†. (C1)

Thanks to the symmetric form of Eq. (14), if an operator �̂

simultaneously anticommutes with Ĥ′
θ and Ĥ′

S , it automatically
satisfies Eq. (C1):

Û′† = eiĤ′
θ /2eiĤ′

S eiĤ′
θ /2

⇒ �̂Û′†�̂† = ei�̂Ĥ′
θ �̂

†/2ei�̂Ĥ′
S �̂†

ei�̂Ĥ′
θ �̂

†/2

= Û′.

(C2)

Thus, if �̂ is a valid CS for Ĥ′
θ and Ĥ′

S , it is also a CS operator
for Û′. By inspection of Eqs. (12) and (13), we find that �̂ = σ3

simultaneously anticommutes with Ĥ′
θ and Ĥ′

S , and is therefore
the CS operator in this basis.

But is it the only operator which satisfies Eq. (C1)? Given
a matrix Û′ which has the form Eq. (14), it can happen that �̂

satisfies Eq. (C1) without simultaneously anticommuting with
Ĥ′

S and Ĥ′
θ . Assuming this is true, however, leads to strong

constraints on the form of Ĥ′
S and Ĥ′

θ . In particular, when Ĥ′
S

is a function of quasimomentum (as in the present case), there
will in general exist no additional CS operator. This result
must remain valid when θ varies spatially. Indeed, breaking
translational invariance cannot introduce new symmetries in
the system.

We can now turn to the other symmetries of the system,
starting with TRS. The system has TRS symmetry if there is an
antiunitary operator T̂ which commutes with the Hamiltonian,

and acts only within a single unit cell. Without loss of
generality, we can express T̂ as the product of a unitary
operator τ̂ and K̂, the complex conjugation operator: T̂ = τ̂ K̂.
The complex conjugation operator is an antiunitary operator
which acts as

〈K̂n|K̂ψ〉 = ψ(n)∗. (C3)

Using |k〉 = ∑
n exp(−iknd)|n〉, we find that

〈K̂k|K̂ψ〉 =
∑

n

e−ikndψ(n)∗ = ψ(−k)∗. (C4)

Thus K̂ sends k → −k. Searching for a TRS operator therefore
amounts to finding τ̂ such that

τ̂ Ĥ
′
F (−k)T τ̂ † = Ĥ

′
F (k) ⇒ τ̂ Û

′
(−k)T τ̂ † = Û

′
(k). (C5)

As previously, if an antiunitary T̂ simultaneously commutes
with Ĥ′

S(k) and Ĥ′
θ , it automatically satisfies Eq. (C5). In this

case however, no such operator exists. This is not sufficient
to say that the system does not have TRS. As was the case
with CS however, the existence of T̂ which satisfies Eq. (C5)
without simultaneously commuting with Ĥ′

S(k) and Ĥ′
θ would

imply strong constraints on these matrices. These are in general
not satisfied when Ĥ′

S(k) and Ĥ′
θ are functions of independent

variables. We can confirm numerically that the system does
not have TRS by plotting the dispersion of Ĥ′

F . Indeed, TRS
implies that any eigenstate of Ĥ′

F has a partner eigenstate
with equal energy and opposite quasimomentum. Because
the system’s spectrum is not symmetric about k = 0, we can
conclude that the system does not present TRS.

Finally, the system has PHS symmetry if there is a antiu-
nitary operator P̂ which anticommutes with the Hamiltonian.
We define �̂, the unitary part of P̂ , such that P̂ = �̂K̂. This
operator satisfies

�̂ĤF (−k)T �̂† = −ĤF (k) ⇒ �̂Û(−k)T �̂† = Û(k)†. (C6)

We already know that there is no such operator due to the
absence of TRS. Indeed, if Û′ admitted both CS and PHS, their
product would yield an antiunitary matrix which commutes
with the Hamiltonian, and this operator would satisfy Eq. (C5).
As no such operator exists, we can conclude that PHS is also
absent from this system.

The presence of only chiral symmetry implies that the
atomic quantum walk belongs to the AIII class of the classi-
fication of topological phases. Hamiltonians in this symmetry
class can in general have nonzero winding numbers [30].

As a closing remark, we remind the reader that in Sec. III,
we approximated the time evolution by Eq. (7). We were
able to do this by saying that the spin mixing pulse is so
short and intense that ĤS is negligible during this period. We
now point out that, because the CS operator anticommutes
simultaneously with Ĥ′

S and Ĥ′
θ , even when our approximation

breaks down, CS is not broken. Finally, note that �̂ = σ3 is an
operator which acts within a single unit cell. This implies that
we can break translational invariance without breaking chiral
symmetry.
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Spielman, G. Juzeliūnas, and M. Lewenstein, Synthetic Gauge
Fields in Synthetic Dimensions, Phys. Rev. Lett. 112, 043001
(2014).

[40] M. Mancini, G. Pagano, G. Cappellini, L. Livi, M. Rider, J.
Catani, C. Sias, P. Zoller, M. Inguscio, M. Dalmonte, and L.
Fallani, Observation of chiral edge states with neutral fermions
in synthetic Hall ribbons, Science 349, 1510 (2015).

[41] B. K. Stuhl, H.-I. I. Lu, L. M. Aycock, D. Genkina, and I. B.
Spielman, Visualizing edge states with an atomic Bose gas in
the quantum Hall regime, Science 349, 1514 (2015).

[42] M. Lohse, C. Schweizer, O. Zilberberg, M. Aidelsburger, and I.
Bloch, A Thouless quantum pump with ultracold bosonic atoms
in an optical superlattice, Nat. Phys. 12, 350 (2015).

[43] S. Nakajima, T. Tomita, S. Taie, T. Ichinose, H. Ozawa, L. Wang,
M. Troyer, and Y. Takahashi, Topological Thouless pumping of
ultracold fermions, Nat. Phys. 12, 296 (2016).

[44] M. Karski, L. Forster, A. Alberti, W. Alt, A. Widera, and D.
Meschede, Direct observation and analysis of spin dependent
transport of single atoms in a 1D optical lattice, J. Korean Phys.
Soc. 59, 2947 (2011).

[45] I. H. Deutsch and P. S. Jessen, Quantum-state control in optical
lattices, Phys. Rev. A 57, 1972 (1998).

[46] D. Jaksch, H.-J. Briegel, J. I. Cirac, C. W. Gardiner, and P. Zoller,
Entanglement of Atoms via Cold Controlled Collisions, Phys.
Rev. Lett. 82, 1975 (1999).

[47] M. Creutz, End States, Ladder Compounds, and Domain-Wall
Fermions, Phys. Rev. Lett. 83, 2636 (1999).
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