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Inhibitory interneurons are considered to be the controlling units
of neural networks, despite their sparse number and unique
morphological characteristics compared with excitatory pyramidal
cells. Although pyramidal cell dendrites have been shown to
display local regenerative events—dendritic spikes (dSpikes)—
evoked by artificially patterned stimulation of synaptic inputs,
no such studies exist for interneurons or for spontaneous events.
In addition, imaging techniques have yet to attain the required
spatial and temporal resolution for the detection of spontaneously
occurring events that trigger dSpikes. Here we describe a high-
resolution 3D two-photon laser scanning method (Roller Coaster
Scanning) capable of imaging long dendritic segments resolving
individual spines and inputs with a temporal resolution of a few
milliseconds. By using this technique, we found that local, NMDA
receptor-dependent dSpikes can be observed in hippocampal CA1
stratum radiatum interneurons during spontaneous network activ-
ities in vitro. These NMDA spikes appear when approximately 10
spatially clustered inputs arrive synchronously and trigger supra-
linear integration in dynamic interaction zones. In contrast to the
one-to-one relationship between computational subunits and den-
dritic branches described in pyramidal cells, here we show that
interneurons have relatively small (∼14 μm) sliding interaction
zones. Our data suggest a unique principle as to how interneurons
integrate synaptic information by local dSpikes.
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Interneurons are critically important for synaptic plasticity and
synchronization of oscillatory activities and have been sug-

gested to provide temporal control for principal cells (1). Al-
though the output of interneurons is more thoroughly studied,
there is only sparse evidence on how the inputs on their den-
drites act when activated in concert under in vitro conditions. In
contrast, there are a number of phenomena explored concerning
signal integration on principal cells that have not been described
on interneurons. Spatial clustering of synchronized synaptic
inputs can lead to nonlinear integration and regenerative events
in dendrites of principal neurons, increasing their computational
power (2–8). On the contrary, interneurons were previously sug-
gested to have more linear or sublinear integration properties—
features that might imply a passive involvement in neuronal
operations (9). Dendritic integration in principal cells is medi-
ated by multiple layers of logical integrators (2, 6, 10), the first
layer being the apical Ca2+ and axonal Na+ integration zone,
generating relatively more global propagating spikes. At the
same time, both tuft and basal thin dendritic branches are able to
generate NMDA spikes, providing an integration method for
distant inputs to overcome strong dendritic filtering (11) and
drive the output of the cell (10). On the contrary, we are aware of
no studies to date that have shown that local regenerative spikes
(evoked or spontaneous) can occur in interneuron dendrites. The
NMDA spikes in pyramidal cells are initiated by voltage-gated
Na+ currents and are also shaped by voltage-gated Ca2+ and
A-type K+ currents (3, 12, 13). Modulation of these voltage-gated
channels by previous dendritic input patterns or nonsynaptic
neurotransmitters in individual branches could induce changes in
coupling between local dendritic spikes (dSpikes) and the soma,

suggesting that they could provide dynamic memory functions on
an individual branch level (14, 15).
Local regenerative dendritic events in all studies to date have

been initiated by using artificially patterned stimulation by gluta-
mate uncaging or electric stimulation. Surprisingly enough, there
is as yet no clear evidence that physiological operational states of
the microcircuits are capable of activating the required number of
synapses converging onto restricted dendritic segments of post-
synaptic neurons within a short time window to generate dSpikes.
Spontaneous dSpike detection calls for a high-resolution 3D tech-

nique that imagesmany hundreds of pixels for a given long, tortuous
dendritic segment with a temporal resolution of at most a few mil-
liseconds, and z-scanning range of at least several tens of micro-
meters, being capable of resolving spontaneous synaptic events (16).
Current 3D imaging techniques do not fulfill these requirements for
both spatial and temporal resolution, as none of the currently
available fast imaging techniques (i.e., temporal resolution <10 ms)
have demonstrated simultaneous functional 3D imaging of two or
more dendritic spines or more than 16 points (17–19).
In this study, by using a unique 3D trajectory scanning tech-

nique (Roller Coaster Scanning) under in vitro conditions, we
were able to detect and characterize spontaneous network ac-
tivity driven dendritic (i.e., NMDA) spikes generated by non-
linear synaptic integration in hippocampal CA1 stratum ra-
diatum interneurons (RAD INs).

Results
In Vitro Roller Coaster Scanning of Interneuron Dendrites. To ach-
ieve high spatial as well as temporal resolution, we extended our
2D multiple line scanning method (20) to 3D by imaging points
along a 3D trajectory with use of a high-speed, piezoelectric
objective positioner (Roller Coaster Scanning; Materials and
Methods and SI Materials and Methods). Line scanning with
galvanometric mirrors was precisely synchronized to the phase of
the z axis movement of the nonlinearly resonating objective (Fig.
S1A–C). This approach yields a 3D trajectory selected to match
spines and long cellular processes, in our case dendritic shafts
labeled during whole-cell recordings (Fig. S2A; same trajectory
shown in red in Fig. S1 D and E and Movies S1 and S2). The
method allowed in vitro imaging of dendrites as long as 250 μm
situated in a wide field of view (maximum 650 μm × 650 μm,
16,384 × 16,384 pixels) and a suitable z-scanning range (maxi-
mum 25 μm) with a resolution characteristic to two-photon mi-
croscopy (<450 nm) and high repetition rates (150–690 Hz)
without limiting pixel dwell time (Fig. S2). These parameters
allowed a remarkable increase in the imageable fraction of the
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complete dendritic tree (Kolmogorov–Smirnov test, P < 0.001;
Fig. S2C), enabling us to detect and characterize spontaneous
events, such as spatially extensive dSpikes and small compart-
mentalized unitary events.

Spontaneous Network-Driven dSpikes in Interneurons. Spontaneous
synaptic activity in brain slices placed in a conventional sub-
merged recording chamber is low compared with in vivo
recordings (21). Under these conditions, modest synaptic inputs
may not be sufficient to produce dSpikes (2, 3, 13, 14, 22, 23).
Here we took advantage of a recently developed recording
chamber with dual superfusion, in which the tissue slices could
be supplied with enough oxygen to maintain physiologically rel-
evant network activities (24) in a combination with optical de-
tection of dSpikes (Fig. 1D).
Wesystematically searched for spontaneousandCA3stimulation-

induced dendritic events by 3D imaging of long dendrites of RAD
INs (42.3± 7.4μm; range, 10–250μm;Fig. 1A–C), ofwhich 13 cells
were anatomically identified as dendrite-targeting inhibitory cells
(25) (SIMaterials andMethods).RollerCoaster Scanning provided
on average an approximately 27-fold increase in access rate to
dendritic segments of this length (Fig. S2C).
Two major groups of responses were identified based on their

spatiotemporal distribution (the two groups were confirmed by
cluster analysis, as described later). In the first group, 3D Ca2+
responses (spatially normalized and projected Ca2+ transients
measured along the 3D trajectory; SI Materials andMethods) were
relatively small (22 ± 2% ΔF/F; n = 9 cells) and had a narrow
spatial distribution (5.2 ± 0.9 μm), consistent with properties
characteristic of a single or few inputs [group noted as excitatory
postsynaptic potential (EPSP)-Ca2+ and EPSP in Fig. 1 E–G] (16,
20, 26–28). The spatiotemporal resolution of Roller Coaster
Scanning was confirmed by revealing very restricted 3D Ca2+
responses [FWHM, 2.60 ± 0.48 μm; decay time constant, 63.9 ±
6 ms; rise time, 6.13 ± 1.13 ms; noted as unitary EPSP (uEPSP)-
Ca2+ on Fig. 1 E–G and I], which could have been hard or even
impossible to detect when applying running average on the data to
mimic the scanning speed (10–20 Hz) used in previous studies
(Fig. S3 B–D) (18). EPSPs of small, possibly unitary amplitude
accompanied uEPSP-Ca2+s (uEPSP, 0.55 ± 0.12 mV; Fig. 1 E–G
and I; n = 8 cells) (16, 20, 26). In contrast to EPSP-Ca2+, the
second group consisted of 3D Ca2+ responses that were larger
(51 ± 8% ΔF/F; P= 0.005; n= 9 cells), and had a broader spatial
distribution (13.6 ± 2.4 μm; P = 0.003), in agreement with prop-
erties characteristic of local dSpikes (Fig. 1 E–I and Fig. S3 A, E,
and F) (3). The decay time of postsynaptic potentials underlying
dSpikes was more prolonged compared with EPSPs (EPSP, 22.8±
5.8 ms; dSpike, 79.7 ± 23.8 ms; P = 0.02) and area increased by
314 ± 57% (P = 0.007; n = 9; Fig. 1F and Fig. S3A), more than
expected from the amplitude difference (EPSP, 2.2 ± 0.7 mV;
range, 0.77–7.97mV; dSpike, 4.9± 1.5mV; range, 1.59–15.37mV;
amplitude increased by 267 ± 59%; P = 0.02; n = 9; Fig. 1F and
Fig. S3A). In addition to spontaneous events, stimulation in CA3
(1–5 stimuli, 100 Hz, 35–65 V) could also induce dSpikes with
properties similar to spontaneous spikes (Fig. 1 E andH). dSpikes
and EPSPs with variable amplitude and position occurred within
the same dendritic segments (Fig. 1I and Fig. S3 E and F).

Properties of dSpikes. To characterize dSpikes in more detail, we
induced EPSPs (8.9 ± 1.9 mV) by focal synaptic stimulation in
a conventional recording chamber while thin second- and third-
order dendrites (0.8 ± 0.06 μm in diameter) were imaged in 3D
(Fig. 2 A and B). Low stimulation intensities induced relatively
stable and small amplitude 3D Ca2+ responses, which were ac-
companied by rapid membrane potential transients similar to the
spontaneous EPSPs detailed earlier (Fig. 2 B–D). Increasing
stimulation intensities induced a switch to bistable responses,
fluctuating between EPSP-like and dSpike-like events in which
3D Ca2+ response amplitudes increased (Fig. 2 B–D) and so-
matic voltage transients (Fig. 2 C and D) became relatively
elongated, giving a “shoulder-like” appearance. In many cases,
individual dSpikes were not clearly distinguishable based solely

on electrophysiological parameters (e.g., decay time or area; Fig.
S4D), most likely because of dendritic filtering. Thus, we used
cluster analysis to detect individual dSpikes (Materials and
Methods and Fig. S4B), which yielded two distinct clusters
(cluster1, EPSPs; cluster2, dSpikes; Fig. 2E). The average 3D Ca2+
response amplitudes and EPSP areas determined for the two clus-
ters in individual cells were significantly different (EPSP-Ca2+peak,
18.0 ± 3.2% ΔF/F; dSpikepeak, 53.8 ± 8.1% ΔF/F; P = 0.0001;
EPSParea, 0.57 ± 0.12 mVs; dSpikearea, 1.06 ± 0.18 mVs; P < 10−4;
n = 19 cells; Fig. 2F and Fig. S4A). Further investigation revealed
that the cluster of dSpikes showed significantly larger values in
five additional parameters (n = 19 cells; Fig. 2F and Fig. S4A).

Fig. 1. Spontaneous and CA3 stimulation-induced subthreshold dSpikes
in CA1 Interneurons. (A) 3D reconstruction of an interneuron. Long dendritic
segments (Inset) were systematically imaged to find spontaneous or CA3
stimulation-induced synaptic responses (also see Fig. S2B). (B) Spatially nor-
malized and linearized 3D dendritic Ca2+ transients (3D Ca2+ responses; color
bar, 0–63% ΔF/F; dendritic length, 76 μm) show a well compartmentalized
spontaneous synaptic response (Top) and a more homogeneous response
evoked by five bAPs (Bottom). (C) Reconstruction of representative hippo-
campal CA1 interneuron showing the recording location. (Inset) Experimental
configuration. (D) Amplitude distributions of EPSPs recorded from CA1
interneurons (30 s/cell) in conventional (blue, n = 9 cells) and dual-superfusion
slice chamber (red, n = 11 cells) were significantly different (Kolmogorov–
Smirnov test, P < 0.001). (Inset) Representative somatic membrane voltage
trace recorded in the dual-superfusion slice chamber. (E) 3D Ca2+ responses
representing types of spontaneous events (empty triangles) occurring in an
alternating manner and response following CA3 stimulation (filled triangle)
in a dendritic region from B (gray dashed lines). (F) Ca2+ transients (average of
five to seven traces) derived at the peak of the 3D Ca2+ responses in B and
E. Gray traces show mean ± SEM. (Inset) Corresponding somatic membrane
voltage. (Scale bars: 4 mV and 15 ms.) (G) Spatial distribution of peak 3D Ca2+

responses in B and E. Gray traces show mean ± SEM. (H) A CA3 stimulation-
evoked dSpike, followed by a spontaneous dSpike in the same dendritic seg-
ment. (Right) Corresponding Ca2+ transients (neighboring dendritic segment
in black). (I) Representative 3D Ca2+ responses from the region in H show
a spontaneous dSpike and numerous spontaneous unitary events. (Right)
Corresponding Ca2+ transients (also see Fig. S3).
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The cluster analysis method repeated on the spontaneous
responses recorded in the dual-superfusion slice chamber (Fig. 1)
confirmed the presence of the previously identified groups
(dSpikes andEPSPs; Fig. 2E andFig. S4C). Similarly to the evoked
events, we found a significant difference in the seven parameters
for spontaneous dSpikes comparedwith spontaneous single or few
input-evoked events (n=9 cells; Fig. 2F and Fig. S3A). Separation
of the clusters was not possible when reducing the temporal res-
olution from 150 Hz to 10 to 20 Hz (Fig. S3 B–D).

NMDAR Channels Are Involved in dSpikes in Interneurons. The rel-
atively slow response kinetics of the depolarizing shoulder of
dSpikes may suggest the involvement of NMDA receptors (3, 10,

29, 30). Indeed, application of the NMDA receptor antagonist
AP5 (60 μM) completely eliminated synaptic stimulation-evoked
dSpikes, leaving only EPSP-like membrane potential responses
without a depolarizing shoulder (control dSpikearea, 1.724 ±
0.269 mVs; AP5area, 0.363 ± 0.051 mVs; P < 0.0001; control
EPSParea, 0.645 ± 0.096 mVs; τctrl EPSP+dSpike = 155.2 ± 18.3 ms;
τAP5 = 80.2 ± 7.8 ms; P < 0.01; n = 6 cells; Fig. 2G and Fig.
S4E). Moreover, simultaneously recorded 3D Ca2+ responses
were blocked in the presence of AP5 (control dSpikearea, 31.2 ±
7.1%·s; AP5area, 0.478 ± 0.98%·s; P < 0.01; control EPSP-Caarea,
20.6 ± 4.7%s; n = 5 cells; Fig. 2H and Fig. S4E). Perfusion with
artificial cerebrospinal fluid (ACSF) lacking Mg2+ (replaced with
2 mM Ca2+) robustly increased the incidence and spatiotem-
poral expanse of dSpikes (Fig. S4 F and G), underlining the role
for NMDA receptors in dSpike generation.

Nonlinear Signal Integration Through NMDA Spikes in Interneurons.
The aforementioned results suggest that spatially and temporally
clustered synaptic inputs generated by spontaneous network ac-
tivity or electrical stimulation can generate local, somatically
subthresholdNMDAspikes in dendrites ofRADINs.Thenumber
of convergent inputs arriving to a particular dendritic segment
capable of initiating dSpikes could be roughly estimated from our
measurements of PeakdSpikes/PeakuEPSPs as approximately 9.1. To
explore the number of synaptic inputs and the nature of synaptic
input patterns required to initiate a dSpike, we turned to two-
photon glutamate uncaging. Interneuron synapses were func-
tionally mapped by glutamate uncaging as it has been shown pre-
viously for pyramidal cells (31) (Fig. S5B). We measured the
summation of dendritic 3D Ca2+ responses and simultaneously
recorded somatic EPSPs evoked by multisite photostimulation
(gluEPSP). The clustered input patterns used had a density of
0.8 ± 0.1 μm per input, corresponding to the reported 0.7–1.3 μm
per synapse density (32), and covered 18.1 ± 2.6 μm dendritic
segments (Fig. 3A). Clusters were located 76± 9 μmfrom the soma
on randomly chosen dendritic segments. The single spot uncaging
time and laser intensity were set to reproduce unitary EPSPs and
high-osmolarACSF inducedmEPSPs evoked at the same distance
from the soma (Materials and Methods). Such clustered input pat-
terns always induced 3D Ca2+ responses that increased in a sig-
moid fashion as a function of input numbers with a sharp nonlinear
increase occurring at oneparticular input number (threshold, 9.8±
1.4 inputs; range, 5–18; n = 12 cells; Fig. 3E), after which they
continued to increase at a slower rate with each extra input (Fig. 3
B–E). [Ca2+]i responses calculated from 3D Ca2+ responses fol-
lowed a similar relationship, suggesting a minimal contribution of
dye saturation or nonlinearity (Fig. S5C).
The corresponding somatic voltage response mirrored the Ca2+

responses, as the EPSP amplitude followed a similar sigmoid
curve with a step-like increase occurring at the same threshold
input number (Fig. 3 F and G), after which the amplitude con-
tinued to increase at a slower rate. The occurrence of dSpikes
was also reflected by a sudden increase in the late component of
the first derivate of EPSPs (δV/δt; Fig. 3H). Uncaging-induced
suprathreshold 3D Ca2+ and somatic voltage responses (from
threshold plus three to six inputs) reproduced spontaneous
dSpike-Ca2+ and dSpikes, respectively (amplitude, P = 0.38 and
P = 0.23), whereas subthreshold responses (from threshold mi-
nus three to six inputs) were similar to spontaneous EPSP-Ca2+s
and corresponding EPSPs (amplitude, P = 0.45 and P = 0.93;
Fig. S5A; also see Figs. S3A and S4A for comparison). Similarly
to spontaneous events, uncaging-evoked dSpikes and EPSPs
produced all-or-none 3D Ca2+ responses at neighboring den-
dritic areas (P > 0.05 for EPSPs and P < 0.05 for dSpikes, sign
test was performed in 1-μm bins at 12–16 μm distance from the
center of the uncaging input sites, n = 5 cells; compare Fig. 1G
vs. Fig. 3C and Fig. S7B).
Is the tight clustering of inputs with their nonlinear inter-

actions necessary for dSpike initiation, or can they be spread
across long dendritic segments? To answer this question, we
repeated the aforementioned experiments with distributed input
patterns (Fig. 3A). In contrast to the sharp sigmoid input–output

Fig. 2. Properties of dSpikes in interneurons. (A) Maximum intensity image
stack projection. (B) Near AP threshold 3D Ca2+ responses induced by focal
synaptic stimulation showing two characteristic states, EPSP-Ca2+ and dSpike.
(C) Successive Ca2+ transients derived at the peak of the 3D Ca2+ responses in
B show that responses alternated between the two states (EPSP-Ca2+ and
dSpike). (Right) Corresponding membrane potentials. Asterisk marks the
depolarizing shoulders. (D) Magnitude of Ca2+ and voltage responses at
subthreshold, near AP threshold and at suprathreshold stimulus intensities.
Gray dashed lines indicate the interval of the alternating responses shown in
C. (Bottom) Peak voltage of stimulus pulses. (E) Method of dSpike separation
for spontaneous (measured in double perfusion chamber) and evoked
responses. The average of monocomponent EPSPs was subtracted from in-
dividual EPSPs, the results were integrated, normalized (depolarizing
shoulder), and plotted against normalized peak 3D Ca2+ responses (n = 19
cells). Analysis yielded two clusters of EPSPs and dSpikes both for sponta-
neous and evoked responses: (triangles, evoked; circles, spontaneous).
(Right) Histogram shows the projection to linear-fitted axis. (F) Ratio of
parameters characterizing the two clusters for evoked (Left) and sponta-
neous (Right) events (τ, decay time constant). (G and H) Somatic membrane
potentials and corresponding Ca2+ transients before (red and dark gray
traces are averages of the two clusters), in the presence of the NMDA re-
ceptor antagonist AP5 (60 μM; blue trace) and after washout (orange and
black traces; Fig. S4E). Gray traces show mean ± SEM. Note that dSpikes
occur in control and washout, but disappeared in AP5 (also see Fig. S4).
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relation produced by clustered inputs, distributed inputs pro-
duced slowly increasing, more linear input–output relationships
(Fig. 3 B, C, E, and G and Fig. S6 A–C). Therefore, our data
show that, in contrast to pyramidal cells (13, 14), differently
distributed input patterns are not equivalent within the same
dendritic branch. That is, individual branches in interneurons do
not function as single integrative compartments, but rather
a spatial clustering of inputs below the level of individual den-
dritic branches (i.e., computational subunits) is required.
These data show two components of the Ca2+ and simulta-

neously recorded membrane transient summation produced by
clustered inputs. The first is a relatively smaller, linear summa-
tion of the inputs reproduced by distributed input patterns, onto
which a second, step-like increase was superimposed as a conse-
quence of the nonlinear spatial interaction of the inputs gener-
ating dSpikes (Fig. 3 E and G).
As dSpikes were shown to be AP5-sensitive, next we asked

whether the nonlinear spatial interaction of clustered uncaging
inputs is also mediated by NMDARs. Blockade of NMDARs
reduced the 3D Ca2+ transients produced by clustered inputs by
a factor of approximately nine (Fig. 3 B, C, and E and Fig. S6A)
and switched the summation from sigmoid to linear (Fig. 3E).
Corresponding EPSPs were more moderately (factor of ap-
proximately two to three) reduced in amplitude and their decay
time constants were shorter, analogous to the results of the
previous experiments with the use of focal electric stimulation
(Fig. 3G and Fig. S6 B and C). The input–output function of
EPSPs was also switched from sigmoid to linear (Fig. 3G). Ca2+
(and simultaneously recorded membrane transient) amplitudes
were significantly different in control conditions and in the
presence of NMDAR blockade even down to threshold minus
seven inputs, showing a nonzero contribution of NMDA recep-
tors below threshold (P < 0.05; n = 6).
In contrast to the major effect of NMDA receptor blockade on

sigmoid input–output relationships, the sodium channel blocker
TTX (1 μM) or a mixture of voltage-gated Ca2+ channel blockers
(mibefradil 50 μM, nimodipine 20 μM, omega-conotoxin GVIA 5
μM) changed the Ca2+ and voltage responses only slightly (Fig.
S6 D–G).

Increased Propagation Speed of NMDA Spikes. If the dSpike
detected in interneurons is a dSpike that is a local regenerative
event mediated by active conductances, the lateral propagation
speed of its Ca2+ signal should be faster than that of the diffusion-

mediated EPSP-Ca2+. To test this assumption, we derived Ca2+

transients from synaptic stimulation-evoked dSpike and EPSP 3D
Ca2+ responses at equal dendritic distances and propagation time
(i.e., latency) was measured at the half maximum amplitude of the
transients (Fig. 4). EPSP-Ca2+ propagation was well character-
ized by a parabolic fit, suggesting a determining role of diffusion
(16, 27). However, the average propagation speed (i.e., dendritic
distance divided by latency) was more than 10-fold higher for
dSpikes compared with EPSP-Ca2+s, and could not be fitted by
a parabola (Fig. 4D; n = 6).

Suprathreshold dSpikes. It has been previously shown that back-
propagating action potentials (APs; bAPs) coincident with rela-
tively small synaptic events summed linearly or sublinearly in
dendrites of interneurons (16, 27). In contrast, we have found that
synaptic stimulation-evoked dSpikes accompanied by somatic fir-
ing (i.e., suprathreshold dSpike) induced larger 3D Ca2+ respon-
ses comparedwith the arithmetic sumof bAP- and dSpike-induced
3D Ca2+ response amplitudes (bAP-Ca2+, 252 ± 30 nM; dSpike,
620± 134 nM; suprathreshold dSpike, 1,385± 215 nM; n=6 cells;
P < 0.006; Fig. S7). Therefore, dSpike-induced compartmental-
ized responses are preserved even during interneuron firing.

Modeling of Dendritic NMDA Spikes in Interneurons. As neither Na+

nor Ca2+ channel blockade affected NMDA spike generation and
propagation, next we used a simplified basal dendrite model (11)
with NMDA and K+ channels only (SI Materials and Methods).
Similarly to the measured data, the multicompartment model
showed sigmoid increase in dendritic responses when increasing
the number of activated NMDA synapses in a clustered pattern
(0.6–1.4 μmper synapse). dSpikes became apparent at a threshold
input number (10.3 ± 1.3; range, 7–17; n = 11/4 dendrites/cells;
Fig. 5B) after a sharp, nonlinear increase, also reflected in the
increase of the first derivate (δV/δt; Fig. 5B).
The spike initiation point was shifted mildly to the distal di-

rection of the dendritic segment containing the NMDA synapses.
Spike propagation speed decreased when approaching the border
of the dendritic segment containing the activated NMDA chan-
nels, showing a constant speed outside of the activated zone (Fig.
5A and Fig. S8). In good agreement with the measured values,
NMDA spike propagation speed was higher (7.02 ± 2.1 μm/ms)
compared with just subthreshold EPSPs (1.7 ± 0.9 μm/ms).

Fig. 3. Nonlinear signal integration in interneuron den-
drites through dendritic NMDA spikes. (A) Top: Maximum
intensity image stack projection. Bottom: Single scan images
showing the maximal 22 locations used for two-photon
glutamate uncaging for the clustered and distributed input
patterns. (B) Representative uncaging-evoked 3D Ca2+

responses when the maximum number of inputs was acti-
vated for clustered (Top) and distributed input patterns
(Upper Middle) decreased to noise level by the NMDA re-
ceptor antagonist AP5 (60 μM; Lower Middle). Bottom: Just
subthreshold clustered inputs induced small responses with
narrower distribution. (C) Spatial distribution of the peak 3D
Ca2+ responses in B. (D) Ca2+ transients derived at the peak of
the 3D Ca2+ responses produced by the clustered uncaging
pattern at a progressively increasing number of inputs. (E)
Summary plot of the threshold (thr)-aligned, normalized
peak 3D Ca2+ responses versus relative number of inputs for
clustered (mean ± SEM, n = 14 cells), distributed input pat-
terns and for clustered inputs in the presence of AP5 (n = 6
cells). Gray dotted line shows linear fit to subtreshold values.
(Inset) Representative peak 3D Ca2+ responses following
normalization versus number of inputs (clustered) in in-
dividual cells. (F) Somatically recorded gluEPSPs associated
with the 3D Ca2+ responses in D. (G) Same as E, but for the
simultaneously recorded gluEPSPs. During alignment the
same threshold values, determined for the Ca2+ responses in E, were consequently used for the corresponding somatic voltage responses. (H) Averaged first
derivate of near threshold gluEPSPs (subthreshold, black trace; suprathreshold, red trace). Gray traces show mean ± SEM. (Scale bars: 0.5 mV/ms, 10 ms.)
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Discussion
dSpikes are intensively studied events, as they may enhance the
computational complexity of neurons (2, 3, 6, 10, 13, 14). Al-
though thoroughly investigated in principal cells, the occurrence
of these events in interneurons has not been shown, despite the
major role interneurons play in oscillations and pattern genera-
tion (1). Because previous studies dealt with interneurons as
global, single-layer integrator units consisting of linearly, slightly
sublinearly integrating dendrites, faithful postsynaptic in-
formation relay by a single AP initiation zone was assumed (9,
33, 34). The present study shows that clustered input patterns
can produce strongly supralinear dendritic integration in RAD
INs even though they have more simple, aspiny dendrites. This
could lead to the enhancement of clustered distal inputs by
taking advantage of local dendritic NMDA spikes, and therefore
distal inputs might overcome dendritic signal attenuation and
reach the axosomatic integration region (11).
Several pieces of evidence indicate that the local events in our

experiments are dSpikes. Firstly, the magnitude of the 3D Ca2+

responses induced by clustered synaptic pattern of two-photon
glutamate uncaging followed a sigmoid shape as a function of
input number, with a step-like increase at a given input number
(i.e., threshold). Here, the simultaneously recorded somatic
membrane parameters such as amplitude, width and δV/δt of
gluEPSPs also showed a step-like jump. Second, the threshold
value of the input-output curve measured in both Ca2+ response
and corresponding membrane potential was the same. Third,
spatially distributed, less interacting inputs were unable to pro-
duce a sigmoid input–output relationship. Similarly, near-
threshold focal electric stimulation also produced alternating,
all-or-none responses resembling the supra- and just sub-
threshold uncaging-evoked transients. Spatial distributions of
dSpike Ca2+ transients induced by focal stimulation or uncaging
were shown to be wider compared with subthreshold responses,
and neighboring dendritic areas in proximity to the input sites
showed all-or-none Ca2+ responses at threshold. Furthermore,
local spike generation was reflected in an approximately 10-fold
increase in lateral propagation speed.
Our results indicate that these dSpikes are NMDA spikes as

local spike-related Ca2+ responses induced by focal synaptic
stimulation or uncaging were reduced close to background fluo-
rescence levels in the presence of the NMDAR antagonist AP5,
and simultaneously recorded voltage responses lost their char-

acteristic NMDA shoulder component (30). In addition, block-
ade of NMDARs converted both Ca2+ and somatic voltage
response input–output curves from sigmoid to linear, with a much
smaller gain. dSpikes are likely to be initiated by a baseline
NMDAR activity readily detectable during subthreshold synaptic
activation. In contrast to pyramidal cells, the contribution of Na+
channels and VGCCs to dSpikes was negligible (3, 10).
Physiological network activity in a dual superfusion chamber

produced spontaneous dSpikes that could be reproduced by
clustered suprathreshold glutamate uncaging. These data suggest
that NMDA spikes could be one of the major players in vivo
during coincidence detection in neurons. In pyramidal cells,
distributed inputs had the same (or even larger) efficiency in
local spike generation compared with clustered inputs (13) in
good agreement with both two- (6, 35) and three-layer models
(10) of synaptic integration considering individual branches as
single integration compartments (2, 10, 14). In contrast, spon-
taneous and evoked dSpikes in interneurons were localized to
small dendritic segments within individual dendritic branches
(spatial half width of dSpike was ∼14 μm; average dendritic
branch length for comparison, 78 ± 15 μm; range, 30–176 μm).
The number of convergent inputs arriving to a particular den-
dritic segment capable of initiating dSpikes was estimated to be
approximately nine (i.e., PeakdSpikes/PeakuEPSPs). The inflection
point of the sigmoid input–output curves suggested a similar
threshold value, 9.8 inputs, a number smaller than that reported
for pyramidal neurons (13). Furthermore, compartmental mod-
eling with temporally and spatially clustered activation of ap-
proximately 10 NMDA synapses was able to reproduce dSpikes
(Fig. 5). This represents approximately 10% of all excitatory
terminals arriving onto a single segment of an interneuron’s
dendrite (32). The one-to-one relationship between dendritic
subunits and thin dendritic branches described in pyramidal cells
is therefore further refined in interneurons by active and dy-
namic dendritic segment subregions. The finer arithmetic struc-
ture of interneuron dendritic shafts may increase their compu-
tational power, and may partially compensate for their shorter
and smaller dendritic arborization and lower number of spines.
We have previously found a similar strategy for enhanced den-
dritic signal compartmentalization in interneurons by an in-
creased Ca2+ buffering and extrusion capacity (16, 27).
Interestingly, recent in vivo data showed a similar fine structure
of dendritic organization of sensory inputs in anesthetized mice
(36), although based on the observed small response amplitudes
authors argue against dSpikes.
Our observations of local dSpikes in thin dendrites of inter-

neurons were facilitated by more factors. We have used a unique

Fig. 5. Modeling of NMDA spikes. (A) Top: Reconstruction of a CA1 in-
terneuron. Dendritic NMDA spikes and EPSPs were evoked by the coincident
activation of 12 and six synapses, respectively (Middle, blue points). Bottom:
NMDA spike and EPSP onset latency times (NMDA spike latency and EPSP la-
tency) plotted as a function of dendritic distance and shifted to zero time. (B)
Left: Dendritic responses at progressively increasing NMDA synapse number
measured in location denoted by an asterisk in A. Right: First derivate (δV/δt)
of supra- (red) and subtreshold (black) responses. (C) Summary plot of the
threshold-aligned, normalized peak responses (mean ± SEM, n = 11/4 den-
drites/cells; compare with Fig. 3). Red line: linear fit to subthreshold values.

Fig. 4. Propagation of dSpikes. (A) Synaptic stimulation induced 3D Ca2+

responses. (B and C) Upper: Magnified view of the responses in A. Lower:
Ca2+ transients derived from the indicated color-coded regions. Yellow dots
show onset latency times measured at the half-maximum of responses. (D)
Upper: Onset latency times of the transients as a function of distance after
subtraction of the shortest latency times revealed approximately 10-fold
higher average propagation speed for dSpikes. Lower: dSpike-Ca2+ propa-
gation speed was an order of magnitude higher both at 32 °C (n = 6) and
25 °C (n = 6) compared with EPSP-Ca2+s. Also see Fig. S7.
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recording chamber with dual superfusion to maintain physio-
logically relevant network activities through better oxygen sup-
ply. We developed Roller Coaster Scanning applicable both in
vitro and in vivo, increasing the access rate to image long con-
tinuous dendritic segments. This second feature, with the pre-
served high spatial and temporal resolution, allowed us to
precisely localize the sites and properties of spontaneous (and
evoked) individual inputs, as well as their spatially and tempo-
rally patterned combinations during integration.

Our data suggest a unique principle as to how interneurons
integrate synaptic information. The interactions of spatially clus-
tered and synchronized excitatory inputs are enhanced by the in-
volvement of NMDA receptors in generating the regenerative
dSpikes (30, 37, 38) andmight provide a framework for interactions
leading to synaptic plasticity in interneuron dendrites (29, 39).

Materials and Methods
Detailedexperimentalmethodsaredescribed in SIMaterials andMethods. The
use and care of animals in this study follows theguideline of theHungarian Act
of Animal Care and Experimentation (1998; XXVIII, section 243/1998.). Slice
preparation and electrophysiological and histological analyses were carried
out as described previously (19, 20, 27, 40). In the experiments in which we
searched for spontaneous dSpikes, slices were placed into a dual-superfusion
slice chamber to maintain physiologically relevant network activity (24).

3D Two-Photon Imaging. Real-time, 3D two-photon imaging was performed
using a modified two-photon microscope (Femto2D; Femtonics) by scanning
along 3D trajectories that cross neuronal processes in 3D (i.e., Roller Coaster
Scanning) by using a customized piezo actuator for z-scanning at a frequency
range at which the movement of the lens was strongly nonlinear (SI Materials

and Methods and Movies S1 and S2). This method yielded a relatively ex-
tensive volume in which 3D trajectory scanning of dendritic segments more
than 100 μm long with high signal-to-noise ratio and speed was possible
(maximum, 650 × 650 × 25 μm3 at 150–690 Hz repetition rate; Fig. S1).

Two-PhotonUncaging. Photolysisofcagedglutamate4-methoxy-7-nitroindolinyl
(MNI)-glutamate (2.5 mM; Tocris) or MNI-glutamate trifluoroacetate (2.5 mM;
Femtonics) was performed with 720 nm ultrafast, dispersion compensated
pulsed laser light (Mai Tai HP Deep See) controlled with an electrooptical
modulator (model 350–80 LA). 3D imaging (at 840 nm) was limited to less
than 7 μm z-scanning ranges in uncaging experiments. 3D scanning was
interleaved with two-photon glutamate uncaging periods when galvan-
ometers jumped to the maximum 38 selected locations (<60 μs jump time)
and returned back to the 3D trajectory thereafter. The single spot uncaging
time and laser intensity were set to reproduce uEPSPs and local application
of high osmolar external solution induced mEPSPs (13) evoked at similar
distances from the soma (SI Materials and Methods).

Data Analysis. Statistical comparisons were performed by using Student’s
paired t test. If not otherwise indicated, data are presented as means ± SEM.

Computer Simulation. Simulationswereperformedusing theNEURONplatform
(https://senselab.med.yale.edu/modeldb/ShowModel.asp?model=136176). De-
tailed description of the modeling can be found in SI Materials and Methods.
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