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Striatal spiny projection neurons (SPNs) receive convergent excitatory
synaptic inputs from the cortex and thalamus. Activation of spatially
clustered and temporally synchronized excitatory inputs at the distal
dendrites could trigger plateau potentials in SPNs. Such supralinear
synaptic integration is crucial for dendritic computation. However,
how plateau potentials interact with subsequent excitatory and
inhibitory synaptic inputs remains unknown. By combining compu-
tational simulation, two-photon imaging, optogenetics, and dual-
color uncaging of glutamate and GABA, we demonstrate that plateau
potentials can broaden the spatiotemporal window for integrating
excitatory inputs and promote spiking. The temporal window of
spiking can be delicately controlled by GABAergic inhibition in a cell-
type-specific manner. This subtle inhibitory control of plateau poten-
tial depends on the location and kinetics of the GABAergic inputs and
is achieved by the balance between relief and reestablishment of
NMDA receptor Mg>* block. These findings represent a mechanism
for controlling spatiotemporal synaptic integration in SPNs.

dendritic computation | inhibition | plateau potential |
synaptic integration | striatum

One of the principal functions of neurons is to integrate excit-
atory and inhibitory synaptic inputs and transform subthreshold
membrane potential fluctuations into suprathreshold spiking activi-
ties. Both theoretical and experimental works have proposed that a
single neuron can process inputs as a multilayer computational de-
vice in which individual dendritic branches function as a computa-
tional unit and can generate dendritic spikes or plateau potentials
(1-4). In vivo studies have demonstrated that dendritic plateau po-
tentials evoked by coincident inputs can amplify excitatory signals
and enhance the capacity of learning and information storage at a
specific branch (5-7). However, a majority of the understanding of
dendritic computation is based on studies focusing on pyramidal
cells of hippocampal and cortical areas. It is relatively less known
whether these conclusions apply to the striatal neurons (8).

The striatum, the main input nucleus of the basal ganglia, re-
ceives convergent glutamatergic inputs from the cortex and thala-
mus (9-11). The integration of these functionally distinct inputs is
critical for fine movement control and action selection (12, 13).
The principal neurons in the striatum—spiny projection neurons
(SPNs)—display hyperpolarized membrane potentials (~—80 mV)
at rest, often referred to as the “down-state” (14, 15). It is generally
believed that coherent cortical inputs can effectively depolarize
SPNs and promote membrane potential transitions from a hyper-
polarized down-state to a depolarized “up-state” (~—55 mV), at
which point action potentials can be generated (14-16). To achieve
this ~20- to 30-mV state transition, it has been estimated that a
large number (hundreds to thousands) of active inputs would be
required (14-17). Interestingly, striatal SPNs are capable of pro-
ducing long-lasting plateau potentials following activation of spa-
tially clustered and temporally synchronized excitatory inputs at
distal dendrites. Such dendritic plateau potentials require much
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fewer excitatory inputs (tens) and could efficiently promote SPN
membrane potential state transitions, representing a unique
mechanism for gating the convergent excitatory inputs (8). How-
ever, how a dendritic plateau potential integrates subsequent ex-
citatory inputs and shapes the spatiotemporal integration window
for generating spike outputs remains unclear.

In addition, the neurons within striatal microcircuits are almost
purely inhibitory (18, 19). GABAergic SPNs receive perisomatic
inhibition mediated by parvalbumin (PV)-positive fast-spiking (FS)
interneurons (20-22), as well as dendritically targeted inhibition
from somatostatin (SST)- and neuropeptide Y (NPY)-positive low-
threshold spike (LTS) interneurons (23-27) and dendritically targeted
collateral inhibition from neighboring SPNs (22, 28, 29). How so-
matic and dendritic inhibition interacts with nonlinear integration
of excitatory inputs in the presence of dendritic plateau potentials
remains largely unexplored (30, 31).

Here we investigate how dendritic plateau potentials shape the
spatiotemporal integration of both excitatory and inhibitory inputs
in striatal SPNs. Experimentally, it is nearly impossible to both
achieve precise control of input patterns and monitor membrane
potential fluctuations throughout SPNs simultaneously. Therefore,
we constructed a detailed SPN model to investigate these phenomena,
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and used experiments to validate key model predictions. Our model
predicts that a dendritic plateau potential in SPNs can efficiently
broaden both the spatial and temporal integration windows for
excitatory inputs, enabling neuron-wide integration for excitation.
In contrast, the impact of inhibitory inputs is branch-specific and
cell-type—specific. In particular, there is a unique spatiotemporal
window for dendritically targeted inhibition to effectively control
the duration of a dendritic plateau potential and subsequent spik-
ing. Our model further reveals that the branch-specific inhibition
of dendritic nonlinear integration is not primarily attributable to
shunting effects of the GABA, receptor (GABAAR), but through
an NMDA receptor (NMDAR) magnesium block (Mg?*-block)—
dependent mechanism. Using a combination of electrophysiology,
optogenetics, two-photon imaging, and dual-color glutamate (two-
photon)/GABA (one-photon) uncaging, we directly demonstrated
the spatiotemporal window for the cell-type— and branch-specific
inhibition and involvement of NMDAR Mg?* block for inhibition
of dendritic plateau potentials. These findings represent a synaptic
controlling mechanism for creating a unique spatiotemporal inte-
gration window in neurons.

Results

Generation and Propagation of the Dendritic Plateau Potential. We
used both experimental and computational approaches to in-
vestigate the generation of plateau potentials in SPN dendrites.
First, we used combined electrophysiology with two-photon laser-
scanning microscopy (2PLSM) and MNI-caged glutamate (MNI-
Glu, 5 mM) two-photon laser uncaging (2PLU) to activate clusters
of glutamate receptors at the heads of dendritic spines in SPNs
(32). We recorded SPNs by using a somatic patch-clamp electrode
containing the Alexa Fluor-594 (50 pM) to visualize dendrites. The
uncaging laser (730 nm) power was adjusted to evoke excitatory
postsynaptic potentials (uncaging-evoked EPSPs; uEPSPs) resem-
bling spontaneous activity (SI Appendix, Fig. S1 A and B). When
spatially clustered spines at distal dendrites (>80 pm) were acti-
vated within a short temporal window [0.8-ms pulse duration, in-
terstimulus interval (ISI) = 1 ms, 20 spines], such stimulation
evoked a prolonged somatic depolarization (plateau potential)
lasting tens to hundreds of milliseconds, extending beyond the end
of the uncaging pulses. When the same uncaging protocol was
applied to proximal dendrites (20-30 pm from the soma), somatic
uEPSPs were similar in amplitude, but rapidly decayed immedi-
ately after the end of the last uncaging pulse (Fig. 14), consistent
with previous report (8). Second, to investigate whether such dis-
tally evoked plateau potentials could be generated by intrinsic
synaptic release, we placed a theta-glass stimulation pipette adja-
cent (<5 pm) to a SPN dendrite under visual guidance of 2PLSM
(Fig. 1B). Similarly, local electrical stimulation (two stimuli at 100
Hz) in the presence of GABAAR blocker picrotoxin (PTX, 50 pM)
could successfully evoke the plateau potentials and the rapidly
decayed EPSPs at the distal and proximal dendrites, respectively.
Due to the nonselective nature of electrical stimulation, phasic
GABA releases could be also triggered by the same stimulation.
Therefore, in the absence of PTX, the success rate of generating a
plateau potential was extremely low (6.25%, n = 1 of 16 cells).
When inhibition was blocked by PTX, the success rate significantly
increased (58.3%, n = 7 of 12, Fisher’s exact test, P = 0.0042) and
the duration of the EPSP was significantly longer [artificial cere-
brospinal fluid (ACSF): 36.8 + 1.9 ms, PTX: 55.0 + 4.0 ms, Mann-
Whitney, P = 0.0028] (SI Appendix, Fig. S1 E-G), suggesting a tight
local inhibitory control on the dendritic plateau potentials.

In parallel, to understand the genesis and propagation of the
supralinear membrane potential depolarizations in SPN dendrites,
we improved and used a biophysically and morphologically detailed
model of the SPN (33, 34) (see also SI Appendix for details). The
model was equipped with a large array of experimentally verified
ion channels (34) (SI Appendix, Tables S1-S3). Ion channel kinetics
and parameters were tuned to fit the present experimental condi-
tions (S Appendix, Fig. S1) and previously published data (35-37).
This is further motivated because SPN dendrites are too thin to be
directly accessed using patch-clamp techniques. The SPN model

Du et al.

B C

Glu 2PLU X% ocal eStim Computational Model

proximal

5mV Ty
J\_?S(iTns
1730 n

distal

I

8730 nm
) normalized
—proximal

—distal OTns

8730 nm

proximal proximal

5mv

= proximal
=distal

proximal proximal

distal distal

proximal
%dlstal

soma f\
¢ ~
off-pathm

Fig. 1. Propagation of dendritic plateau potential in SPN dendrites. (A and B)
Dendritic plateau potential induced by Glu-2PLU (A) or by local electrical
stimulation (eStim) (B). (Left) A representative two-photon image of a SPN
dendrite filled with Alexa Fluor-594 (50 uM). Red dots in A indicate the loca-
tions for glutamate uncaging (730 nm). Local stimulation was achieved by using
a theta glass pipette filled with Alexa 594 (5 uM) placed adjacent to the den-
drite. (Right) EPSPs induced by glutamate uncaging at 20 spines at proximal or
distal dendrites, or local eStim in the presence of PTX (50 pM). (C) Simulated
dendritic plateau potentials in a detailed SPN model. Plateau potential dura-
tion was defined as full-width at half-maximum of plateau potentials.
(D) Simulated membrane potential dynamics throughout dendrites after acti-
vation of clustered spines (ISI = 1 ms) at proximal or distal dendrites, as shown in
C. Membrane potential was visualized using a color map. Arrows indicate the
location of clustered spines. “0, 50, 70 ms” indicates the time delay from the
activation of the last spine. (E) Simulated clustered inputs at proximal (Upper)
and distal (Lower) dendrites result in membrane potential fluctuations in the
distal (red), the proximal (blue) compartments of the input dendrite, in the soma
(black), or in the noninput dendrite (off-path, green).

faithfully reproduces SPN intrinsic membrane properties (SI Ap-
pendix, Fig. S1 C and D) (35-37). In addition, when we simulate
somatic membrane potential fluctuations in response to activation
of 15 spines (ISI = 1 ms) at distal but not proximal dendrites, a
plateau potential can be elicited (Fig. 1C). The amplitude and
duration of the simulated somatic depolarization closely recapitu-
lated our experimental data (Fig. 1 4 and B). We then visualized
membrane potential fluctuations of the whole SPN while activating
clustered spines placed either in a distal or a proximal dendritic
branch (Fig. 1D and Movie S1). The model showed that clustered
activation of spines in the distal dendrite powerfully depolarized the
branch up to ~—20 mV (Fig. 1D). We monitored the local dendritic
membrane potentials at different locations: “distal-input site,”
“proximal-input site,” and “off path” (at a noninput dendrite), as
well as the somatic membrane potentials (Fig. 1E). Such a
dendritic plateau potential in the “hot” branch could persistently
fuel depolarization, and eventually propagated and caused a
long-lasting depolarization spreading to the soma and noninput
dendrites. This finding was also consistent with our experimental
observations.

Dendritic Plateau Potentials Broaden the Spatiotemporal Window for
Integrating Excitatory Inputs. Dendritic plateau potentials could ef-
ficiently propagate and cause a sustained depolarization throughout
the model SPN. The presence of sustained and widespread depo-
larizations implies that the spatiotemporal window for integrating
the subsequent excitatory inputs could be broadened in the SPN. To
test this, we generated a dendritic plateau potential by activating the
clustered excitatory inputs within a short time window using the
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model SPN. Then a group of 20 synapses, in addition to spontaneous
synaptic background noise, were randomly distributed in the den-
drites and each synapse activated independently with high-frequency
activity (10 Hz in a Poisson distribution) to mimic cortical activity
(38). To avoid potential biases on the spatial locations of the syn-
apses, which may perturb statistics, we generated a large sample pool
with 1,000 unbiased distribution patterns (Fig. 24 and Movie S2).
Spontaneous synaptic activity or high-frequency inputs alone only
caused a mild depolarization (2-6 mV) and failed to elicit action
potentials. When a dendritic plateau potential was generated by
distal clustered inputs and high-frequency inputs were concurrently
activated (Atgy = 0 ms), the firing probability in the model SPN was
~80%. Firing probability was much lower when using the same ac-
tivity patterns but with the clustered inputs placed proximally (~3%).
To investigate the temporal integration window, we varied the timing
between the clustered inputs and the high-frequency inputs with a
delay of Atgy. When the high-frequency inputs were delayed fol-
lowing the clustered inputs, the firing probability decreased. When
the delay was longer than 10 ms, the probability of firing an action
potential dropped down to nearly zero. In contrast, the firing prob-
ability remained ~35% with Atgy = 50 ms when a dendritic plateau
potential was generated using clustered inputs distally (Fig. 2B). The
relationship between the firing probability and the delay between the
clustered inputs and the high-frequency inputs (Afg,) showed a
distinct temporal integration window (Fig. 2C and SI Appendix, Fig.
S2 A and B). Furthermore, the broadening of the temporal inte-
gration window cannot fully be explained by somatic depolarization
(ST Appendix, Fig. S2 C and D). These data suggest that dendritic
plateau potentials generated by activation of distally clustered spines
can significantly enhance the SPN’s capacity to integrate temporally
delayed excitatory inputs and broaden the “reading window” to even
incorporate temporally separated information.

To determine whether dendritic plateau potentials could integrate
excitatory inputs with different spatial distribution profiles, we ana-
lyzed the relationship between the firing probability and the average
location of 20 high-frequency activated synapses (Fig. 2D). As
expected, because of dendritic filtering, the membrane potential
depolarizations were slightly bigger when the high-frequency inputs
were placed proximally (SI Appendix, Fig. S2E). However, when
coupling these high-frequency activated synapses with the dendritic
plateau potential, the exact location of the 20 synapses had little
effect on the spiking probability (Fig. 2E and SI Appendix, Fig. S2F).
Together, these data suggest that a dendritic plateau potential could
broaden the spatiotemporal integration of excitatory inputs to SPNs.

Model Predicts a Unique Spatiotemporal Window for Cell-Type-Specific
Inhibition. In addition to receiving massive excitatory inputs from
external sources, SPN dendrites are heavily innervated by various
types of intrastriatal inhibitory inputs (18, 19, 27). We therefore
tested how the synaptic integration mechanism is fine-tuned by in-
hibition. We simulated the model with clustered inputs at a distal
dendrite, synaptic background noise, high-frequency excitatory in-
puts, and in addition we added inhibitory inputs at different locations
(Fig. 34). To model the inhibition generated by the striatal inhibi-
tory microcircuits, we modified the channel kinetics of unitary
GABAergic synaptic conductances to mimic different inhibitory in-
puts (Fig. 3B) (18, 19): (i) FS-mediated perisomatic inhibition (FS
GABA), (i) SPN and LTS interneuron-mediated dendritic in-
hibition with fast kinetics (fast GABA), and (iii) NPY-expressing
neurogilaform (NPY-NGF) interneuron-mediated dendritic in-
hibition with slow kinetics (slow GABA) (26, 39, 40). We first
monitored the membrane potential perturbations (AVin) caused by
inhibition with different delay timing (A#y,,) on plateau potentials
(Fig. 3C). The dendritic slow and fast GABA inputs both caused
large membrane potential perturbation measured at the soma,
whereas the somatic FS GABA inputs only generated small AVin.
Interestingly, dendritic and somatic inhibitions generated distinct
temporal profiles of AVim (Fig. 3C). To further test how AlVin
translates into inhibitory effects on spiking, concurrent activation of
the clustered and high-frequency inputs was used to trigger action
potentials with an initial firing probability of ~80% (Fig. 3D). Simi-
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Fig. 2. Dendritic plateau potentials broaden the spatiotemporal integration
window for excitatory inputs. (A) The SPN model was loaded with background
Poisson noise (small gray dots), which include randomly distributed excitatory
and inhibitory synapses. Clustered inputs were added either at distal (red) or
proximal (black) dendrites. In addition to the clustered input and the back-
ground noise, a group of 20 excitatory synapses (UEPSP = ~0.6 mV) were
randomly distributed in the dendrites (purple dots), with each synapse re-
ceiving an independent Poisson train of inputs at 10-Hz frequency for 200 ms
(termed as “High freq. input” throughout the figures). The spatial and tem-
poral pattern for the Poisson trains varied in each simulation trial. (Inset) A
representative trace of somatic membrane potentials during a single trial (also
see S/ Appendix, Fig. S2). (B) Triggered activities when pairing clustered and
high-frequency inputs. (Upper) Simulated inputs pattern. (Lower) Sample traces
of modeled somatic membrane potential fluctuations or spiking. Gray traces
indicate that no action potential was triggered. (C) The firing probability
resulting from high-frequency inputs as a function of the time delay between
the clustered inputs and high-frequency inputs (Atg,y). Clustered inputs were
provided either distally (red) or proximally (black) as indicated in A. For com-
parison, the dashed line indicates the scaled firing probability of pairing high-
frequency inputs with proximally evoked plateau potential. Distally evoked
dendritic plateau potentials broadened the temporal integration window for
excitatory inputs. (D) Representative examples showing randomly generated
spatial patterns for high-frequency inputs, described as: proximal (1), medial (1),
and distal (lll) inputs. (E) The firing probability of dendritic plateau potentials
coupled with high-frequency inputs starting at different At was plotted as a
function of mean distance from the soma. Dashed lines indicate the mean
distance-to-soma of inputs shown in D. Even though the mean distances were
different, there was a cell-wide integration dependent mainly on Atgy.

larly, unitary somatic FS GABA inhibition had little effect on spiking
probability, regardless of timing. In contrast, dendritic slow GABA
inhibition shut down spiking very effectively with a broad temporal
window (Fig. 3D and Movie S3). Interestingly, the dendritic fast
GABA—the majority of striatal inhibitory synapses (18)y—only ef-
fectively inhibited spiking in a narrower temporal window (Fig. 3D).
For example, the unitary fast GABA inhibition near the plateau po-
tential initiation zone caused a significantly decrease in firing proba-
bility when Aty was larger than 20 ms, and peaked around 40-60 ms.

To compare the impact of the dendritic fast inhibition with so-
matic inhibition in a near physiological condition, we generated a
spiking pattern for FS interneurons by inserting 20 FS GABA
synapses (Gmax = 1,500 pS) into the perisomatic region, each of
which received high-frequency drive (30 Hz, Poisson trains with
short-term depression) (28). We performed simulations with fixed
Aty coupled with different Atgy, (Fig. 3E). The simulation showed
that somatic FS inhibition impacted firing with a much narrower
time window even though inhibitory postsynaptic currents (IPSCs)
lasted for over 100 ms (Fig. 3E, Inset). Next, to further test the
spatial sensitivity of dendritic fast inhibition in a more physiological
condition, we generated a group of random inhibitory input pat-
terns (20 synapses, Gmax = 1,500 pS, Poisson train at 5 Hz for
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Fig. 3. Perisomatic and dendritic inhibition of spiking. (A) The simulation
scheme for clustered, high-frequency excitatory and inhibitory inputs. In
addition to background noise and high-frequency inputs, the model SPN was
loaded with additional inhibitory inputs either placed at the perisomatic
region or dendritic locations near the site for generating plateau potentials.
(B) lllustrations of three major types of inhibition onto striatal SPNs: (i)
perisomatic inhibition by PV-positive FS interneurons (FS GABA, Left), (ii)
dendritic targeting inhibition with fast kinetics resembling SPN or LTS inputs
(fast GABA, Center), and (iii) dendritic targeting inhibition with slow kinetics
resembling NPY-NGF inputs (slow GABA, Right). (Insets) Examples of simu-
lated voltage traces (two trials, spiking and nonspiking) at the soma (blue
curves) and the plateau site (red curves). (C, Upper Left) Schematic for sim-
ulation. Membrane potential perturbation (AVm) was obtained via sub-
traction of plateau potentials with and without inhibition. (Lower Left)
Representative traces of somatic AVm at different time of onset (Atin).
(Right) Peak amplitudes of AVm were plotted as a function of Atj,,. (D) The
effect of the timing of perisomatic (FS GABA) and dendritic inhibition on
firing probability. Clustered and high-frequency excitatory inputs were fol-
lowed by different types of GABAergic inhibition with varied time of onset
(Atinn). (E) The effect of different types of inhibition patterns on the tem-
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200 ms) with three types of distributions (sample size # = 1,000) (S
Appendix, Fig. S3 A and B): (i) distributed over the distal dendrites
(distal), (ii) distributed over the proximal dendrites (proximal), and
(iii)) distributed only on the input branch where the clustered spines
were activated (in branch). The model showed that either distal or
proximal global inhibition weakly inhibited spiking, whereas plac-
ing inhibitory synapses in branch was more effective in preventing
spiking (ST Appendix, Fig. S3 C and D). Nevertheless, the on-site
unitary inhibitory input at the optimal timing was still 10 times
more efficient than in-branch inhibition (SI Appendix, Fig. S3 C
and D): 2 inhibitory synapses on-site had a nearly equivalent effect
on spiking compared with 20 inhibitory synapses activated at 5 Hz
for 200 ms in branch.

Could this temporal window for the fast GABA inhibition be
observed at different dendritic locations (41)? To address this
question, the unitary fast GABA synapse was placed at: (i) the
distal dendrite where clustered inputs were activated (on-site) (42),
(i) proximally in the activated dendrite (on-path) (43), (iii) the
perisomatic region (soma) (39), and (iv) the neighboring dendrite
(off-path). Similar to previous simulation schemes, we varied the
Aty and found that somatic or off-path inhibition had little effect
on firing probabilities (S Appendix, Fig. S4 A and B). Inhibition on-
path had a considerable effect but was much weaker compared
with inhibition on-site. However, neither the perisomatic, off-path,
nor the on-path inhibition exhibited temporal profiles similar to on-
site inhibition. In addition, temporal windows for on-site inhibition
were still present with varied Atgy, (0, 30, and 60 ms) or with
different E¢;. (—60 to —75 mV) (SI Appendix, Fig. S4 C and D).
One mechanism that might account for such different temporal
profiles could be the different driving forces of CI~, because
dendritic membrane potentials were more depolarized at the
clustered input site (Fig. 1E). To directly address this in our
model SPN, we replaced unitary inhibitory conductances with
current injections mimicking GABAergic IPSCs. Similarly,
on-site current injections had the strongest impact on firing
probability (SI Appendix, Fig. S4 E and F), suggesting that the
different driving forces for CI™ do not account for the location-
specific inhibition.

Taking these data together, our model revealed a dendritic
branch-specific inhibition as a mechanism for controlling SPN
synaptic integration. This dendritic inhibition could be potentially
mediated by different types of interneurons or by neighboring
SPNG. It is interesting that even though the model maximal con-
ductance (Gnax) for FS GABA, dendritic fast GABA, and slow
GABA synapses is the same, the efficacy on inhibiting spiking is
very different: FS-like unitary GABA synapses had very little
effect; dendritic fast GABAergic synapses could prevent spiking
with intermediate efficacy at optimal timing; and dendritic slow
GABA IPSCs most efficiently attenuated spiking activity with a
broad temporal window. Local dendritic inhibition (on site or in
branch) has a unique temporal profile, suggesting the existence of
an optimal temporal window for silencing spike output.

Critical Timing for Dendritic Inhibition. Our simulation data suggested
the existence of an optimal temporal window for attenuating
dendritic plateau potentials. To directly test this, we used opto-
genetic tools to selectively activate perisomatically and dendritically
targeted inhibition. To achieve cell-type—specific expression of
channelrhodopsin-2 (ChR2), we injected adeno-associated virus
(AAV-DIO-ChR2-mCherry) into the dorsolateral striatum of PV-
Cre or A2a-Cre mice to express ChR2 in FS interneurons and
indirect pathway SPNs (iSPNs), respectively (SI Appendix, Fig. S5
A-C). Blue laser illumination (focal diameter: ~19 um) was used to
trigger GABA release from ChR2-expressing axonal terminals (S7
Appendix, Fig. S5 D and G). A common approach for generating a
dendritic plateau potential is near-simultaneous activation of a

poral integration of excitation. Firing probability is plotted as function of
the onset of the high-frequency input (Atg,y), with fixed timing for FS GABA
trains or dendritic inhibition.
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group of spatially clustered excitatory inputs using glutamate
2PLU. However, the most commonly used glutamate caged com-
pound for 2PLU, MNI-Glu, is a GABAAR antagonist (44), which
would prevent us from studying the role of GABAAR in the
genesis and function of dendritic plateau potentials. Therefore, we
used 4-methoxy-5,7-dinitroindolinyl-L-glutamate trifluoroacetate
(DNI-caged glutamate, DNI-Glu, 0.7 mM), which has been
demonstrated to exhibit ~seven times more potency to the same
concentration of MNI-Glu (45), without completely blocking
GABAARSs [preserving ~40% of the peak amplitude of opto-
genetically induced IPSC (oIPSC)] (SI Appendix, Fig. SSE). The
intensities of the laser powers used for 2PLU and optogenetic
stimulation were tuned to make sure the amplitude and wave-
forms of uEPSPs were comparable to spontaneous EPSPs (S/
Appendix, Fig. S14), and ratios between oIPSC and uEPSC am-
plitudes resembled those obtained with local electrical stimulation
(Fig. 44 and SI Appendix, Fig. SSF).

We first recorded and visualized the dendrites of ChR2 non-
expressing direct-pathway SPNs (dSPNs) in A2a-Cre mice 4-6 wk
after AAV-DIO-ChR2-mCherry injections (SI Appendix, Fig. S54).
We then evoked GABA release from dendritically targeted iSPN
axon terminals after activating clustered dendritic spines at a distal
dendrite with DNI-Glu-2PLU (Fig. 4 A and B). Using the same
recording conditions (Fig. 14), plateau potentials (mean half-
duration: 86 + 5 ms, n = 15) were readily and repeatedly induced
(Fig. 4C). When optogenetic stimulation was paired with DNI-Glu-
2PLU at different timing (At,, = 10, 30, 50, and 70 ms), we ob-
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Fig. 4.

served a clear hyperpolarizing deflection of the plateau potentials
caused by dendritic inhibition from iSPN (Fig. 4C). We quanti-
fied the peak amplitude of Al by subtracting the membrane
potentials recorded with (Fig. 4C, red) and without (Fig. 4C, black)
optogenetic stimulations, and Aarea, the area-under-curve of AVin
(Fig. 4D). Remarkably, the AVm and Aarea caused by inhibition
30 ms after the induction of dendritic plateau potential (Aty,, =
30 ms) was significant larger than those obtained by the same
stimulation with different temporal delays (Afy,, = 10, 50, and
70 ms). These data confirmed our modeling results, which predicted
the existence of a preferred temporal window for dendritic inhibition
on plateau potentials [AVin (Atyyn) = —2.9 = 04 mV (10 ms), —4.3 +
0.5 mV (30 ms), —2.5 + 0.5 mV (50 ms), —2.1 + 0.3 mV (70 ms), n =
15, P < 0.0001; Aarea (Atyyy) = =141 +£23 mV x ms (10 ms), —233 +
23 mV x ms (30 ms), —128 + 28 mV x ms (50 ms), —93 + 22 mV x
ms (70 ms), n = 15, P < 0.0001, Friedman test followed by Dunn’s
multiple comparisons test] (Fig. 4 D-F).

Next, we performed analogous experiments: recording SPNs in
PV-Cre mice after ChR2 expression. We activated axon terminals
of PV neurons at perisomatic regions to examine the impact of
perisomatic inhibition on plateau potentials (Fig. 4 G-I). Similar to
results obtained from A2a-Cre mice, oIPSCs or hyperpolarizing
membrane potential perturbations (Fig. 4 G-I) were observed
when GABA release was triggered by blue laser stimulation. In con-
trast, when inhibition was evoked at perisomatic regions, we did not
observe a preferred temporal window for inhibition [AVin (Atyy,):
—2.6 + 0.4 mV (10 ms), —2.6 = 0.3 mV (30 ms), —2.5 + 0.3 mV
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Inhibition of dendritic plateau potential by SPNs and PV-positive interneurons. (A) Dendritic inhibition of plateau potentials by SPN-mediated collateral

inhibition. (Upper) Experimental scheme of dendritic collateral inhibition on plateau potential in dSPNs by A2a-Cre expressing iSPNs. (Lower) The representative
traces of oIPSCs (blue) of collateral inhibition by iSPNs and uEPSC (red) for plateau potential induction. (B) Two-photon image of a dSPN (green) in a brain slice with
ChR2-mCherry (red) expression from A2a-Cre mice. The 720-nm and 450-nm laser locations for 2PLU (arrowhead) and optogenetic stimulation (arrow) are marked
as red spots and blue circle, respectively. (C) Representative traces of plateau potential without (black) and with (red) dendritic collateral inhibition by SPNs at four
different At (10, 30, 50, and 70 ms). (D) Representative traces for AVm aligned with the trace of plateau potential. (E and F) Summary result of dendritic collateral
inhibition of plateau potential by SPNs. AVm and Aarea were significant larger at Atj,p, = 30 ms (P < 0.0001 for both). (G) Somatic inhibition of plateau potentials by
PV interneuron-mediated inhibition. (Upper) Same as in A but the 450-nm laser was illuminated at perisomatic region. (Lower) Same as in A but olPSCs were
mediated by somatic inputs of PV interneurons. (H) Two-photon image of a SPN (green) in a brain slice with ChR2-mCherry (red) expression from PV-Cre mice. Red
spots and blue circle indicate locations for 2PLU (arrowhead) and optogenetic stimulation (arrow), respectively. (/ and J) Same as in C and D but the AVm was
mediated by perisomatic inhibition of PV interneurons. (K and L) Summary result of somatic inhibition of plateau potential by PV interneurons. No significant
difference in AVm (P = 0.1199) and Aarea (P = 0.2781) were observed between different At,,. *P < 0.05; n.s., no significant difference.
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(50 ms), =2.1 + 03 mV (70 ms), n = 13, P = 0.1199; Aarea (Aty) =
—126 + 23 mV x ms (10 ms), —143 + 32 mV X ms (30 ms), —117 +
23 mV x ms (50 ms), —100 + 22 mV x ms (70 ms), n = 15, P =
0.2781, Friedman test followed by Dunn’s multiple comparisons test]
(Fig. 4 J-L), which is in agreement with our simulation data (Fig.
3C). It is worth noting that recruiting sparse and dendritic targeting
PV axon terminals (with stronger blue laser stimulation at the
dendrite), we found a similar optimal temporal window of inhibi-
tion as in A2a-Cre mice (SI Appendix, Fig. S5 G-K), suggesting the
location of the inhibitory synapse is the deterministic factor.
Together, these data demonstrated that dendritically targeted
inhibition can effectively modulate plateau potentials within a con-
fined spatiotemporal window, and thus directly support our simulation
results. Although sparser and weaker compared with perisomatic FS
interneuron to SPN synapses, dendritically targeted inhibitory
inputs could effectively modulate SPN spiking output by modu-
lating local nonlinear synaptic integration in SPN dendrites.

Mechanism for Effective Inhibitory Control of Dendritic Plateaus.
What mechanisms could account for different efficacies for den-
dritic inhibition at different time points following plateau poten-
tials? If assuming that GABAergic inputs have the same maximum
conductance, the inhibitory efficacy could be determined by both
driving force and local input resistance. Our simulation using con-
stant current injections (SI Appendix, Fig. S4 E and F) suggested
that driving force alone could not account for the high efficacy of
local dendritic inhibition. Therefore, we focus on the influence of
local input resistance. Dendritic input resistance is a fundamental
parameter that determines the local responsiveness to synaptic in-
put (46). To capture the fine details of dendritic responsiveness, we
examined the transient-state of the dendritic membrane potential
perturbations (AV’) in response to short excitatory (depolarizing)
and inhibitory (hyperpolarizing) inputs using our model SPN.

We injected either depolarized or hyperpolarized current test
pulses (2- to 20-ms duration, 20 pA) and shifted the timing of
current injection. The AV was measured at the location where the
clustered spines are activated (Fig. 54). Strikingly, we found that
when the plateau potential was evoked, the dendrite responded
differentially to depolarized and hyperpolarized pulses, and the
absolute value of peak AV (|AV]) displayed asymmetric responsive
curves to external stimuli: the peak |AV]| caused by hyperpolarized
pulses rose before those caused by depolarized pulses (Fig. 5 B and
(). The ratio between excitatory |AV] and inhibitory |AV] (defined
as the E/I ratio) follows a biphasic distribution, which evolves with

Fig. 5. Asymmetric temporal windows of membrane A
potential perturbation. (4) Schematics for simulation
of membrane potential perturbations (|AV]) in re-
sponse to a short current injection (test pulse). (Left) A
dendritic plateau potential was induced by activation
of distal clustered inputs. Current injection and local
membrane potential measurements were achieved by
a simulated local patch clamp electrode. (Center) Ex-
ample traces of local dendritic membrane potential
fluctuation in response to test-pulse current injections:
+20 pA (red) or -20 pA (blue) for 20 ms with varied D

At

Clustered Input-y_ﬂ
+test pulse L

- test pu\se—u— -80 mV

Clustered
input,
test pulse
or P

~test pulse <50

timing (At). (Right) Subtracted traces of membrane
potential perturbation. (B, Upper) Membrane poten-
tial of a dendritic plateau potential. Red shaded area
indicates the timing of clustered inputs. (Center)
Membrane potential perturbations evoked by positive
(red curves) or negative (blue curves) test pulses with
different timings were aligned, showing asymmetry in
their distributions. (Lower) Peak amplitude of |AV]
plotted as a function of At. (C) Summary results of
|AV| obtained with varied durations of test pulses
(2-20 ms), visualized with color maps. (D, Upper) the
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the simulation time (Af): the ratio peaks at 0.2 and 1.8 at two
phases, indicating the balance shifted from inhibition to excitation
(Fig. 5D). The biphasic distribution of E/I suggested a temporal
window favoring local inhibition peaked at ~30-50 ms after the last
clustered excitatory input (Fig. 5E). This temporal window is con-
sistent with our simulation examining AV and spiking probability
(Fig. 3 C and D). It is worth noting that the asymmetry E/I ratio is
correlated to amplitudes and locations. In the clustered input
branch, the amplitudes of dual phase are strongest. As the location
gradually shifts away from the plateau potential origin to the soma,
such phenomena faded out (Fig. 5F and SI Appendix, Fig. S6).

What is the mechanism for the biphasic E/I ratio in the local
dendrite after a dendritic plateau potential is generated? The re-
sponsiveness of the neuron is determined by its intrinsic and synaptic
properties, for example, calcium channels (8), A-type potassium
channels (KA), and inward-rectifying potassium channels (Kir) (34).
To assess the contribution of ion channels to the dendritic plateau
potential, we simulated dendritic voltage-clamp experiments with
the voltage command given in the form of a plateau potential. The
currents contributed by individual ion channels during the dendritic
plateau potential were isolated (SI Appendix, Fig. ST A-C). We
found that the plateau potential duration could be modulated by
various transient ionic currents. For example, blocking KA and Kir
could significantly prolong the duration of the plateau potential (S7
Appendix, Fig. STD). Although the shape of the plateau potential
was dramatically changed by removing active conductances, the bi-
phasic E/I curve was still prominent in the local compartment (S7
Appendix, Fig. STD), suggesting that local active conductances could
only modulate the shape of dendritic plateau potentials but did
not account for the biphasic E/I curve.

In addition to voltage-gated ion channels, NMDAR-mediated
currents are critical for plateau potential generation (SI Appendix,
Fig. S8) and dendritic nonlinearity. Because the only nonlinear
variable for NMDAR function with regard to membrane voltage is
the function of Mg>* block, we speculate that voltage-sensitive Mg>*
block may be important for determining local dendritic re-
sponsiveness and the biphasic E/I curve. To rule out contributions by
other active conductances, the plateau potential induction was re-
peated in a purely passive SPN model (Fig. 64). We found that
dendritic plateau potentials were still readily induced by 10-20 acti-
vated spines, and the biphasic E/I curve was still observed (Fig. 6B).
Interestingly, in all simulated conditions, the balanced point—where
the E/I ratio equals 1—appeared to be at a near-fixed membrane
potential at the falling phase of the plateau potential (indicated by
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ratio of excitatory and inhibitory peak |AV]| (E/I ratio) were obtained by dividing excitatory and inhibitory |AV]. (Lower) The E/l ratio as a function of test pulse
timing (At) and duration (2-20 ms); same as in C. (E) Aligning dendritic membrane potential, excitatory and inhibitory |AV/| (from C), and E/ ratio (from D)
revealed a temporal window favoring inhibition (dashed window frame). (F) Spatial profiles of the E/I ratio at selected locations (on-site, on-path, and at the
soma). Note that the biphasic E/I ratio was most prominent in the on-site location.
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Fig. 6. Magnesium block of NMDAR determines the biphasic E/l ratio. (A)
Dendritic plateau potentials generated in a pure passive model. (B, Upper)
Sample traces of dendritic plateau potential induced by 10, 12, and 15 synapses,
respectively. The simulated voltage traces were recorded from the same com-
partment as the clustered input. (Lower) E/l ratio in the passive model. The
heat-maps represent E/l ratio as a function of test pulse timing (At) and dura-
tion (2-20 ms) induced by 10, 12, and 15 synapses, respectively. Arrows indicate
the balanced point where the ratio of E/l was ~1. (C) Effects of extracellular
Mg“ concentration ([Mgz*]) on dendritic plateau potentials. (Left) Fraction of
Mg>*-unblock. (Right) Sample traces of the plateau potential induced by
15 synapses with different [Mg*]. (D) Effects of [Mg?*] on the E/l ratio. (Left)
Sample traces of excitatory and inhibitory |AV] with different [Mg>*]. (Right)
Heat-maps show E/l ratios under different [Mg?*]. Note that the strength of the
biphasic E/ ratio faded when [Mg?*] approached 0 mM. In Mg?*-free situation,
the biphasic phenomenon vanished. The balance points (defined by E/l ratio =
1) could be predicted by ~20% Mg?*-unblock in different [Mg?*] conditions.

arrows in Fig. 6B). Next, we manipulated the efficacy of the Mg**
block by simulating dendritic plateau potentials with different ex-
tracellular Mg** concentrations ((Mg”']) (Fig. 6C). The duration
and the abrupt falling kinetics of dendritic plateau potentials were
drastically prolonged by reducing [Mg>*]. Furthermore, the color-
coded biphasic E/I response curves faded with lowered [Mg**] (Fig.
6D). In Mg**-free conditions, the biphasic E/I curve completely
vanished (Fig. 6D). Interestingly, in various [Mg?*] simulation con-
ditions, the calculated balance points do not appear to be at fixed
membrane potentials; rather, the balance points appeared to be
near a fixed fraction of Mg** unblock. These simulation results
sug%est that after the dendritic plateau potential is generated, the
Mg™ block of NMDARSs is the determining factor for dendritic
inhibition. Membrane potential repolarization caused by local den-
dritic inhibition could re-establish the Mg”* block of NMDARs,
which would further attenuate local membrane potential, accounting
for branch-specific inhibition and biphasic E/I response curves.
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Mg?>* Block and Inhibition of Dendritic Plateau Potentials. Our simu-
lation predicted that Mg+ block of NMDARs is critical for inhibi-
tory control of dendritic plateau potential within the same dendritic
compartment in SPNs. Activation of NMDARS is required for
generation of dendritic plateau potentials. We confirmed this
finding by using local stimulation in acute brain slice. The success-
fully induced plateau potentials in the presence of PTX could be
attenuated by MK-801 (10 pM), an NMDAR blocker (P = 0.0313)
(ST Appendix, Fig. S8). These data are consistent with a previous
report (8) and suggest that the generation of a dendritic plateau
potential requires blockage of local inhibition and activation of
NMDAR:s (47, 48).

We next performed ex vivo slice experiments to verify the in-
volvement of the Mg®" block of NMDARs in branch-specific in-
hibition. To gain precise control over both excitatory and inhibitory
input patterns, we used dual-color GABA (one-photon) and gluta-
mate 2PLU. This was achieved by using Rubi-GABA (20 pM) with
blue light illumination (450 nm, 5-10 ms) (SI Appendix, Fig. S9A).
GABA uncaging-induced IPSCs (uIPSCs) were not sensitive to
GABAg receptor antagonist (CGP 55845, 10 pM) and were com-
pletely blocked by PTX (50 uM) (SI Appendix, Fig. S9B). Glutamate
uncaging was achieved by using 2PLU of DNI-Glu (0.7 mM) (Fig.
74). DNI-Glu only mildly inhibits the uIPSCs at this concentration
(~34%) (SI Appendix, Fig. S9 C and D). The uncaging laser powers
were tuned to make sure that amplitude and waveforms of uEPSPs
were comparable to spontaneous EPSPs (SI Appendix, Fig. S1B),
and ratios between ulPSCs and the plateau potential triggering
uEPSCs resembled those obtained with local electrical stimulation
(SI Appendix, Figs. S5F and S9E).

DNI-Glu-2PLU at the heads of a cluster of spines along the
distal dendrite generated a dendritic plateau potential (Fig. 74).
When DNI-Glu-2PLU was coupled with GABA uncaging at the
same location (on branch) with a delay of 20 ms, activation of
GABARs efficiently shut down the plateau potential. In contrast,
when GABA uncaging was applied at the perisomatic region
(perisomatic) with the same stimulation protocol, the plateau po-
tential was only slightly reduced in peak amplitude without change
in duration (Aduration: on branch: 34 + 1%, n = 7; perisomatic:
1 + 2%, n = 7, Mann—Whitney, P = 0.0006) (Fig. 7 B and C).
Whereas both uncaging protocols caused similar reductions in peak
amplitudes of the plateau potentials (on branch: 91 + 3%, n = 7;
perisomatic: 93 + 5%, n =7, Mann—-Whitney, P = 0.7104) (Fig. 7 B
and C), on-branch GABA uncaging elicited larger AV and Aarea
compared with the same uncaging applied to perisomatic locations
(AVm: on branch: 5.1 + 0.6 mV, n = 7; perisomatic: 0.8 + 0.3 mV,
n = 7, Mann—Whitney, P = 0.006; Aarea: on branch: 573 +
117 mV x ms, n = 7; perisomatic: =78 + 116 mV X ms, n = 7,
Mann-Whitney, P = 0.0023) (Fig. 7 D and E). We next compared
the modulation of dendritic plateau potentials by inhibition applied
to on branch, and on the neighboring dendrite (off branch) (Fig.
7F). GABA uncaging at both locations reduced the peak ampli-
tudes of the plateau potentials comparably (on branch: 88 + 4%,
n = 10; off branch: 95 + 1%, n = 7, Mann—Whitney, P = 0.4173)
(Fig. 7 G and H). As expected, on-branch stimulation was signifi-
cantly more effective than off-branch stimulation in reducing the
duration of the plateau potentials (Aduration: on branch: 40 + 3%,
n = 10; off branch: 11 + 3%, n = 7, Mann—-Whitney, P = 0.0008)
(Fig. 7 H and I). In addition, on-branch GABA uncaging elicited
larger AVm and Aarea compared with the same uncaging protocol
applied to off-branch locations (AVm: on branch: 4.7 + 0.5 mV,
n = 10; off branch: 1.9 + 0.3 mV, n = 7, Mann—Whitney, P =
0.0015; Aarea: on branch: 552 + 93 mV x ms, n = 10; off branch:
238 + 63 mV X ms, n = 7, Mann—-Whitney, P = 0.033) (Fig. 7 I and
J). The AV obtained from experiments matched with our mod-
eling predictions (Fig. 7I and SI Appendix, Fig. S9 F and G). Taken
together, these data confirmed that the efficacy of GABA in-
hibition is dendritic location-specific.

Finally, we performed the same experiments in Mg>free condi-
tions. In Mg**-free ACSF, there was no noticeable difference in the
resting membrane potential and in the amplitude of uIPSCs, while
the decay time constants of uEPSCs were prolonged due to removal
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of the Mg”* block of NMDARSs (Fig. 7K). We could evoke a pla-  Discussion

teau potential with much longer duration (ACSF: 93 + 7 ms, n = 10;
Mg**-free: 257 + 50 ms, n = 12; Mann-Whitney, P = 0.0003) (Fig.
7L) with fewer spines activated (10 spines). When GABA uncaging
was applied to on- and off-branch locations, peak membrane po-
tential was slightly reduced in both cases (on branch: 95 + 2% of
Glu alone, n = 12, Wilcoxon, P = 0.016; off branch: 95 + 3% Glu
alone, n = 10, Wilcoxon, P = 0.105; on vs. off: Mann—-Whitney, P =
0.7713) (Fig. 7 L and M). However, the difference in Aduration
between on- and off-branch GABA uncaging was no longer ob-
served (Aduration: on branch: 12 + 3%, n = 12; off branch: 6 + 4%,
n = 10, Mann-Whitney, P = 0.2766) (Fig. 7 L and M). Finally, we
calculated the AVm and Aarea produced by on- and off-branch
GABA uncaging. The measured AVin and Aarea confirmed our
model predictions (Fig. 7N and SI Appendix, Fig. SOH). There was

Dendritic plateau potentials are long-lasting depolarizations which
can be evoked by spatially and temporally clustered excitatory in-
puts at distal dendrites in SPNs (8). In this study, we combined
computational and experimental approaches to investigate how
plateau potentials interact with subsequent excitatory and in-
hibitory inputs. We found that the plateau potential can broaden
spatiotemporal integration of excitatory inputs and promote spik-
ing (Fig. 2). The shapes of plateau potentials, as well as the spike
outputs, are also fine-tuned by inhibition (Fig. 3). Such tunable
spatiotemporal windows for inhibition can be achieved in a cell-
type—specific manner, which was directly validated by combined
2PLU glutamate uncaging and optogenetic stimulation (Fig. 4).
We next explored the principles and ionic mechanisms underlying

no significant difference in AVin and Aarea between on- and off-
branch GABA uncaging (AVm: on branch: 2.4 + 0.4 mV, n = 12;
off branch: 2.0 + 0.3, n =10, Mann—Whitney, P = 0.7667; Aarea: on
branch: 233 + 36 mV x ms, n = 12; perisomatic: 138 + 31 mV X ms,
n = 10, Mann-Whitney, P = 0.1145) (Fig. 70). In summary, these
experimental results confirmed our model predictions and indicated
that dendritic branch-specific inhibition of a plateau potential is
indeed enabled through the Mg”** block of NMDARSs.
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the spatiotemporal windows with simulations and predicted that
the Mg**-block of NMDARs accounts for the optimal window of
inhibition. Finally by using dual-color two-photon glutamate and
one-photon GABA uncaging, we directly demonstrated that a
small hyperpolarization caused by local GABAergic input is critical
for reestablishing NMDAR Mg**-block and hence dendritic
compartmentalized and branch-specific inhibition on plateau po-
tentials in the SPNs (Fig. 7).
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Dendritic Nonlinearities in SPNs. Dendritic nonlinearity enables a
single neuron to function as a multilayer computational device in
which individual dendritic branches serve as the computational unit
(1, 2, 49, 50). Many fundamental differences exist between pyra-
midal neuron types and SPNs. For example, the pyramidal neurons
have apical dendrites on which a higher density of dendritic voltage-
gated Na™ channels is expressed. The dendritic Na* channel boosts
the integration of inputs (1, 48) and favors action potential back-
propagation (51). The SPN dendrites, however, do not have a basal/
apical arrangement (8, 52) and express high amounts of Kir channels,
making the resting membrane potential much more hyperpolarized
and the dendritic membrane much leakier than in pyramidal neurons
(14, 15). Moreover, the sodium spikelet, a hallmark of NMDA spikes/
plateaus in pyramidal neurons (47, 53), appears to be absent in the
dendritic plateau potential evoked in SPNs (8).

Despite SPNs receiving convergent excitatory inputs from various
parts of the cerebral cortex and thalamus, each unitary excitatory
input is small, typically 10-20 pA (54). To reach spike threshold,
SPN membrane potentials have to go through a 20- to 30-mV
subthreshold depolarization. If summed linearly, this would require
the synchronized excitatory drive of a large number (hundreds or
thousands) of inputs to evoke action potentials. Dendritic nonlin-
earities can efficiently drive SPNs to rapidly transition from the
down-state to the up-state, allowing SPNs to integrate temporally
delayed and spatially distant excitatory inputs and to transform
subthreshold signals into spikes (Fig. 2). There are several advan-
tages for this form of nonlinearity. First, it is highly efficient because
the synchronous activation of only a few synapses (tens) is sufficient
to induce a plateau potential and spiking (8). Second, it can strengthen
the spatial integration of cortical inputs, regardless of the dendritic
location (Fig. 2E), enabling neuron-wide integration for excitation.
Third, the dendritic nonlinearity can broaden the temporal inte-
gration window, allowing delayed excitatory inputs to be efficiently
integrated. Finally, compartmentalized dendritic plateau potentials
in SPNs may facilitate long-term plasticity and be critical for motor
learning and action selection.

Nonlinear Inhibition of Dendritic Plateau Potential. A unique feature
of SPNs is that they are principal neurons in an almost entirely in-
hibitory microcircuit. SPNs receive inhibitory inputs from three major
inhibitory sources: PV-positive FS interneurons, SST-/NPY-positive
LTS interneurons, and neighboring SPNs (18, 19, 27). In this study,
we revealed that these striatal inhibitory inputs could display distinct
effects on synaptic excitation through dendritic nonlinearities.

FS interneuron-mediated perisomatic inhibition was generally
believed to strongly inhibit SPN firing, enabling FS interneurons to
powerfully innervate the striatal network (18, 19). However, our
simulation showed that individual input from FS interneurons had
little effect on plateau-coupled excitation. This finding suggests
that the main role for FS interneurons is to regulate the somatic
membrane potential rather than switching off plateau potentials
(Fig. 3 C and D). Therefore, dendritic plateau potentials could be
sustained despite FS-mediated inhibition. Another interesting find-
ing is the very effective inhibition mediated by GABAergic IPSCs
with slow kinetics, presumably mediated by NPY-NGF interneurons
(26, 55). Dendritic slow GABAergic IPSCs showed the strongest
efficacy in dendritic inhibition (Figs. 3 and 7). Although NPY-NGF
interneurons are sparsely distributed in the striatum, considering the
reported high-connectivity to SPNs (~60-87%) (26, 55), single NPY-
NGF interneurons might possess more powerful inhibition to the
striatal network than we expected.

Finally, the subtle control of dendritic nonlinearities of SPNs is
from dendritic GABAergic input with fast kinetic: that is, collat-
eral inhibition of neighboring SPNs and dendritic inhibition of
SST-/NPY-positive LTS interneurons (27). Previous theoretical

1. Major G, Larkum ME, Schiller J (2013) Active properties of neocortical pyramidal
neuron dendrites. Annu Rev Neurosci 36:1-24.

. Stuart GJ, Spruston N (2015) Dendritic integration: 60 years of progress. Nat Neurosci
18:1713-1721.

. London M, Héausser M (2005) Dendritic computation. Annu Rev Neurosci 28:503-532.
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studies have predicted that dendritic inhibition in cortical pyra-
midal neurons could prevent initiation (31) or completely shut down
the dendritic plateau potential (30). Here, we provided mechanistic
insights on how inhibition interacts with dendritic nonlinearities. In
addition to completely shutting down the plateau potentials, we
found that local inhibition fine-tuned the plateau potential in a
timing-dependent manner, suggesting collateral and LTS-mediated
inhibition are involved in regulating dendritic nonlinearities of SPNs.

Inhibition also Involves NMDAR Mg2*-Block. Our theoretical un-
derstanding of dendritic inhibition is largely grounded on Cable
theory and shunting effects of GABA. For example, Koch et al.
proposed the proximal (on-path) inhibition could yield the strongest
effects on the excitation (43). In contrast, Gidon and Segev pre-
dicted that distal inhibition could better “shunt” a group of excit-
atory synapses (56). Here, we tested similar ideas in our simulations
(ST Appendix, Fig. S34) and found that all of these distribution of
GABA channels are less effective in inhibiting the plateau poten-
tials compared with activating few on-sitt GABA channels, in a
particular temporal window (SI Appendix, Fig. S3 C and D).

Induction of plateau potentials generally requires clustered
activation of 10-20 spines at a single branch in experimental
conditions (8, 47). Due to slow decay kinetics (Tgecay = ~100 ms),
fully opened NMDA channels generate a large synaptic conduc-
tance (~30-50 nS) in the branch, persistently bringing inward
currents and depolarizing the dendrite (SI Appendix, Fig. S7C). In
contrast, typical dendritically targeted inhibition (e.g., collateral
inhibition) has small conductance (on the order of ~1 nS) and acts
transiently (Tgecay = ~10 ms). In theory, one inhibitory synapse at
the plateau site could only generate a small membrane potential
perturbation in the branch. Thus, the shunting inhibition alone
cannot counteract against the dendritic plateau potential (Fig. 7 L
and N). However, such perturbation can immediately impact
NMDARs and cause reestablishment of Mg** block and thus
boost the inhibition effect (Fig. 6 C and D).

Taking these data together, our study suggests that the impact
of dendritic inhibition might depend on the spatiotemporal
structure of excitatory inputs. As NMDA spikes/plateau poten-
tials are important for learning and memory (5-7), its controlling
mechanism—cell-type—specific inhibition and NMDAR Mg?*-block—
dependent inhibition—is expected to play significant roles in
shaping fine details of information integration.

Materials and Methods

Adult mice (5-9 wk, male and female) were used for this study. PV-Cre mice
(Jackson Laboratory) and A2a-Cre mice (Mutant Mouse Research Resource
Center) were used for viral injections. All procedures were approved by Stan-
ford University’'s Administrative Panel on Laboratory Animal Care. Oblique
horizontal brain slices (300 pm) containing the dorsal striatum were obtained
from mice of both gender using standard techniques. Detailed information
about modeling, imaging, and electrophysiology is included in S/ Appendix.
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