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Largescale com puting in AT LA S is based on a grid-linked system of tiered com puting centers. The ATLA S G reat
Lakes T der2 cam e online in Septem ber 2006 and now is comm issioning w ith full capacity to provide signi cant
com puting power and services to the USATLA S comm unity. Our Tier2 Center also host the M ichigan M uon
Calibration Center which is responsible for daily calibrations of the ATLA S M onitored D rift Tubes for ATLA S
endcap muon system . During the rst LHC beam period in 2008 and follow ing ATLA S global cosm ic ray data
taking period, the C alibration Center received a large data stream from the m uon detector to derive the drift tube
tim Ing o sets and tim e-to-space functions w ith a turm-around tim e of 24 hours. W e w ill present the C alibration
Center com m issioning status and our plan for the rst LHC beam collisions in 2009.

1. Introduction

The LHC is scheduled to restart by the end of 2009,
opening up an exciting period of intensive e ort by
physicists all over the world. A s a result there will be
a large am ount of data from the LHC detectors which
w ill need to be carefully analyzed, requiring very sig—

ni cant storage and com putational power to process.

A lso, since this data com es from new detectors, m uch
ofthe initiale ortw illbe focused on understanding the
detector regponses and behavior in detail; calbrating,
aligning and verifying each detector subsystem . In this
paper Iwilldescribe the work undertaken at the Uni-
versity of M ichigan to com m ission both our com puting
and ATLA S muon calbration centers.

2. ATLAS Great Lakes Tier-2 (AGLT2)

The ATLAS Great Lakes Tier2 Com puting Cen-
ter, AGLT 2[1], is one of ve ATLAS Tier2 centers in
the United States and is funded by the National Sci-
ence Foundation to help m eet the com puting needs of
the ATLA S experin ent. The center is physically dis-
tributed between the University of M ichigan in Ann
A rbor and M ichigan State University in East Lansing.
Even though the site is physically split, the T ier2 cen-
ter appears logically as a single center w ith redundant
10 gigabit ethemet network connections to the world
(see  gurdll). Both com puter and storage nodes are
transparently accessible, independent of their physical
location.

AG LT 2 currently has over 1800 \ pb slots" available
for running com putational tasks. A \Jb slot" concep—
tually representsa CPU core capable of running a pro-
gram with its associated m em ory and access to input
and output locations. Typically, hput Iles are staged
to localstorage on the node which runs the pb, a calcu-
lation ( Iter, transfom , etc) is perform ed on the data

Michigan LambdaRail (MiLR)

e Lovel 3 intercity fiver 2
WiTe! intercity fioer

Level 3 Detoitfioer

—— CIC Chicago

@ Optical Ada/Drop Mux (OADM)
m Optical Ampifier (OpAmp)

« Fiber splice or jumper point
(] Carrier major network facilty
O Carrier transmission line facilty

o

Figure 1: M ichigan Lam bdaR ailM iLR ) is com posed of two
independent berpaths, each capable of supportingm ultiple
10G E network connections and thereby redundantly inter—
connecting the AG LT 2 sites w ith an International peering
point at StarL ight in Chicago.

and the output is sent to a speci c destihation (usually
grid-aw are storage).

The grid storage system in use at AGLT2 is
dCache/Chineravl 9 .4—3@]. W ecurrently have 524 TB
of production storage running dC ache and another 200
T B of storage In use for prototyping and testing future
storage systam s (Lustre, G lustert' S, etc.). T he storage
areas In dC ache utilize space reservations In the form of
\space-tokens" which reserve and track storage space.

T hem atchm aking betw een queued pbsand available
Db slots is handled by a Ppb scheduler. AtAGLT2 we
use C ondorE] to m anage Ppb queueing, scheduling and
related policy in plem entation. W ith Condor we are
able to share and prioritize our com putational resources
based upon our requirem ents. T his is especially in por—
tant for the allocation of required resources for the AT —
LA S M uon Calibration C enter discussed in section 3.
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2.1. AGLT2 Status and Performance

The AG LT 2 hasbeen in operation since Fall of 2006,
supporting both AT LA S production and user and group
analysis activities. The T ier2 center has about two
f1lltim e equivalents (FTE ) of m anpow er and involves
contributions from six people for operating and m ain-
taining the center.

In June 2009 the W ord-wide LHC Grid (W LCG)
conducted an exercise (STEP09) designed to approx-—
In ate conditions during the LHC restart at the end
of the year. Our T ler2 perfom ed very well, running
the second m ost num ber of analysis pbs of any T ier—
2 worldw de and m oving the second m ost num ber of
data les for T ier2sworldw ide. W e averaged over 625
m egabytes/sec data transfer bandw dth for the eight
day duration of STEP 09.

A Iso, during 2009 our site has regularly been achiev—
ing 250-600% of our W LCG comm itm ent for CPU -
hours delivered . Typicalm onthly availability and relia—
bility has been 95% or above. Summ arizing the T fer2
status, AG LT 2 has been operating very welland initial
com m issioning tests have veri ed the system is ready
rLHC startup.

However AGLT 2 is unigue am oung USATLA S T ler-
2s, In that it has the additional responsibility of being
an ATLA S M uon Calibration Center.

3. Michigan Muon Calibration Center

The University of M ichigan is one of three AT -
LAS Muon Calbration Centers, (M ax-Planck Insti-
tute/Ludw g M axin ilans University and Rome I are
the other two). The muon calbration centers are in-
tended to provide the needed calbbration and alignm ent
forthemuon M DT (m onitored drift tube) subsystem .
U nderstanding the detector data can be com plicated
by changing conditions; gas com position, tem perature,
hum dity, and voltage variations can in pact the inter-
pretation of them uon subsystem data. T he centers are
designed to provide quick calibbration and alignm ent so
that the T ier0 center at CERN can create the initial
ESD s (event summ ary data) from the raw data. The
goalof the calbbration centers is to continually provide
this data within 24 hours, although the requirem ent is
48 hours because that is when the T ier-0 does the st
pass reconstruction.

At M ichigan we have in plam ented the calbration
center as a logical subset of the existing AGLT 2. Be-
cause the storage services and com putational require-
m ents for the calibbration center are very sin ilar to that
of the T ier2 it is easy to accom odate the requirem ents
of the calibration center using what already exists for
the T ler2 as a starting point. Having the calbration
center de ned in thisway signi cantly reduces the re—
quired m anpower to m anage and operate the center.

Currently about 1.5 FTE is assigned to the calbration
center but four people contribute to its operation and
m anagem ent. T here are addtionalunigque requirem ents
that the calibration center im poses which we m ust ad-
dress. That w ill be discussed in section [33 below .

The prim ary requirem ents for the center are high-
priority access to at least 100 CPU s, a storage elem ent
and associated space form uon calbration data and soft—
ware to m anage and m onitor the calibration tasks and
nsure their tim ely com pletion.

3.1. Muon Calibration Overview

The ATLA S muon system utilizes a num ber of tech-
nologies to accurately m easurem uons. TheM DT (m on—
itored drift tubes) subsystem , which is the focus of the
calibration centers, are com posed of 1-5 m eter, 2.54 an
diam eter alum inum tubes which have a tungsten w ire
strung down their center and held by precision tube
pligs at each end. The tubes are lled w ith a pressur-
zed A rgon-C 0, gasm ixture at 3 atm ospheres and the
w ire is held at 3090 V .M uons passing through a drift-
tube lonize the gas and the cluster of freed electrons
drift tow ard the w ire at the center of the tube. T he re-
sulting avalanche as the electrons reach the w ire creates
a pulse which stopsa TDC counter, providing a \drift
tin e".

C albration for the M D T s require that we determ ine
the Ty for each tube (the tin e corresponding to 0 drift
tin e equivalent to the m uon intersecting the wire) as
wellas the tin e-to-space function w hich m apsdrift tin e
to a distance from the w ire.
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Figure 2: A typicalM DT drift tin e spectrum show ing the
de nition of Tp aswellas Ty ax -
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A typicalM DT tine spectrum is shown in  gurdd.
The Ty values represent the com bination of o sets due
to electronic and cabling delays. The tim eto-space
fiinction is shown in  gurdd and provides the m apping
betw een the observed drift tin e and the radius of clos-
est approach for the muon. This function is very sen-
sitive to the gas com position, the voltage on the w ire,
the local integrated B— eld, tem perature and hum dity
variations and the presence of contam inants in the gas.
A ccurately determ ining the Ty and tin eto-space func—
tions during ATLA S data-taking runs is the prim ary
task for the m uon calibration e ort.
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Figure 3: A typical M DT \tim eto-space" function m aps
drift tim es Into radius of closest approach for the m uons.

3.2. Calibration Data Flow

T he realtin e aspect of data processing required for
the calbration centers in poses additional requirem ents
on the underlying com puting infrastructure. T he data

ow is critical for achieving tim ely calbration results.
A 1l three calbration centers are con gured to receive
m uon calbration data stream s directly from the T ier0
at CERN using the reqular ATLAS DDM (D istrbuted
D ata M anagem ent) system DQ 2[4].

Approxin ately 10* tracks per tube are required to
accurately determ ine Ty values for the M DT s. Regular
ATLA S trigger stream sdo nothave enough m uon tracks
to allow us to calbrate the drift tubes in a tim ely m an—
ner. In order to get adequate statistics a m uon calibra—
tion data stream hasbeen in plem ented. ATLA S data is
recorded by the Trigger/DAQ (D ata A oQ uisition) sys—
tem which has a 3-level structure to select which col-
lision data to store. The system perform s a sophisti-
cated pattern recognition at level2 to select only data
w ith high-m om entum m uons for the m uon calibbration
stream . Thisdata is sent to the three m uon calbration
centers and provides approxin ately 10 tin es as m any
muons as the ordinary data stream { about 10° perday
(or 100 M B /day) at a um fnosity of 10°3 an 2 s 1.

Because of the critical In portance of receiving the
calbbration data stream in a tinely m anner and the
transA tlantic location of the M ichigan calibration cen—
ter, we have In plem ented a secondary (backup) data
path in case of problem s w ith the prin ary distribution
path. This nvolves having an additional storage node
Iocated at CERN connected via a virtual circuit to our
callbbration center at M ichigan. T his provides an alter—
nate path and data source for failures in the prin ary
distrbution stream .

3.3. Unique Requirements

W hile the calbbration center requirem ents are sig—
ni cantly addressed by existing capabilities w ithin the
T ier2 center there are a few unique requirem ents we
m ust provide:

P rioritized access to com puting and storage to
m eet the realtin e deadlines for calibration data

Network circuits to support data distrdbution to
and from the center

A specialCA LIBD ISK Storage Resource M an-
ager 2 2 com plient storage area for incom ingm uon
data

A localORACLE serverw ith STREAM S replica-
tion back to CERN ’sORACLE server

W ork ow m anagem ent software to m anage and
track the calbration e ort

To m eet the priority requirem ents we have utilized
Condor con guration options to allow incom ing cali-
bration Ppbs to have the highest priority access to b
slots. G iven the large num ber of Pb slotsat AGLT 2, it
only takesbetween 440m inutes to ram p up to a full set
of 100 Pbs (for 12 hour Ppbs the average waiting tin e
for a slbot is 24 seconds). In our com m issioning this has
proven su cient for our needs.

A sm entioned before, nsuring we are always able to
get the special calbration stream is critical for us to
m eet the 48 hour tum-around In providing calbration
data back to CERN . In practice we want to achieve 24
hour tum-around. To In prove the resiliency of the sys-
tem we have con gured a protected virtual circuit of
288 M bits/sec between CERN and our calbration cen—
ter which can be used as a backup path if there are
problem s with the prim ary data distrdbbution. Future
work will try to leverage this circuit for the data re-
tumed to CERN via Oracle STREAM S.

T o provide the required storage for incom ing data the
existing T Jer2 dC ache system wasused to create a new
storage area called AG LT2_CA LIBD ISK . Thisarea
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currently provides 30 TB of storage dedicated to the
calibration center.

The muon calbration results are sent back to the
ATLA S collaboration via replication of the calbration
center data back to CERN . This is achieved by using
O racle to store and m anage the calibration data at each
calbration site and setting up O racle STREAM S repli-
cation to a comm on O rack server at CERN . This has
worked well but it does require that the sites have the
expertise to install, con gure and m anage O rack as a
critical service. The O racle serveratM ichigan ishosted
an a robust, dedicated Dell PE 2950 server w ith dual
E 5440 processors, redundant power supplies, bonded
gigabitethemet network interface cards and 2 TB of
RAD10 con gureddisk (4 TB raw).

The last unique requirem ent is that the ATLAS
m uon calibration group is using softw are developed by
A Jessandro de Salvo/Raom e to m anage the calibration
workload. T his software (called the \ATLASM uon Cal-
bration Data Splitter") integrates w ith the local site
DDM and Ppb m anagem ent system s and provides a se—
cure web interface to the calbration work— ow . T here
are a num ber of advantages to this lncluding the abil
ity to access the site from any web location, provide a
com m on Interface for all three calbration sites and easy
m anagem ent and tracking of the calbbration work ow .
T herefore, a new virtualm achine dedicated to running
the splitter software has been setup atM ichigan to pro-
vide an easy to m anage splitter instance.

4. Commissioning the Calibration Center

D uring the last year we have worked on comm ission-—
ing our calbration center and we have encountered a
num ber of issues in this process:

Integrating the splitter w ith our localsite con g—
uration

O raclem aintenance and upgrades in the presence
of STREAM S replication

Data managem ent issues, prim arily related to
tin ely access to data

Calbration pbshaving slow b initialization due
to rem ote DB access

A 11 of these issues were resolved but it is worthw hile
to brie y discuss them .

The splitter work ow m anagem ent software is very
usefll In tracking the calbration task status and pro-
viding a com m on interface for all three calibration sites.
H ow ever there are som e intricacies in correctly integrat-
ing the splitter con guration w ith the localsite con gu-
ration. T he gplitter softw arew asdeveloped atR om e us-
ng the LCG /EGEE software stack, while AGLT 2 uses

the O pen Science G rid stack. Functionally the stacks

are sin ilar and m any of the services can interoperate.

However there are a number of analldi erences that
m ust be accounted for when con guring the splitter to
be able to correctly access the needed local site services.

M any of these issues revolve around either grid-security

and access or versions of libraries or Python that exist

on the site. None of the issues were di cult but they

did need to be denti ed and xed.

Installing, con guring and m aintaining O racle re-
quires som e level of expertise which was not initially
present at our site. W e had had som e experience w ith
database technologies in general but needed to acquire
m ore practical experience in the typical tasks associ-
ated w ith running O racle. W e relied heavily upon ad-
vice from the CERN Oraclk team as well as utilizing
O raclke’sM etallink. H owever m ost of our problem s re-
sulted from notproperly understanding how to patch or
upgrade O racle in the presence of STREAM S replica-
tion. At least two tin esour e orts to patch our O racle
instance resulted In a corrupted or halted STREAM S
replication that required Intervention by the CERN O r—
acle experts to repair. The take hom e lesson here has
been to better consult with our colleagues about the
required stepsw hen undertaking patching or upgrading
our O racle instance.

T here were also a num ber of m inor issues related to
the tim eliness of data arrival at our calbration center
from CERN . In generalwe have this working well but
there have been occasions during the last year where

les were signi cantly delayed. M ost of these issues
w ere traced to upgradesor changesin the ATLAS DDM
system and were quickly resolved. Tests of the latency
of coam ic dataset arrivals are shown in  gurd4. Note
that even the worstcase tin e of 5.5 hours should not
prevent our center from processing the data w ithin a 24
hour tim e w Indow .
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Figure 4: This show s the latency (in hours) between data
creation at CERN and its arrivalat AG LT 2.
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T he last issue w e enountered recently (during sum m er
of 2009) was a very slow initialization tim e for som e of
our calbration pbs. UshgATHENA release1450.1 to
do m oun reconstruction for 100 events resulted in the
processing tin es shown in table[d.

Table I Processing tim es by site for 100 m uon events

Site N ode Processing T In e
CERN | pcatum 11 .cem ch 24 m inutes
BNL acas002 bnlgov 14 m inutes

AGLT 2|um t3int02 aglt2 org 64 m inutes

The problem was traced to very slow DB access due
to the w dearea network latency from AGLT2 to BNL.
The BNL and CERN runs had \local" conditions data
available. W ediscussed the problem w ith our colleagues
at BNL and decided to try a com bination of SQ U ID E]
caches and FRONT IER @J to m Inim ize the in pact of
having to access the database across the network. F ig-
ure[d show s the solution we used.

Calibration Center

e

Figure 5: Thisdiagram show s the con guration we used to
address the slow Jpb initialization when accessing conditions
data across the w de-area network.

BNL TIER1 AGTL2 Muon

T he dea is to utilize SQ U ID ’s caching ability tom in-
In ize the In pact of the w idearea netw ork latency. T he
resultsare shown in  gurdd where them ean tine fora
Db decreased from 48.7 m nutes to 2.5 m nutes.

A s part of our testing with our BNL colleagues we
tried signi cantly ram ping up the num ber of pbs uti-
lizing ourSQU ID /FRONT IER con guration and found
that we needed approxin ately one localSQU ID server
per 1000 CPUs (Pbs). For AGLT 2 we have Imnple-
mented a set of two SQUID servers and a DN S alias
which serves them in a round-xobin way.

5. Future Work and Conclusions

T here are a num ber of near-term issues we hope to
address before the LHC tum-on at the end of the year.
F irst we nead to better integrate the m uon splitter pb-
subm ission with the ATLAS PANDA system to prop—
erly account for and prioritize these Pbs. Currently
the splitter directly subm its calbbration pbs to Condor,
bypassing PANDA but this prevents us from properly
accounting for these service pbs.
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Figure 6: The red plot show s the Ppb initialization tin e dis-
tribution using direct O racle access (on the right) while the
blue plt (on the left) show s the corresponding runtin e us-
ing SQUID /FRONT IER .

A second task is to work on the secondary data path
to ensure robust operation. W e need to update the
storage system at CERN to allow it to subscribe to
the m uon calbration stream and thereby provide a sec—
ondary source for thisdata in the event of problem sw ith
the prim m ary data distrdbution m echanism . In addition
wewould like to take advantage of the protected virtual
circuit that existsbetween CERN and M ichigan for the
Oracle STREAM S replication.

O ther focus areas will be on continued testing and
further Integration of the splitter w ith the local site ca-
pabilities. An In portant com ponent In this is the addi-
tion ofmore M DT data quality assurance com ponents
to help us In the testing and veri cation of our calibra—
tion results. W e should note that the algorithm s used
for calbration are welldeveloped and tested.

In summ ary, the AG LT 2 com puting center is opera—
tionaland perform ing very well. TheM ichigan ATLA S
M uon C albration center hasbeen successfully deployed
and comm issioned as a prioritized subset of AGLT 2.
W hile som e issues related to our required services and
their operation have been found, all of them have been
succesfully addressed. Further testing and in prove-
m ents are underway to increase the robustness of our
centers but the fiindam ental tools and infrastructure
are In place to provide muon calbration results when
ATLAS resum es running at the end of 2009.
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