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# Abstract <br> Some Classical Integrable Systems <br> with Topological Solitons 

## Amanda Elizabeth Winn

This thesis is concerned with some low dimensional non-linear systems of partial differential equations and their solutions. The systems are all in the classical domain and aside from a version of one model in Appendix D, are continuous. To begin with we examine the field equations of motion derived from Hamiltonian and Lagrangian densities, respectively defining the $(1+1)$-dimensional Hyperbolic Heisenberg and Hyperbolic sigma models, where the metric on the target manifold is indefinite.

The models are integrable in the sense that a suitable Lax pair exists, and admit solitonic solutions classifiable by an integer winding number. Such solutions are explicitly derived in both the static and time dependent cases where physical space $X$ is the circle $S^{1}$. The existence of travelling wave solutions of topological type is discussed for each model with $X=S^{1}$ and $X=\mathbb{R}$; explicit solutions are derived for the $X=S^{1}$ case and it is shown for both the Heisenberg and sigma models, that no such travelling wave solutions exist if $X$ is the real line. Nevertheless, time dependent solutions (not of travelling wave type) are possible in each case for $X=\mathbb{R}$, some examples of which are derived explicitly.

A further integrable system; the Hyperbolic 'Pivotal' model is proposed as a special case of a more general model on Hermitian symmetric spaces. Of particular interest is the fact that the Pivotal model interpolates between the previous two models. To begin with the integrability of the model is established via a Lax representation. Solutions analogous to some of those of the previous models are then derived and the interpolative limits examined with respect to the Heisenberg and sigma models. Conserved currents for the model are also briefly discussed.

Finally, some conclusions and further possibilities are noted including a brief examination of a discrete version of the sigma model where the target manifold is positive definite. A Bogomol'nyi bound is shown to exist for the systems energy in terms of a well defined winding number.
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## Chapter 1

## Introduction

The solution of non-linear partial differential equations (PDE's) and the determination of whether a particular equation can be solved at all relied, until relatively recently, more on trial and error and some luck than anything else. Whilst well established algorithms and consistently applicable strategies for the solution of their linear counterparts had been known for some time, none were available for nonlinear PDE's until the mid to late 1960's when major breakthroughs were made. Since it's inception at that time, what has come to be known as the 'Theory of Solitons' has evolved at a breathtaking pace; various methods of solution and analysis of solvability applicable to 'soliton equations' have emerged whose implementation, whilst being far from trivial, has yielded an abundance of interesting features and solutions of a large number of equations. Furthermore, the increased interest generated by the expansion of the theory has had many positive ramifications; various connections have been made between a wide range of physical phenomena and some soliton equations, and soliton theory as a whole has flourished into a strikingly rich and diverse area of mathematical physics.

From a mathematical perspective the theories and constructs employed and developed to produce solitonic solutions of known equations and indeed new equations, range from Gardner, Greene, Kruskal and Miura's first formulation of the Inverse Scattering Transform (IST) [3] for solving the initial value problem for the Kortewegde Vries (KdV) equation, to use of the ring of Gödel (hyperbolic) quaternions by Lambert and Piette in their derivation [4] of solutions of $\sigma$-models on non-compact manifolds. From a physical point of view, one can find applications of soliton theory extending from, on the smallest scale, elementary particle theory to cosmology on the largest, with hydrodynamics, non-linear optics and biophysics in between.

With such a wealth of theory and applications established together with enormous scope for further possible expansion, little or no encouragement is needed for further exploration into the world of solitons and in this thesis we examine certain non-linear PDE's with solitonic features from which, it is hoped, some contribution may be made to the theory of solitons.

As a starting point and to establish some foundations on which to build, in the following section the notion of a soliton is discussed, initially in a general sense and subsequently with more specific definitions as applicable to the non-linear systems considered later. Two well known integrable models are then described with particular emphasis placed on how the relevant solitonic features occur in these systems.

### 1.1 Solitons

The term soliton was first used [5] in 1965 by Zabusky and Kruskal in reference to the remarkable particle-like behaviour manifested by non-linear wave solutions of the KdV equation; when two or more of these waves are brought together, following a strong interaction, they continue on an almost undisturbed path retaining their shape after collision thus acting in a particle-like manner. To be a little more precise, use of the word soliton initially and subsequently pertained to localized lumps of energy, retaining constant velocity and profile on collision and which are stable to perturbations. More recently however, the term has been employed to cover all manner of localized configurations and it is in this looser sense that we apply it. So to avoid any ambiguity later, when referring to solitons throughout this text we use the following definition:

> A soliton is a spatially localized, non-singular solution of a classical nonlinear partial differential equation with constant velocity and profile.

Effectively two (almost) distinct classes of soliton exist: topological solitons and those arising from what are known as integrable equations. The quintessential difference being that topological solitons owe their stability to the global topology of the system whereas 'integrable' solitons are stable due to local details of the evolution equation. The latter are comparatively rare since the balance between dispersive and non-linear sharpening terms, which gives the solitons their stability, is rather delicate and apt to collapse under perturbations of the evolution equation.

The majority of known integrable systems, scarce enough as it is, are restricted to $(1+1)$ and $(2+0)$ dimensions where solitons admitted by $(2+0)$-dimensional systems
are the static solutions of the system in $(2+1)$ dimensions. For example, what serve as instantons of the (integrable) Euclidean version of the $(1+1)$-dimensional $O(3)$ model are the static solutions of the model in $(2+1)$ dimensions. The higher dimensional model is not, however, integrable. Some higher dimensional integrable equations are known though, for example, the Davey Stewartson equation [6], its vector counterpart - Ishimori's equation [7], and the Kadomtsev-Petviashvili (KP) equation [8] (a two dimensional extension of the KdV equation). However, whilst many of the $(1+1)$-dimensional equations such as the well known sine-Gordon equation and the $O(3)$ model in $(1+1)$ dimensions are Lorentz invariant, this is not the case for the higher dimensional integrable equations noted above. In fact, apart from a semi-relativistic chiral system in (2+1) dimensions [9], and the self-dual Yang Mills (SDYM) equations in four dimensions [10, 11], there appear to be no known higher dimensional Lorentz invariant integrable systems. Lorentz invariance aside, there are actually no known $(3+1)$-dimensional integrable equations other than the SDYM equations (which are conjectured [12] and partly verified [13, 14] as a sort of 'master equation'), and to find a non-linear integrable evolution equation in (3+1) dimensions is, in the words of Ablowitz and Clarkson [15], "the most important open problem in soliton theory".

So integrable equations, residing mainly in low dimensions, tend for the most part, to be of more interest for their mathematical properties such as the possibility of constructing infinitely many conserved quantities and, if the Inverse Scattering Transform ${ }^{1}$ can be applied, the initial value problem may, at least in theory, be solved and a large number of exact, non-trivial solutions explicitly derived.

Topological solitons on the other hand, may be found in any number of dimensions their stability, due to the topology of the configuration space, being more robust hence, lending themselves more readily to physical interpretation. Such solitons are classifiable by an integer winding number or topological charge, conserved under time evolution and soliton collision and this may be interpreted as one of the conserved quantities of particle physics. As an example, in the $(3+1)$-dimensional Skyrme model [17, 18] soliton solutions are thought of as baryons (in particular protons and neutrons) where the topological charge is identified with the conserved baryon number.

In contrast to integrable models and aside from the topological charge, systems admitting topological solitons tend to have only a small number of conserved quan-

[^0]tities corresponding to the global symmetries of the system for example, energy, momentum and angular momentum. It is also more difficult (in the absence of the IST and related theories) to find non-trivial, and in particular, exact solutions and those which can be derived tend to be restricted to the static case. Numerical methods are, however, becoming increasingly helpful in the study of the dynamics of such solitons.

### 1.1.1 Integrability

Despite their relative rarity, non-linear partial differential equations which are 'integrable' arise as a recurrent feature in the study of non-linear phenomena and to give meaning to the notion of integrability we first recall the situation with respect to ordinary differential equations: the classic Liouville definition for integrability applies, namely; for Hamiltonian systems with $n$ degrees of freedom there should exist ( $n-1$ ) independent functions $g_{i}$ on phase space which are in involution with the Hamiltonian and with each other and these functions must exist globally. A continuous system of ODE's should therefore have an infinite number of such conserved quantities to be integrable.

For partial differential equations the situation is less straightforward, indeed there does not appear to be a universally accepted definition of integrability for such equations. There are, however, various ways in which a system might be thought of as integrable and we list some of these as follows:
(i) In close analogy to the Liouville definition one may require that a Hamiltonian system admits an infinite number of conserved quantities and integrals of the motion. A completely integrable system as defined by Faddeev and Zakharov $[19,20]$ is one for which the conserved quantities are in involution and the action angle variables with which the Hamiltonian may be expressed can be found.
(ii) For many integrable equations the IST can be applied to solve the initial value problem via the scattering data.
(iii) As an indicator of integrability one may require that the system satisfy the Painlevé test (c.f. [21, 22]) which, loosely speaking says that its solutions should be meromorphic functions of the complexified independent variables.
(iv) Or, lastly, one might require that the equations of motion for the system can be
written in the form of a compatibility condition for a suitable overdetermined system of linear equations.

In fact (c.f. [15]), the IST (ii), is thought to encompass many of the other definitions proposed for integrability. In what follows we consider a system to be integrable in the sense of (iv) above. In particular, given the overdetermined system of linear matrix equations

$$
\begin{align*}
& \frac{\partial F}{\partial x}=U(x, t, \lambda) F  \tag{1.1a}\\
& \frac{\partial F}{\partial t}=V(x, t, \lambda) F \tag{1.1b}
\end{align*}
$$

where $U, V$ are $2 \times 2$ matrices, $F$ a matrix valued function and $\lambda$ the 'spectral parameter'. Then the compatibility condition for (1.1) is obtained by differentiating (1.1a) with respect to $t$, (1.1b) with respect to $x$ and subtracting so that

$$
\begin{equation*}
\frac{\partial U}{\partial t}-\frac{\partial V}{\partial x}+[U, V]=0 \tag{1.2}
\end{equation*}
$$

For the relevant non-linear system to be integrable, (1.2) must be equivalent to the equation(s) of motion for a suitably chosen $U$ and $V$. Equation (1.2) is known as the zero curvature representation or condition and must hold for all complex constants $\lambda$. And the equations (1.1) are known as a Lax pair.

### 1.1.2 Conventions, Basic Concepts and Topology

As has been noted, topological solitons owe their stability to global aspects of the system, i.e. its topology. The stability relies in particular, on the (dis)connectedness of the configuration space and in order to explain this more fully and to establish the basic framework for our discussion we begin by specifying the conventions in use throughout. Some of the necessary topological and physical concepts are then defined with specific emphasis placed on those of direct relevance to the models considered in subsequent chapters.

The conventions in use unless otherwise stated are as follows: $t \in \mathbb{R}$ denotes time and $x \in X$ is the space variable so that $X \times \mathbb{R}$ is space-time and a space-time event is given by $x^{\mu}=\left(x^{0}, x^{1}\right)=(t, x) . \eta^{\mu \nu}=\operatorname{diag}(1,-1)$ is the (inverse) space-time metric and we use Einstein's index summation convention throughout. The tensor $\epsilon_{a b c}$ is completely anti-symmetric such that $\epsilon_{a b c}=-\epsilon_{a c b}$ and is identically zero if any two indices are the same (similarly for $\epsilon_{\mu \nu}$ ).

Given that it is the topology of the system which is of interest, the following definitions and ideas will be useful: first, a topological space $\chi$ is connected if it is not the union of two (or more) non-empty disjoint open sets. In other words if $\chi=\chi_{1} \cup \chi_{2}\left(\chi_{1}, \chi_{2}\right.$ open $)$ and $\chi_{1} \cup \chi_{2}=\emptyset$ then $\chi$ is disconnected.

Now let $\chi$ and $X$ be topological spaces and let $\Phi(\chi, X)$ be the set of continuous maps from $\chi$ to $X$. If $f$ and $g$ are two maps in $\Phi$ then $f$ is homotopic to $g$ if the image $f(\chi)$ may be continuously deformed to $g(\chi)$ in $X$. The set $\Phi$ is therefore divided by homotopy into equivalence classes or 'homotopy sectors'. Of particular relevance here is the choice that $X$ be the circle $S^{1}$. In this case, the homotopy sectors are the classes of loops on $X$. More precisely, if $X$ is a topological space and $I=[0,1]$; a continuous map $f: I \longrightarrow X$ is a path with initial point $x_{0}$ and endpoint $x_{1}$ if $f(0)=x_{0}$ and $f(1)=x_{1}$. If then $f(0)=f(1)=x_{0}$ the path is instead called a loop and $x_{0}$ its basepoint. Now letting $f$ and $g: I \longrightarrow X$ be loops with the basepoint $x_{0} ; f$ and $g$ are homotopic ( $f \sim g$ ) if a continuous map $\phi: I \times I \longrightarrow X$ exists such that

$$
\begin{aligned}
\phi(s, 0) & =f(s), \quad \phi(s, 1)=g(s) \quad \forall s \in I \\
\phi(0, t) & =\phi(1, t)=x_{0} \quad \forall t \in I .
\end{aligned}
$$

The equivalence class of loops is denoted by $[f]$ and called the homotopy class.
The (first) fundamental group for the topological space $X$ is defined as the set of homotopy classes of loops based at $x_{0} \in X$ and is denoted by $\pi_{1}\left(X, x_{0}\right)$. In particular, if $X=S^{1}$ one has the fundamental group $\pi_{1}\left(S^{1}\right)$ and this is isomorphic to the group of integers $\mathbb{Z}$ (where the basepoint may be left out since $S^{1}$ is arcwise connected). Of considerable relevance is the following: let $f$ and $g: S^{1} \longrightarrow S^{1}$ be maps defined in such a way that $f(0)=g(0)=1 \in S^{1}$ and denote the degree of the $\operatorname{map} f$ by $\operatorname{deg}(f)=N \in \mathbb{Z}$, corresponding to the number of times the (target) circle is traversed under the map. Then $\operatorname{deg}(f)=\operatorname{deg}(g)$ if and only if $f$ is homotopic to $g$. In addition, for any $N \in \mathbb{Z}$ there exists a map $f: S^{1} \longrightarrow S^{1}$ such that $\operatorname{deg}(f)=N$. What all this means is that the fundamental group $\pi_{1}\left(S^{1}\right)$ is comprised of classes of loops, each of which is classified by a particular integer $N$, and by constancy of the winding number [24] a configuration in one homotopy sector cannot be continuously deformed into one in another; so $\pi_{1}\left(S^{1}\right)$ is a disjoint union of homotopy classes and is therefore disconnected. The degree of the map, i.e. the integer $N$, is referred to as the winding number or topological charge.

So how is all of this somewhat abstract topology related to soliton theory? In
order to make the connection, some slightly more physical concepts must enter the arena which are presented below, and from these we shall see that the stability of topological solitons for the models of subsequent chapters is dependent on the above topological ideas.
(i) As noted, $X$ is physical space and $X \times \mathbb{R}$ space-time.
(ii) A configuration $\Psi$ is a map from physical space to some target manifold $M$; $\Psi: X \longrightarrow M$.
(iii) A field $\tilde{\Psi}$ is a continuous time sequence of configurations, i.e. a map from space-time to the target manifold $\tilde{\Psi}: X \times \mathbb{R} \longrightarrow M$. So that the time evolution of a field is thought of as a smooth progression through a family of configurations.
(iv) Configuration space $\mathcal{C}$ is then defined as the space of configurations so that each configuration is a point in $\mathcal{C}$ and a trajectory in $\mathcal{C}$ is a solution of the field equations. $\mathcal{C}$ is infinite dimensional.

It is the topology, and in particular, the connectedness of the configuration space $\mathcal{C}$ which is the crucial factor for the stability of topological solitons and it will be helpful to specify some spaces in order to make this clear. This also provides an appropriate opportunity to introduce those spaces pertaining to the Hyperbolic Heisenberg, Hyperbolic Sigma and Hyperbolic Pivotal models which are the main subject of this thesis: the field is a three vector denoted by $\vec{\psi}(t, x)=\left(\psi^{1}, \psi^{2}, \psi^{3}\right)$. Physical space $X$ is such that either $X=S^{1}$, in which case $\vec{\psi}$ is periodic in $x$, or $X=\mathbb{R}$ and the boundary condition $\vec{\psi}(t, \infty)=\vec{\psi}(t,-\infty)$ is imposed. The target manifold $M$ is taken to be the cylinder $S^{1} \times \mathbb{R}$ which may be thought of as the hyperboloid of one sheet $H^{2}$ in $\mathbb{R}^{2+1}$ (see figure (1.1)). Then $\vec{\psi}$ satisfies

$$
\begin{equation*}
\eta_{a b} \psi^{a} \psi^{b}=1 \tag{1.3}
\end{equation*}
$$

where $\eta_{a b}=\operatorname{diag}(1,1,-1)$. The metric on the hyperboloid (1.3) is taken to be that induced by the metric $\eta_{a b}$, then $M$ is a symmetric space ${ }^{2}$ with group structure
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Figure 1.1: The hyperboloid $H^{2}:\left(\psi^{1}\right)^{2}+\left(\psi^{2}\right)^{2}-\left(\psi^{3}\right)^{2}=1$
$S O(2,1) / S O(1,1)$, and is sometimes referred to as two dimensional de Sitter spacetime. Having specified physical space $X$ in two different ways we consider the cases separately:
(i) $\underline{X=S^{1}}$ : Here $\vec{\psi}$ is periodic in $x$ and configuration space $\mathcal{C}$ is the space of smooth maps from $S^{1}$ to $H^{2}$ and for non-trivial maps, the circle should be wrapped around $H^{2}$. Effectively one then has a map from $S^{1}$ to $S^{1}$ with $\pi_{1}\left(H^{2}\right) \cong \pi_{1}\left(S^{1}\right)=\mathbb{Z}$ and the topological charge is the degree of the map. Recalling the definition of $\mathcal{C}$ as the space of configurations and a solution of the field equations as a trajectory in $\mathcal{C}$; if such a solution resides in a particular homotopy class of configuration space, it cannot be continuously deformed into one in another sector by constancy of the winding number. Such a solution is therefore confined to its homotopy sector and is, in this sense, stable.
(ii) $X=\mathbb{R}$ : In this case $\mathcal{C}$ is the space of smooth maps $\vec{\psi}$ from $\mathbb{R}$ to $H^{2}$. The boundary condition $\vec{\psi}(t, \infty)=\vec{\psi}(t,-\infty)$ is imposed, i.e. $\lim _{x \rightarrow \pm \infty} \vec{\psi}(x)=$ $p_{0} \in H^{2}$ and $\vec{\psi}$ reaches the limit sufficiently fast that integrals converge. (We note that in some cases one may specify that a configuration have finite energy, in which case, the 'energy density' denoted by $\varepsilon$, which is a function of $\vec{\psi}$ and its first derivatives, must vanish on the boundary of space (i.e. at $x= \pm \infty$ ),
otherwise the integral of $\varepsilon$ over $X$ will diverge.) Thus $\vec{\psi}$ may be regarded as a map from the one point compactification $\mathbb{R} \cup\{\infty\} \cong S^{1}$ to $S^{1}$. And again we have a map from the circle to the circle classified by an integer winding number - for each homotopy class the real line is, in effect, wrapped around the hyperboloid with winding number $N$ where the point $p_{0}$ corresponds to the map $\vec{\psi}$ at $x= \pm \infty$. Each configuration is therefore trapped in one of the homotopy classes of the fundamental group $\pi_{1}\left(S^{1}\right)=\mathbb{Z}$. (If finite (non zero) energy is required one must also have $\nabla \vec{\psi} \neq 0$ in some region of $X$ space ensuring the presence of a lump or lumps of energy.)

The fundamental group $\pi_{1}\left(S^{1}\right)$ is the first fundamental group and the idea of homotopy groups may be generalized; the $n$th homotopy group, denoted by $\pi_{n}\left(X, x_{0}\right)$ for a topological space $X$ and $n$-loops based at $x_{0}$ is called a higher homotopy group if $n \geq 2$ (where an $n$-loop at $x_{0}$ is a map from $n$ copies of the unit cube to $X$ ).

Topological 'defects' owing their stability to non-trivial $\pi_{n}\left(X, x_{0}\right)$ are called textures and those arising in the systems we shall describe with the above considerations fall into this category. Skyrmions and $\mathbb{C} P^{1}$ lumps are further examples of textures and they may also be found in condensed matter theory, for example, in the 'superfluid' ${ }^{3} \mathrm{He}-\mathrm{A}$ [23]. In addition to textures, a further class of topological defects called monopoles arises from similar considerations where here the stability is due to the non-triviality of $\pi_{n-1}\left(V_{0}\right), V_{0}$ being the vacuum manifold, i.e. where the potential energy reaches its absolute minimum. However, since these are not relevant for the models under examination, we simply make note of their existence and refer to various texts in which they are discussed in detail, see for example [16, 23, 25, 26].

### 1.2 Combining Integrability and Topological Solitons

Integrability and topological solitons have been discussed in the previous section as unrelated concepts, excepting the fact that they both pertain to the solvability or solutions of non-linear PDE's. However, one might naturally consider the question; do systems exist which exhibit both features? In fact, there are such systems although, as one can imagine, since integrable systems are rare enough objects as it is, models which are both integrable and admit topological solitons are extremely scarce. Various known elliptic systems of PDE's exhibit both properties, however,
in these systems there is no time dependence so that only static solutions exist. The Euclidean version of the $O(3)$ model in $(1+1)$ dimensions is one example(c.f. [16]) where the instantons of the model are classifiable by an integer winding number and the model is characterized by an infinite number of conserved quantities [28, 29]. An example of a higher dimensional integrable model with instanton solutions is the self-dual Yang Mills system which is briefly examined later in the section. Prior to this however, to put some of the ideas described into action, we discuss what is virtually the only (at least well-)known example of a time dependent system which is both integrable and admits topological solitons.

### 1.2.1 The Sine-Gordon Model

Having initially appeared in 1870 in differential geometry [32] where it described surfaces of constant negative Gaussian curvature, the sine-Gordon equation ${ }^{3}$ has, over the ensuing years, found many and various physical applications. For example, the propagation of a dislocation in a crystal, with its periodicity represented by $\sin \psi$, was shown in 1939 [33] to be governed by the sine-Gordon equation and in 1962 it was tentatively considered [34] as a model of an elementary particle and shown in 1975 [35] to be an equivalent form of the Thirring model. This remarkably diverse equation has therefore been studied extensively and various other applications found in addition to those noted, however, let us restrict ourselves here to reviewing the model in the context of the ideas discussed earlier in this section.

The sine-Gordon model is formulated as follows: taking physical space $X$ to be the real line and the target manifold $M$ to be the circle $S^{1}$; consisting of a single scalar field $\phi(t, x)$ in $(1+1)$ dimensions, the model is governed by the Lagrangian density

$$
\begin{equation*}
\mathcal{L}(t, x)=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi+\frac{m^{2}}{\beta^{2}}[\cos (\beta \phi)-1] \tag{1.4}
\end{equation*}
$$

where $m$ and $\beta$ are positive parameters. Physically the model describes a relativistic field theory in two space dimensions and $m$ and $\beta$ play the role of the mass and coupling constant respectively. The equation of motion is obtained via Hamilton's

[^2]variational principle by extremising the action functional
$$
S[\phi]=\int d t \int d x \mathcal{L}
$$

Variation of $S$ yields

$$
\delta S[\phi]=\int d t \int d x\left\{-\frac{m^{2}}{\beta} \sin \beta \phi-\frac{\partial^{2} \phi}{\partial t^{2}}+\frac{\partial^{2} \phi}{\partial x^{2}}\right\} \delta \phi
$$

and for $\phi$ to be a local extremum of $S$ requires

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial t^{2}}-\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{m^{2}}{\beta} \sin \beta \phi=0 . \tag{1.5}
\end{equation*}
$$

The Hamiltonian (or conserved energy integral) for the system is then

$$
\begin{equation*}
H=\int_{X} \mathcal{H} d x=\int_{X}\left\{\frac{1}{2}\left(\frac{\partial \phi}{\partial t}\right)^{2}+\frac{1}{2}\left(\frac{\partial \phi}{\partial x}\right)^{2}+\frac{m^{2}}{\beta^{2}}[1-\cos \beta \phi]\right\} d x \tag{1.6}
\end{equation*}
$$

where $\mathcal{H}=\pi(x) \dot{\phi}(x)-\mathcal{L}$ with the canonically conjugate momentum variable $\pi(x)=$ $\frac{\partial \mathcal{L}}{\partial \dot{\phi}}$. We note also that with the Poisson bracket structure defined by $\{\phi(x), \phi(y)\}=$ $\{\pi(x), \pi(y)\}=0,\{\pi(x), \phi(y)\}=\delta(x-y)$, and with the Hamiltonian (1.6), equation (1.5) may be written in Hamiltonian form $\frac{\partial \phi}{\partial t}=\{H, \phi\} ; \quad \frac{\partial \pi}{\partial t}=\{H, \pi\}$.

Non-singular finite energy solutions are the objects of interest here and for both static and time dependent solutions, for finite energy, $\cos \beta \phi$ must tend to a constant at each end of space (and $\nabla \phi$ to zero). Further, from (1.6), this constant must be a zero of the potential $\mathcal{V}(\phi)=\frac{m^{2}}{\beta^{2}}[1-\cos \beta \phi]$, and these are given by $\phi=\frac{2 \pi n}{\beta}: n \in \mathbb{Z}$. If $\cos \beta \phi$ tends to the $s a m e^{4}$ constant as $x \longrightarrow \pm \infty$, finite energy configurations are maps from the one point compactification $\mathbb{R} \cup\{\infty\} \cong S^{1}$ to the target space $S^{1}$ and as noted previously, these fall into disjoint homotopy classes since $\pi_{1}\left(S^{1}\right)=\mathbb{Z}$. Configuration space is the union of these disjoint classes where each class is labeled by its topological charge or winding number. For the sine-Gordon model this is defined specifically as

$$
N=\frac{\beta}{2 \pi} \int_{-\infty}^{\infty} \frac{\partial \phi}{\partial x} d x
$$

[^3]where $N \in \mathbb{Z}$. So solitons and indeed all finite energy solutions of the sine-Gordon system are topological in nature.

That the model is completely integrable is well established, see for example, [36, 37] so rather than going into unnecessary detail and in keeping with the definition of integrability as applied to the models which are the subject of this thesis, we simply note that the equation of motion (1.5) is representable as the Zero Curvature condition (1.2) with $U(x, t, \lambda), V(x, t, \lambda)$ given (c.f. [63]) by

$$
\begin{aligned}
U & =\frac{\beta}{4 i} \pi \sigma_{3}+\frac{k_{0}}{i} \sin \frac{\beta \phi}{2} \sigma_{1}+\frac{k_{1}}{i} \cos \frac{\beta \phi}{2} \sigma_{2} \\
V & =\frac{\beta}{4 i} \frac{\partial \phi}{\partial x} \sigma_{3}+\frac{k_{1}}{i} \sin \frac{\beta \phi}{2} \sigma_{1}+\frac{k_{0}}{i} \cos \frac{\beta \phi}{2} \sigma_{2}
\end{aligned}
$$

i.e. the sine-Gordon equation may be written as the compatibility condition for an overdetermined linear system. Here the $\sigma_{i}: i=1,2,3$ are the Pauli matrices

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1  \tag{1.7}\\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

$$
\text { and } \quad k_{0}=\frac{m}{4}\left(\lambda+\frac{1}{\lambda}\right), \quad k_{1}=\frac{m}{4}\left(\lambda-\frac{1}{\lambda}\right)
$$

with spectral parameter $\lambda$.
We are essentially considering a system whose dynamics is governed by the Lorentz invariant Lagrangian density

$$
\mathcal{L}(t, x)=\frac{1}{2}\left(\frac{\partial \phi}{\partial t}\right)^{2}-\frac{1}{2}\left(\frac{\partial \phi}{\partial x}\right)^{2}-\mathcal{V}(\phi)
$$

where the potential $\mathcal{V}(\phi)$ has a minimum value of zero for certain $\phi$ and is positive semi-definite. Applying the variational principle results in the wave equation

$$
\square \phi=\frac{\partial^{2} \phi}{\partial t^{2}}-\frac{\partial^{2} \phi}{\partial x^{2}}=-\frac{\partial \mathcal{V}}{\partial \phi},
$$

the non-linear terms depending on the choice of $\mathcal{V}(\phi)$ which in the sine-Gordon case is $\frac{m^{2}}{\beta}[1-\cos \beta \phi]$. For static solutions one then has

$$
\frac{\partial^{2} \phi}{\partial x^{2}}=\frac{\partial \mathcal{V}}{\partial \phi}
$$

which, on multiplying by $\frac{\partial \phi}{\partial x}$ and integrating results in

$$
\frac{1}{2}\left(\frac{\partial \phi}{\partial x}\right)^{2}=\mathcal{V}(\phi)
$$

or

$$
\frac{d \phi}{d x}= \pm[2 \mathcal{V}(\phi)]^{\frac{1}{2}}
$$

A further integration yields

$$
\pm \int \frac{d \phi}{\sqrt{2 \mathcal{V}(\phi)}}=x-a
$$

with $a$ constant. For the sine-Gordon equation this translates as

$$
\pm \frac{\sqrt{\beta}}{2 m} \int \frac{d \phi}{\sin \frac{\beta \phi}{2}}=x-a .
$$

The left hand side is easily integrated resulting in the solutions

$$
\begin{equation*}
\phi(x)= \pm \frac{2}{\beta} \tan ^{-1}\{\exp [m \sqrt{\beta}(x-a)]\} \tag{1.8}
\end{equation*}
$$

In the positive case the solution has winding number $N=1$ where (1.8) is then called the soliton of the system and goes from 0 to $2 \pi$ (or $2 \pi$ to $4 \pi$ etc.), whereas in the negative case the winding number is $N=-1$ and (1.8) is called the antisoliton. The antisoliton is related to the soliton by the symmetry $\phi \longleftrightarrow-\phi$ under which the Lagrangian (1.4) is invariant.

Since the system is relativistically invariant, moving solitons can immediately be generated by Lorentz boosting (1.8); replacing $(x-a)$ by $\frac{(x-a-v t)}{\sqrt{1-v^{2}}}$ one has

$$
\phi(t, x)= \pm \frac{2}{\beta} \tan ^{-1}\left\{\exp \left[\frac{m \sqrt{\beta}}{\sqrt{1-v^{2}}}(x-a-v t)\right]\right\}
$$

which recovers (1.8) if $v=0$. As well as the soliton and antisoliton the sine-Gordon model admits a third type of solitonic solution called the doublet or breather which is thought of as a 'bound' solution of a soliton-antisoliton pair. The soliton and antisoliton oscillate with respect to one another with a given period; however, such solutions will not be examined here.

This completes our discussion of the sine-Gordon system as an illustrative example of a $(1+1)$-dimensional time dependent system which is both integrable and admits topological solitons. Prior to laying out a synopsis of the contents of the thesis proper we conclude the introductory material with a brief description of a higher dimensional integrable system which may well turn out to be at the foundation of all integrable systems.

### 1.2.2 The Self-Dual Yang Mills System

The gauge invariant self-dual Yang Mills (SDYM) system is possibly the most important known integrable system; it has been conjectured by Ward [12] that
"many (and perhaps all?) of the ordinary and partial differential equations that are regarded as being integrable or solvable may be obtained from the self-dual gauge field equations (or its generalization) by reduction."

Whilst this remains as yet unproven much progress has been made to substantiate the claim. For example, in $(2+1)$ dimensions a $S U(N)$ chiral field equation with torsion has been shown (c.f. [9, 38]) to be a reduction of SDYM, as have the Bogomol'nyi equations relevant in the study of magnetic monopoles [39, 40, 41]. The Toda Molecule equation (a $(2+1)$-dimensional version of the $(1+1)$-dimensional Toda lattice) is obtained by reduction and it has been shown [15] that the Toda Molecule reduces asymptotically to the KP equation which can itself be asymptotically reduced to the Davey Stewartson (DS) equation, indicating that it may be possible to obtain the KP and DS equations by exact reductions of SDYM. In (1+1) dimensions the KdV and non-linear Schrödinger equations arise as reductions [14], as do the sine-Gordon equation of the previous section and the Ernst equations. There are also various examples of ordinary differential equations which have been shown to be reductions of SDYM. And with more and more equations being shown to be obtainable from the SDYM equations the conjecture looks increasingly likely to be true however, as there are so many possibilities a complete analysis of all reductions poses an immensely challenging problem.

In addition to its as yet unquantified importance in the general theory of integrable equations, the SDYM system is an example of a higher dimensional integrable model (of elliptic type) with topological solitons . And following a description of the model and an example of the reduction process, the integrability and presence
of instanton solutions are briefly discussed.
The Yang Mills curvature or gauge field may be defined as

$$
\begin{equation*}
F_{a b}=\partial_{a} A_{b}-\partial_{b} A_{a}-\left[A_{a}, A_{b}\right] \tag{1.9}
\end{equation*}
$$

where $x_{a}: a=1,2,3,4$ are coordinates in physical space $X=\mathbb{R}^{4}$ equipped with some metric. In particular, instanton solutions occur in Euclidean space where the signature of the metric is $(+,+,+,+)$. The $A_{a}$ are the Yang Mills potentials taking values in some Lie algebra $\varrho$; if we take the associated Lie group $\mathcal{G}$ to be $S U(2)$ then the $A_{a}$ are elements of the gauge group $S U(2)$ in its $2 \times 2$ representation. In terms of the standard null coordinates

$$
\begin{array}{ll}
\tau=x_{1}+i x_{2} & \sigma=x_{3}+i x_{4} \\
\bar{\tau}=x_{1}-i x_{2} & \bar{\sigma}=x_{3}-i x_{4}
\end{array}
$$

where the metric is $d s^{2}=d \tau d \bar{\tau}+d \sigma d \bar{\sigma}$, the corresponding gauge potentials are

$$
\begin{array}{ll}
A_{\tau}=A_{1}+i A_{2} & A_{\sigma}=A_{3}+i A_{4} \\
A_{\bar{\tau}}=A_{1}-i A_{2} & A_{\bar{\sigma}}=A_{3}-i A_{4} .
\end{array}
$$

The self-dual Yang Mills equations are then given by

$$
\begin{align*}
F_{\tau \sigma} & =0  \tag{1.10a}\\
F_{\bar{\tau} \bar{\sigma}} & =0  \tag{1.10b}\\
F_{\tau \bar{\tau}}+F_{\sigma \bar{\sigma}} & =0 \tag{1.10c}
\end{align*}
$$

which are equivalent to the self-duality condition $\tilde{F}_{a b}=\frac{1}{2} \epsilon_{a b c d} F^{c d}= \pm F_{a b}$ and are invariant under the gauge transformation

$$
A_{a} \longrightarrow U A_{a} U^{-1}-\left(\partial_{a} U\right) U^{-1}, \quad F_{a b} \longrightarrow U^{-1} F_{a b} U .
$$

The SDYM equations may be defined on Euclidean $\mathbb{R}^{4}$ as above, where instanton solutions occur, however, to introduce time into reductions, a mixed metric signature must be imposed and only with the signature (,,,++-- ) do the SDYM equations admit real solutions. (In $(3+1)$ dimensions, i.e. with signature $(+,+,+,-)$ no real solutions are possible).

Whilst the reduction process is not of direct relevance to the contents of this thesis, a potentially interesting project for the future may be to consider whether or not the Pivotal model of Chapter 4 is a reduction of the SDYM equations. With this in mind, the following demonstrates how the procedure works for an integrable model with topological solitons, and an appropriate choice of model to briefly illustrate the reduction process is a version of the sine-Gordon model of the previous section. The equation

$$
\begin{equation*}
\nabla \phi=\sin \phi \tag{1.11}
\end{equation*}
$$

(where $\nabla \phi=\phi_{x x}+\phi_{t t}$ ) is obtained from the SDYM equations (1.10) in the following ways $[15,42]$ : let the $A_{a}$ depend only on $\tau$ and $\bar{\tau}$ and still take their values in the Lie algebra $s u(2)$ generated by the Pauli matrices (1.7) which satisfy $\left[\sigma_{i}, \sigma_{j}\right]=2 i \epsilon_{i j k} \sigma_{k}$. $A_{\bar{\tau}}$ can be set to zero by using an appropriate gauge freedom. Referring forward to (1.14) this results in the Lax pair

$$
\begin{equation*}
\partial_{\tau} \Psi=\left(A_{\tau}+\lambda A_{\bar{\sigma}}\right) \Psi, \quad \lambda \partial_{\bar{\tau}} \Psi=-A_{\sigma} \Psi \tag{1.12}
\end{equation*}
$$

One can then choose

$$
A_{\tau}=c \sigma_{3}, \quad A_{\sigma}=(a+b) \sigma_{2}, \quad A_{\bar{\sigma}}=\sigma_{1}
$$

with $a, b, c$ functions of $\tau$ and $\bar{\tau}$ and substitution into (1.12) yields the three first order equations

$$
\begin{align*}
\partial_{\tau} a & =-2 i b c  \tag{1.13a}\\
\partial_{\tau} b & =2 i a c  \tag{1.13b}\\
\partial_{\bar{\tau}} c & =2 i b . \tag{1.13c}
\end{align*}
$$

These have the solution $a^{2}+b^{2}=$ constant $=1$. So that with the choice $a=$ $\cos \phi, b=\sin \phi, c$ is given by $c=\frac{i}{2} \partial_{\tau} \phi$ and from equation (1.13c) one gets a sine-Gordon equation (1.11) with $\nabla \phi=\frac{1}{4} \partial_{\tau} \partial_{\bar{\tau}} \phi=\frac{1}{4}\left(\phi_{x_{2} x_{2}}+\phi_{x_{1} x_{1}}\right)$.

Alternatively, instead of $s u(2)$ suppose the $A_{a}$ lie in the Lie algebra $s l(2, \mathbb{C})$. Now let $A_{a}$ depend only on $x$ and $t$ so that $\tau=\bar{\tau}=x_{1}=t$ and $\sigma=\bar{\sigma}=x_{3}=x$. Then (1.10a) and (1.10b) are satisfied so long as $\phi$ satisfies the sine-Gordon equation
(1.11) by choosing

$$
\begin{array}{ll}
A_{\tau}=\frac{1}{4}\left(\begin{array}{cc}
-\phi_{x} & -2 \sin \frac{\phi}{2} \\
2 \sin \frac{\phi}{2} & \phi_{x}
\end{array}\right), & A_{\sigma}=\frac{1}{4}\left(\begin{array}{cc}
\phi_{t} & -2 \cos \frac{\phi}{2} \\
-2 \cos \frac{\phi}{2} & -\phi_{t}
\end{array}\right) \\
A_{\bar{\tau}}=\frac{1}{4}\left(\begin{array}{cc}
-\phi_{x} & 2 \sin \frac{\phi}{2} \\
-2 \sin \frac{\phi}{2} & \phi_{x}
\end{array}\right), & A_{\bar{\sigma}}=\frac{1}{4}\left(\begin{array}{cc}
\phi_{t} & 2 \cos \frac{\phi}{2} \\
2 \cos \frac{\phi}{2} & -\phi_{t}
\end{array}\right) .
\end{array}
$$

And equation (1.10c) is satisfied identically.
In general there are two reductive procedures by which an integrable system might be obtained from the SDYM equations (c.f. [13, 43])
(i) By factoring out a subgroup of the Poincaré group reduce the number of independent variables. This is know as dimensional reduction.
(ii) By imposing algebraic constraints on the gauge potential $A_{a}$ (in a way that is consistent with the equations) the number of dependent variables may be reduced; algebraic reduction.

For the sine-Gordon equation above a combination of the two was utilized as is often the case in order to obtain a particular integrable system.

Returning to the SDYM equations themselves (1.10); in the context of integrability, consider the overdetermined linear system

$$
\begin{align*}
\left(\partial_{\tau}+\lambda \partial_{\bar{\sigma}}\right) \Psi & =\left(A_{\tau}+\lambda A_{\bar{\sigma}}\right) \Psi  \tag{1.14}\\
\left(\partial_{\sigma}-\lambda \partial_{\bar{\tau}}\right) \Psi & =\left(A_{\sigma}-\lambda A_{\bar{\tau}}\right) \Psi
\end{align*}
$$

where $\lambda$ is the complex valued spectral parameter. The SDYM equations may be written as the compatibility condition, expressed as the following polynomial in $\lambda$, for the system (1.14):

$$
\left(\partial_{\tau}+\lambda \partial_{\bar{\sigma}}\right)\left(A_{\sigma}-\lambda A_{\bar{\tau}}\right)-\left(\partial_{\sigma}-\lambda \partial_{\bar{\tau}}\right)\left(A_{\tau}+\lambda A_{\bar{\sigma}}\right)=\left[A_{\tau}+\lambda A_{\bar{\sigma}}, A_{\sigma}-\lambda A_{\bar{\tau}}\right] .
$$

Equations (1.10) are then produced by equating powers of $\lambda$ and are therefore integrable in the sense noted earlier. In fact they are regarded as completely integrable as a consequence of what is known as the 'twistor' construction [10, 44, 45, 46], relating solutions of the equations to certain holomorphic vector bundles.

With regard to the existence of topological solitons for the system; loosely defined, instantons are localised finite action solutions of the classical Euclidean field
equations of a theory (c.f. [16]) where 'Euclidean', in 4 dimensions, refers to replacement of the Minkowskian indefinite metric by the definite Euclidean one so that the Euclidean theory is invariant under $O(4)$ transformations rather than the Lorentz transformations. The Euclidean system can be thought of as an analytical continuation of the Minkowskian one. The finiteness of energy requirement of solitons is replaced by requiring finite Euclidean action; at the classical level the Euclidean action has the same structure as the energy of a static field configuration in one higher dimension. The Euclidean action for the Yang Mills system is given by

$$
\begin{equation*}
\mathcal{S}=-\frac{1}{2 g^{2}} \int d^{4} x \operatorname{Tr}\left[F_{a b} F_{a b}\right] \tag{1.15}
\end{equation*}
$$

where ' $\operatorname{Tr}$ ' denotes trace, and extremising (1.15) through the variational principle results in the corresponding field equations

$$
\begin{equation*}
D_{a} F_{a b} \equiv \partial_{a} F_{a b}+\left[A_{a}, F_{a b}\right]=0 \tag{1.16}
\end{equation*}
$$

Using the identity

$$
-\int d^{4} x \operatorname{Tr}\left[\left(F_{a b} \pm \tilde{F}_{a b}\right)^{2}\right] \geq 0
$$

and since $\operatorname{Tr}\left[F_{a b} F_{a b}\right]=\operatorname{Tr}\left[\tilde{F}_{a b} \tilde{F}_{a b}\right]$ one has

$$
\begin{align*}
-\int d^{4} x \operatorname{Tr}\left[F_{a b} F_{a b}\right] & \geq \pm \int d^{4} x \operatorname{Tr}\left[\tilde{F}_{a b} F_{a b}\right]  \tag{1.17}\\
\text { or } \quad \mathcal{S} & \geq \frac{8 \pi^{2}}{g^{2}}|N| \\
\text { where } \quad N & =-\frac{1}{16 \pi^{2}} \int d^{4} x \operatorname{Tr}\left[\tilde{F}_{a b} F_{a b}\right]
\end{align*}
$$

and $N$ is the winding number. This denotes the number of times the group space $S U(2)$ is wrapped around the target space which is taken to be $S^{3}$. In fact, (c.f. $[16,26])$ from finite action considerations and since $\pi_{3}(S U(2)) \cong \pi_{3}\left(S^{3}\right) \cong \mathbb{Z}$, configuration space is the disjoint union of finite action configurations classifiable by the integer $N$. In a given homotopy class, fields extremising the action (1.15) are solutions of (1.16) in that class. The absolute minimum value of (1.15) is attained
in a given homotopy sector as

$$
S=\frac{8 \pi^{2}}{g^{2}}|N|
$$

and from (1.17) this occurs when $\tilde{F}_{a b}= \pm F_{a b}$. The action (1.15) is therefore extremised by the self and antiself-dual configurations. The absolute minima may not, of course, be the only extrema of the action so that whilst solutions of the self-dual equations (1.10) are always solutions of the Yang Mills system (1.16), the converse is not necessarily the case. The Yang Mills equations themselves however, are not integrable, (admitting chaotic solutions) whereas the self-dual system is.

In the derivation of instanton solutions of (1.10), various methods have been used; originally the one-instanton solution was produced by Belavin et al [47] and subsequently one and many-instanton solutions obtained by a technique evolved through the work of a collection of authors c.f. [48, 49, 50, 51] and also [52]. Since such methods are not, however, utilized in our study of the Hyperbolic Heisenberg, sigma and Pivotal models we refrain from examining them here.

This concludes the introductory matter. The thesis proper begins in Chapter 2, where we begin by introducing the $S U(2)$ Heisenberg Ferromagnet system. Following this short review a hyperbolic version of the model is examined; static and simple time dependent solutions of winding type are explicitly derived and the existence of travelling wave solutions of the model discussed. A further family of time dependent winding solutions for $X=\mathbb{R}$ is also derived.

Following a brief description of the compact $O(3)$ Sigma model, Chapter 3 is concerned with a hyperbolic or non-compact version of the model. After formulating the non-compact model we derive time dependent solutions and again discuss the existence of travelling wave solutions. The self-dual HSM equations are then examined and solutions discussed.

In Chapter 4 a new (Pivotal) model is proposed which interpolates between the Heisenberg and sigma models, arising as a particular case of a class of integrable models introduced by Oh [53]. The integrability of the system is established and some topological solutions derived. The reduction of the Lax representation and the solutions with respect to the Heisenberg and sigma models are examined and conserved quantities for the Pivotal system briefly discussed.

Chapter 5 contains a synopsis of the results and discusses further research possibilities, in particular for the Pivotal model. This includes reference to the positive-
definite continuous and discrete versions of the sigma model discussed in Appendices C and D.

## Chapter 2

## The Hyperbolic Heisenberg Model (HHM)

### 2.1 Introduction

Occurring in solid state physics, the continuous Heisenberg Ferromagnet arises as a special case of the Landau-Lifshitz (LL) model of a continuous anisotropic ferromagnet. The set up for these models is such that the fields are three-vectors; $\vec{S}(x)=\left(S_{1}, S_{2}, S_{3}\right)$, taking values on the unit sphere $S^{2}$ so that

$$
\vec{S}(x)^{2}=\sum_{a=1}^{3} S_{a}(x)^{2}=1
$$

Typical boundary conditions satisfied by $\vec{S}$ are
(i) periodic such that $\vec{S}(x+2 L)=\vec{S}(x)$ or
(ii) 'rapidly decreasing' in which case, $\vec{S}(x) \longrightarrow \vec{S}_{0}$ as $|x| \longrightarrow \infty$ and the limiting values are approached sufficiently fast (for instance, $\vec{S}$ is infinitely differentiable and together with all its derivatives, decays faster than any power of $|x|^{-1}$ as $|x| \longrightarrow \infty)$. Without loss of generality due to $O(3)$ invariance, $\vec{S}_{0}$ can be fixed as $\vec{S}_{0}=(0,0,1)$.

The Hamiltonian (LL) equation of motion is given by

$$
\begin{equation*}
\frac{\partial \vec{S}}{\partial t}=\vec{S} \times \frac{\partial^{2} \vec{S}}{\partial x^{2}}+\vec{S} \times J \vec{S} \tag{2.1}
\end{equation*}
$$

where $J=\operatorname{diag}\left(J_{1}, J_{2}, J_{3}\right): J_{1} \leq J_{2} \leq J_{3}$. When $J_{1}=J_{2}=J_{3}=0$ the resultant equation is known as the continuous isotropic Heisenberg ferromagnet model (HM) ${ }^{1}$ describing the classical spin $\vec{S}$ distributed along the line. For the HM model, the Hamiltonian density

$$
\mathcal{H}=\frac{1}{2}\left(\frac{\partial \vec{S}}{\partial x}\right)^{2}
$$

together with the Poisson structure

$$
\left\{S_{a}(x), S_{b}(y)\right\}=-\epsilon_{a b c} S_{c}(x) \delta(x-y), \quad a, b=1,2,3
$$

give rise to the equation of motion

$$
\begin{equation*}
\frac{\partial \vec{S}}{\partial t}=\vec{S} \times \frac{\partial^{2} \vec{S}}{\partial x^{2}} \tag{2.2}
\end{equation*}
$$

And this may be written in the Hamiltonian form

$$
\frac{\partial \vec{S}}{\partial t}=\{H, \vec{S}\}
$$

where $H=\int \mathcal{H} d x$ with limits appropriate to the boundary conditions. It is a noncompact version of this model which is the main concern of this chapter. We first, however, make note of some features of the compact model and various aspects of both compact and non-compact versions discussed in the literature.

Some of the most interesting developments to emerge from the theory of solitons are the connections which have come to light between systems which previously appeared unrelated. The various reductions of the self-dual Yang Mills equations (1.10) are a prime example; in this case, low-dimensional systems are related to one another via the higher dimensional SDYM system and are all, in some sense, different elements of the same system. On a more 'planar' level, in the sense that no change of dimension occurs; the application of gauge theoretical methods has been extremely fruitful in relating one system to another. In particular, where the linear spectral problem for a non-linear system may be written in the form of a $U, V$ pair,

[^4]a formulation in the language of gauge field theory is possible; gauge transforming the linear system leads to a further linear system for which a different non-linear equation (or set of equations) is the compatibility condition. Furthermore, solutions can be generated in the frame of a given system or equation by the use of solutions of another.

In essence, the gauge transformation comprises a field coordinate transformation by which the non-linear field equations, the conserved quantities and solutions of two systems may be transformed into one another. Such models are 'gauge equivalent' and the $S U(2)$ Heisenberg model (2.2) and the non-linear Schrödinger equation (2.5) below, constitute a well documented and illustrative example of such an equivalence.

The connection between these two models was first discussed by Lakshmanan [54] and Corones [55] and their complete gauge equivalence established by Zakharov and Takhtajan [56]. The following provides a synopsis of how this equivalence is manifested (c.f. $[57,58]$ ). Consider the two pairs of linear equations

$$
\begin{equation*}
\frac{\partial F_{i}}{\partial x}=U_{i} F_{i}, \quad \frac{\partial F_{i}}{\partial t}=V_{i} F_{i} \tag{2.3}
\end{equation*}
$$

(with no sum implied) where $i=1$ stands for the non-linear Schrödinger equation, $i=2$ for the HM model. The equations (2.3) for $i=1,2$, may be obtained from one another by a gauge transformation, independent of the spectral parameter $\lambda$, of the form

$$
\begin{equation*}
U_{1}=g U_{2} g^{-1}+g_{x} g^{-1} ; \quad V_{1}=g V_{2} g^{-1}+g_{t} g^{-1} \tag{2.4}
\end{equation*}
$$

Here $g \in S U(2)$ and $g_{x} \equiv \frac{\partial g}{\partial x}, g_{t} \equiv \frac{\partial g}{\partial t}$.
The non-linear Schrödinger equation (NLS) (with a cubic non-linearity and taking $X=\mathbb{R}$ ) is given by

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}+\frac{\partial^{2} \psi}{\partial x^{2}}+2|\psi|^{2} \psi=0 \tag{2.5}
\end{equation*}
$$

and is the compatibility condition for (2.3) for $i=1$ and with

$$
\begin{equation*}
U_{1}=i \lambda \Lambda+P ; \quad V_{1}=Q+2 \lambda P+2 i \lambda^{2} \Lambda \tag{2.6}
\end{equation*}
$$

where $\Lambda=\left(\begin{array}{cc}-1 & 0 \\ 0 & 1\end{array}\right), P=\left(\begin{array}{cc}0 & \psi \\ -\psi * & 0\end{array}\right)$ and $Q=-i \Lambda P_{x}+i \Lambda P^{2}$. Defining $g(x, t)$ as a solution of $(2.3)$ for $\lambda=0$ results in

$$
\begin{align*}
g_{x} & =P g \\
g_{t} & =Q g . \tag{2.7}
\end{align*}
$$

Further, with the gauge transformation (2.4) and defining

$$
S=g^{-1} \Lambda g
$$

one has

$$
\begin{align*}
U_{2} & =g^{-1} U_{1} g-g^{-1} g_{x} \\
& =i \lambda g^{-1} \Lambda g+g^{-1} P g-g^{-1} g_{x} \\
& =i \lambda S \tag{2.8}
\end{align*}
$$

and

$$
\begin{align*}
V_{2} & =g^{-1} V_{1} g-g^{-1} g_{t} \\
& =2 i \lambda^{2} g^{-1} \Lambda g+2 \lambda g^{-1} P g \\
& =2 i \lambda^{2} S+\lambda S S_{x} \tag{2.9}
\end{align*}
$$

using in (2.9) the fact that $\Lambda P \Lambda=-P$. The linear system with $U_{2}, V_{2}$ as above then has as its compatibility condition the equation

$$
\begin{equation*}
\frac{\partial S}{\partial t}=\frac{1}{2 i}\left[S, \frac{\partial^{2} S}{\partial x^{2}}\right] \tag{2.10}
\end{equation*}
$$

where with the Pauli matrices $\sigma_{a}, S=S^{a} \sigma_{a} \in S U(2)$; and this equation (2.10) is equivalent to the HM equation (2.2) with the condition $\vec{S}^{2}=1$. Hence there is gauge equivalence between the linear systems (2.3) which have the NLS (2.5) and the HM (2.2) equations as their compatibility conditions for $i=1,2$ respectively.

With regard to the gauge transformation of solutions we simply note (c.f. [56, 57]) that if $\psi(x, t)$ is a solution of (2.5) with $\psi \longrightarrow 0$ as $t \longrightarrow \infty$ then the solution of (2.7) with $g \longrightarrow 1$ as $x \longrightarrow \infty$ has $S \longrightarrow \sigma_{3}$ as $x \longrightarrow \infty$ and is such that $S=g^{-1} \sigma_{3} g$ is a solution of (2.10).

This whole process has been generalized for the HM and NLS systems for higher compact symmetry groups (c.f.[58, 59, 60]), non-compact groups [61], and to the most general formulation in terms of the algebraic theory of gauge fields [62].

The gauge equivalence described above provides as an added bonus, proof that the HM model is a reduction of the SDYM equations; the NLS equation was shown by Mason and Sparling [14] to be a reduction in 1989 and the connection to the HM model is discussed by Mason and Woodhouse [43] for the gauge groups $S U(2)$ and $S U(1,1)$, i.e. in a compact and a non-compact case.

With the $U, V$ pair $(2.8,2.9)$ the compact $S U(2)$ HM model is integrable in $(1+1)$ dimensions by our definition in Chapter 1 and has in fact, been shown to be solvable by the Inverse Scattering Transform and completely integrable [63]. The compact ( $1+1$ )-dimensional model does not however, admit topological solitons as a result of the fact that $\pi_{1}\left(S^{2}\right)=0$, i.e. maps from a circle to a sphere are trivial; any circle wrapped around the sphere shrinks to a point. In $(2+1)$ dimensions there is a non-trivial topological charge [64] since the map is from $S^{2}$ to $S^{2}$ however, this model does not appear to be integrable.

Having discussed a compact version of the Heisenberg model we next consider the model where the field space is non-compact. In 1982 a $S U(1,1)$ variant of the $S U(2)$ HM model was proposed by Kundu [65], and the models gauge equivalence with a non-linear Schrödinger equation of repulsive type established. With the two-sheeted hyperboloid parametrized by the polar angles $(\theta, \phi)$ and the spin vector taken as $\vec{S}=(\sinh \theta \cos \phi, \sinh \theta \sin \phi, \cosh \theta)$, both singular and regular soliton solutions were obtained and mapped through a 'Miura' transformation to solutions of the given NLS equation. Via this gauge equivalence, reference has been made [65, 67] to a connection between Kundu's model and the Yang and Yang system ${ }^{2}$ [80]. So this non-compact Heisenberg spin chain, besides its pure mathematical interest, may approximate some physical model in the classical and continuous limit. It may also be linked with a model for explaining the metal-dielectic transition in some organic salts $[65,69]$.

Whilst Kundu's model and the one we shall discuss in this chapter are both associated with non-compact manifolds, these manifolds differ in their group structure;

[^5]Kundu's $S U(1,1) / U(1)$ model has the field taking values on the two-sheeted hyperboloid as noted, whilst in our case, with the symmetric space $S O(2,1) / S O(1,1)$ (described in chapter 1), it takes its values on the hyperboloid of one sheet. Certain features of the Heisenberg model in this latter case have been discussed recently in the literature; for example, in connection to gravity, c.f. [70, 71], where it is claimed that the model is equivalent to a gauge fixing condition for a low-dimensional gravity model known as the Jackiw-Teitelboim model (or 'lineal gravity'). It is shown that the model is gauge equivalent to a 'resonance NLSE' related to non-ideal Bose gas, and to a two component reaction-diffusion system. What is called a magnetic dissipaton solution is given where the properties of the solution are velocity dependent. In particular, a topological soliton on the hyperboloid is related to a black hole; it is claimed that the existence of black holes and an event horizon are related to the topologically non-trivial nature of solutions of the Heisenberg model on the hyperboloid of one sheet. The model and its gauge partners are further connected to non-linear optics and the speculation made that experimental realization of resonance collisions of solitons might be an interesting tool in optical communications systems.

So, whilst as Kundu says [65], non-linear models with non-compact phase spaces may have previously been considered physically uninteresting, such models have more recently been connected to some interesting physical phenomena as indicated above. In the following sections, the existence of various types of solution for one such model is discussed.

### 2.2 Formulation of HHM

The object of attention for the remainder of this chapter is the continuous Hyperbolic Heisenberg model in $(1+1)$ dimensions, which shall henceforth be abbreviated to HHM. Here the field takes its values on the non-compact manifold $M=H^{2}$ described in the previous chapter. The model arises from the Hamiltonian density

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} \psi_{x}^{a} \psi_{x}^{b} \eta_{a b} \tag{2.11}
\end{equation*}
$$

(where the subscript $x$ denotes differentiation with respect to $x$ ), with Poisson brackets

$$
\begin{equation*}
\left\{\psi^{a}(x), \psi^{b}(y)\right\}=-\delta(x-y) \epsilon^{a b c} \psi^{d}(x) \eta_{c d} \tag{2.12}
\end{equation*}
$$

Note that if $\eta_{a b}$ is replaced by the Euclidean metric $\delta_{a b}$, the analogous $M=S^{2}$ system is recovered. Using

$$
\frac{d}{d t} \psi^{a}(y)=\left\{H, \psi^{a}(y)\right\}
$$

where $H$ is the integral over $X$ of (2.11), and the relation

$$
\left\{\frac{\partial}{\partial x} \psi^{a}(x), \psi^{b}(y)\right\}=-\epsilon^{a b c} \eta_{c d} \psi^{d}(y) \delta^{\prime}(x-y)
$$

results in the following expression

$$
\frac{d}{d t} \psi^{a}(y)=\int\left[\eta_{b c} \frac{\partial \psi^{c}}{\partial x} \epsilon^{a b d} \eta_{d e} \psi^{e}(y) \delta^{\prime}(x-y)\right] d x
$$

Integration by parts then yields the equations of motion for the system which are given by

$$
\begin{equation*}
\frac{\partial}{\partial t} \psi^{a}(x)=\eta^{a b} \epsilon_{b c d} \psi^{c} \psi_{x x}^{d} \tag{2.13}
\end{equation*}
$$

The Hamiltonian for the system

$$
\begin{equation*}
H=\frac{1}{2} \int_{X} \mathcal{H} d x \tag{2.14}
\end{equation*}
$$

is non-positive definite due to the indefinite metric on the field space.
The aim in this chapter is to seek out, or indeed in some instances eliminate the possibility of, solutions of this model which are classifiable by an integer winding number $N$. However, since only integrable systems with such solutions are of interest here, that the HHM is integrable must first be established and this may be seen as follows: define a $2 \times 2$ matrix $S \in S L(2, \mathbb{R})$ by

$$
S=\left[\begin{array}{cc}
\psi_{1} & \psi_{2}+\psi_{3}  \tag{2.15}\\
\psi_{2}-\psi_{3} & -\psi_{1}
\end{array}\right]
$$

Then the consistency condition for the linear system

$$
\begin{aligned}
\partial_{x} F & =U F \\
\partial_{t} F & =V F
\end{aligned}
$$

is exactly the equation of motion (2.13) where

$$
U=\lambda S ; \quad V=-\lambda\left(2 \lambda S+\lambda S_{x} S\right)
$$

and $U, V$ satisfy the zero-curvature condition

$$
\begin{equation*}
U_{t}-V_{x}+[U, V]=0 \tag{2.16}
\end{equation*}
$$

Hence, the HHM system is integrable in the required sense.
In what follows two different parametrizations of the hyperboloid $H^{2}$ are used to investigate the existence of 'winding' solutions for the HHM and the models discussed in later chapters. The first of these is in terms of the polar angles $\theta, \phi$ where $\theta \in(-\infty, \infty), \phi \in[0,2 \pi]$ and we take

$$
\begin{align*}
\psi^{1} & =\cosh \theta \cos \phi \\
\psi^{2} & =\cosh \theta \sin \phi  \tag{2.17}\\
\psi^{3} & =\sinh \theta
\end{align*}
$$

The second parametrization is in terms of a stereographic projection (c.f. [4]) and takes the form

$$
\begin{align*}
\psi^{1} & =\frac{\left(1-u^{2}+v^{2}\right)}{\left(1+u^{2}-v^{2}\right)} \\
\psi^{2} & =\frac{2 u}{\left(1+u^{2}-v^{2}\right)}  \tag{2.18}\\
\psi^{3} & =\frac{2 v}{\left(1+u^{2}-v^{2}\right)}
\end{align*}
$$

The two parametrizations are related in the following way; let $f^{2}=u^{2}-v^{2}$, then equating (2.17) with (2.18) one finds that

$$
f^{2}=\frac{1-\cosh \theta \cos \phi}{1+\cosh \theta \cos \phi}
$$

and hence,

$$
u(t, x)=\frac{\cosh \theta \sin \phi}{1+\cosh \theta \cos \phi} \quad v(t, x)=\frac{\sinh \theta}{1+\cosh \theta \cos \phi} .
$$

### 2.3 Some Static and Simple Time Dependent Winding Solutions for HHM

Taking the first of the parametrizations (2.18) of the hyperboloid given above, i.e. in terms of 'polar angles' $\theta, \phi$, the following shows how some simple winding solutions can be derived for the HHM; in particular, where physical space $X$ is the circle $S^{1}$. We note first, however, that the Hamiltonian of the system with this parametrization is given by

$$
\begin{equation*}
H=\frac{1}{2} \int_{X}\left[\cosh ^{2} \theta\left(\phi_{x}^{2}\right)-\theta_{x}^{2}\right] d x \tag{2.19}
\end{equation*}
$$

which, as expected, may not be positive definite if $\theta$ depends on $x$.
Equation (2.13) is equivalent to the following equations of motion in terms of $\theta(t, x), \phi(t, x)$ :

$$
\begin{align*}
\theta_{t} & =2 \theta_{x} \phi_{x} \sinh \theta+\phi_{x x} \cosh \theta  \tag{2.20a}\\
\phi_{t} & =\theta_{x x} \operatorname{sech} \theta+\phi_{x}^{2} \sinh \theta \tag{2.20b}
\end{align*}
$$

and we begin by considering first static winding solutions of the model. Taking $\theta$ and $\phi$ as functions of $x$ only, (2.20a) yields

$$
-2 \theta_{x} \tanh \theta=\frac{\phi_{x x}}{\phi_{x}}
$$

Integrating both sides with respect to $x$ we have

$$
\begin{equation*}
\phi_{x}=B \operatorname{sech}^{2} \theta \tag{2.21}
\end{equation*}
$$

with $B$ constant, and on substitution into (2.20b) this results in the equation

$$
\theta_{x x}=-B^{2} \tanh \theta \operatorname{sech}^{2} \theta
$$

Multiplying both sides by $\theta_{x}$ and integrating again with respect to $x$;

$$
\begin{equation*}
\theta_{x}=\sqrt{B^{2} \operatorname{sech}^{2} \theta+A} \tag{2.22}
\end{equation*}
$$

with $A$ constant. For a solution of winding type it is necessary that $\theta(x)$ be real and bounded and specifically, non-monotonic. For this to be the case $\theta_{x}$ must have at least one real zero and letting $y=\sinh \theta$ in (2.22) and squaring both sides,

$$
y_{x}^{2}=B^{2}+A\left(1+y^{2}\right) \quad(=Y(y) \quad \text { say. })
$$

Requiring then that $Y\left(y_{0}\right)=0$ for some $y_{0} \in \mathbb{R}$ one then has

$$
\begin{aligned}
-\left(\frac{B^{2}}{A}+1\right) & =y_{0}^{2} \\
\Longrightarrow \quad\left(\frac{B^{2}}{A}+1\right) & <0
\end{aligned}
$$

i.e. $-B^{2} \leq A<0$. Writing $A=-N^{2}$ where $0<N \leq B$,

$$
N\left(x-x_{0}\right)=\int \frac{d y}{\sqrt{\left(\frac{B^{2}}{N^{2}}-1\right)-y^{2}}}
$$

so that after integrating one has the solution

$$
\begin{equation*}
\sinh \theta=\left(\sqrt{\frac{B^{2}}{N^{2}}-1} \sin N\left(x-x_{0}\right)\right) \tag{2.23}
\end{equation*}
$$

where $x_{0}$ is constant. This is periodic with period $2 \pi$, provided $N$ is an integer. An explicit expression for $\phi(x)$ can be obtained by integrating the smooth function (2.21). However, to check that the solution is of winding type it is sufficient to compute

$$
\begin{equation*}
\Delta \phi=\int_{0}^{2 \pi} B \operatorname{sech}^{2} \theta d x \tag{2.24}
\end{equation*}
$$

Referring forward to section 2.4 and the analogous travelling wave solution (2.34) where it is shown that for $N=1, \triangle \phi=2 \pi$, we find in this case that $\triangle \phi=2 \pi N$ and so have a space-periodic static solution with winding number $N$. Furthermore, with (2.21) and (2.22) in (2.19) the Hamiltonian is given explicitly by $H=\pi N^{2}$ (since $A=-N^{2}$ ), hence the solution is a static topological soliton with finite energy.

Noting that if $B=N$ in (2.23) so that $\theta=0$ and $\phi=N x$ one has a solution which winds $N$ times around the 'waist' of the hyperboloid and a simple time dependent generalization of this static solution can be found as follows: Taylor expanding around the initial data $\phi=N x$ and $\theta=c$ (constant) $>0$, at $t=0$,

$$
\begin{aligned}
& \theta(x, t) \approx \theta(x, 0)+t \theta_{t}(x, 0)+\frac{t^{2}}{2} \theta_{t t}(x, 0)+O\left(t^{3}\right) \\
& \phi(x, t) \approx \phi(x, 0)+t \phi_{t}(x, 0)+\frac{t^{2}}{2} \phi_{t t}(x, 0)+O\left(t^{3}\right)
\end{aligned}
$$

Using the equations of motion (2.20) yields

$$
\theta(x, 0)=c ;\left.\quad \theta_{t}(x, 0)\right|_{\substack{\phi=N_{x} \\ \theta=c}}=0 ;\left.\quad \theta_{t t}(x, 0)\right|_{\substack{\phi=N_{x} \\ \theta=c}}=0 .
$$

Similarly for $\phi(x, t)$;

$$
\phi(x, 0)=N x ;\left.\quad \phi_{t}(x, 0)\right|_{\substack{\phi=N x \\ \theta=c}}=N^{2} \sinh c ;\left.\quad \phi_{t t}(x, 0)\right|_{\substack{\phi=N_{x} \\ \theta=c}}=0
$$

so that to second order,

$$
\begin{equation*}
\theta(x, t) \equiv c \quad \forall x, t \tag{2.25a}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(x, t)=N x+t N^{2} \sinh (c) . \tag{2.25b}
\end{equation*}
$$

In fact, this is an exact solution (to all orders) which can be seen via substitution into the equations of motion (2.20). Hence, both static and simple time-dependent solitonic winding solutions exist for the HHM where periodic boundary conditions are imposed.

### 2.4 Travelling Waves for HHM

In the quest for winding solutions the next most natural step is to look for those of travelling wave type where it is customary to define a travelling wave such that,
with the characteristic variable $\xi=x-v t$,

$$
\begin{align*}
\theta(t, x) & =f(\xi)  \tag{2.26a}\\
\phi(t, x) & =g(\xi)+c t  \tag{2.26b}\\
\mathcal{H}(t, x) & =\mathcal{H}(\xi) \tag{2.26c}
\end{align*}
$$

where $v$ corresponding to the speed, and $c$ are constants. Then solutions will have a constant profile, as will the corresponding density $\mathcal{H}$. One might relax (2.26a, 2.26b) so that only $\mathcal{H}$ is required to depend solely on $\xi$, see for example [70], however this is likely to produce, some additional (for example, exponential) $t$ dependence in at least one of $\theta, \phi$ resulting in unstable or non-uniform behaviour. We therefore impose that $\theta$ and $\phi$ depend on $\xi$ where $\phi$ may have the additional term $c t$. Of course, this term may be absent and what occurs in this event is discussed presently.

The equations of motion (2.20) are reformulated with $f, g$ as follows: with

$$
\begin{equation*}
-v \frac{d f}{d \xi}=2 \frac{d f}{d \xi} \frac{d g}{d \xi} \sinh f+\frac{d^{2} g}{d \xi^{2}} \cosh f \tag{2.27}
\end{equation*}
$$

from (2.20a), substitution of the relationship

$$
\begin{equation*}
\frac{d}{d \xi}\left(\cosh ^{2} f \frac{d g}{d \xi}\right)=2 \frac{d f}{d \xi} \frac{d g}{d \xi} \cosh f \sinh f+\frac{d^{2} g}{d \xi^{2}} \cosh ^{2} f \tag{2.28}
\end{equation*}
$$

results in the equation

$$
\frac{d}{d \xi}(-v \sinh f)=\frac{d}{d \xi}\left(\cosh ^{2} f \frac{d g}{d \xi}\right)
$$

Integration then yields

$$
\begin{equation*}
\frac{d g}{d \xi}=(k-v \sinh f) \operatorname{sech}^{2} f \tag{2.29}
\end{equation*}
$$

where $k$ is constant. From the equation of motion for $\phi$, (2.20b), using (2.29) and with some algebra one finds the following equation for $f$ :

$$
\frac{d^{2} f}{d \xi^{2}}=\left(v^{2}-k^{2}\right) \tanh f \operatorname{sech}^{2} f+k v \operatorname{sech} f\left(1-2 \operatorname{sech}^{2} f\right)+c \cosh f
$$



Figure 2.1: General profile of $P(p)$ in the case $c=0$.

This has first integral

$$
\left(\frac{d f}{d \xi}\right)^{2}=\frac{\left(v^{2}-k^{2}\right) \sinh ^{2} f-2 k v \sinh f+2 c \sinh f \cosh ^{2} f+2 Q \cosh ^{2} f}{\cosh ^{2} f}
$$

with $Q$ constant and may be simplified by letting $p(\xi)=\sinh f$ resulting in

$$
\begin{equation*}
\frac{p^{\prime 2}}{2}=c p^{3}+\frac{p^{2}}{2}\left(v^{2}-k^{2}+2 Q\right)+p(c-k v)+Q=P(p) \tag{2.30}
\end{equation*}
$$

with the 4 real parameters $k, v, c, Q$ and where 'prime' denotes differentiation with respect to $\xi$.

Solutions in terms of elliptic functions can be found for $p(\xi)$ by rearranging and integrating (2.30) and these will be discussed presently; however, for the moment, we restrict ourselves to examining a less complicated case by taking the constant $c=0$ in (2.26b). In (2.30) this results in a quadratic in $p$ with the three parameters $k, v, Q$ :

$$
\begin{equation*}
\frac{p^{\prime 2}}{2}=\frac{\alpha}{2} p^{2}-k v p+Q=P(p) \tag{2.31}
\end{equation*}
$$

where $\alpha=v^{2}-k^{2}+2 Q$. For the solution to be of winding type then requires $\alpha<0$ and $Q>\frac{\kappa^{2} v^{2}}{2 \alpha}$ so that $P(p)$ is greater than zero and bounded between the two zeros $p_{1}, p_{2}$ say, i.e. $P(p)$ takes the general form of Figure (2.1) so that $p$ has a maximum and a minimum and the solution oscillates between $p_{1}$ and $p_{2}$. Reorganizing the constants for simplicity one then has

$$
\begin{equation*}
\sqrt{2}\left(\xi-\xi_{0}\right)=\int \frac{d p}{\sqrt{A-B\left(p-p_{0}\right)^{2}}} \tag{2.32}
\end{equation*}
$$

where $A-B p_{0}^{2}=Q,-2 B=\alpha, 2 B p_{0}=-k v,\left(A, B>0, \xi_{0}, p_{0}\right.$ constants) i.e.,

$$
\begin{aligned}
B & =\frac{k^{2}-v^{2}-2 Q}{2} \\
p_{0} & =\frac{k v}{v^{2}-k^{2}+2 Q} \\
A & =Q-\frac{k^{2} v^{2}}{2\left(v^{2}-k^{2}+2 Q\right)}
\end{aligned}
$$

From (2.32) the solution is then

$$
\begin{equation*}
p(\xi)=p_{0}+\sqrt{\frac{A}{B}} \sin (\sqrt{2 B} \xi) \tag{2.33}
\end{equation*}
$$

where for this to be of winding type put

$$
N=\sqrt{2 B}= \pm \sqrt{k^{2}-v^{2}-2 Q} \quad \in \mathbb{Z}
$$

By scaling $x, \alpha$ can be set to -1 so that $Q$ can now be given in terms of $v$ and $k$, namely, $Q=\frac{1}{2}\left(k^{2}-v^{2}-1\right) . N$ is then equal to $\pm$ unity and we have the one-wind solution. In terms of the remaining parameters $v$ and $k$ (and putting $\xi_{0}=0$ for simplicity) this is given by

$$
\begin{equation*}
p(\xi)=-k v+\sqrt{\left(v^{2}+1\right)\left(k^{2}-1\right)} \sin (\xi) \tag{2.34}
\end{equation*}
$$

with period $2 \pi$. Note that this is a travelling wave version of the static solution (2.23).

For a solution to be of winding type requires also that the integral of (2.29) over (in this case) $X=S^{1}$ be a finite integer multiple of $2 \pi$ and with the substitution $p=\sinh f$ in (2.29) one has

$$
\begin{equation*}
\frac{d g}{d \xi}=\frac{k-v p}{1+p^{2}} \tag{2.35}
\end{equation*}
$$

In the case of solution (2.34) where there are two parameters, $k \geq 1$ and $v$, solitons with unit winding number exist as follows:
(i) if $v=0$, then $\triangle \phi=2 \pi, \forall k \geq 1$ which can be seen by following a similar analysis as that given for case (iii) below.
(ii) if $k=1$, then $\triangle \phi=2 \pi, \forall v$ (where this winding solution has $p \equiv-v$ ).
(iii) Retaining the value of $\alpha=-1$ and taking now $v \neq 0$ and $k>1,(2.35)$ is of the following form:

$$
\begin{equation*}
\frac{d g}{d \xi}=\frac{k\left(v^{2}+1\right)-v \sqrt{\left(v^{2}+1\right)\left(k^{2}-1\right)} \sin (\xi)}{1+\left[-k v+\sqrt{\left(v^{2}+1\right)\left(k^{2}-1\right)} \sin (\xi)\right]^{2}} . \tag{2.36}
\end{equation*}
$$

This is a rational function with the denominator quadratic in $\sin \xi$ which can therefore be easily factorized to

$$
\frac{d g}{d \xi}=\frac{k\left(v^{2}+1\right)-v \gamma \sin \xi}{[\gamma \sin \xi-(k v+i)][\gamma \sin \xi-(k v-i)]}
$$

where $\gamma=\sqrt{\left(k^{2}+1\right)\left(v^{2}-1\right)}$. This may then be decomposed using partial fractions to give

$$
\frac{d g}{d \xi}=\frac{1}{2}\left[\frac{(v+i k)}{(k v+i)-\gamma \sin \xi}+\frac{(v-i k)}{(k v-i)-\gamma \sin \xi}\right] .
$$

And using standard integral formulae yields the solution

$$
\begin{equation*}
g(\xi)=\operatorname{Re}\left[-\frac{i}{2}\left[\ln \left\{\frac{\tan \frac{\xi}{2}-\frac{(i \gamma+i k-v)}{(1+i k v)}}{\tan \frac{\xi}{2}-\frac{(i \gamma-i k+v)}{(1+i k v)}}\right\}-\ln \left\{\frac{\tan \frac{\xi}{2}+\frac{i \gamma+i k+v}{(1-i k v)}}{\tan \frac{\xi}{2}+\frac{i \gamma-i k-v}{(1-i k v)}}\right\}\right]+\Lambda\right] \tag{2.37}
\end{equation*}
$$

where $\Lambda$ is a constant of integration. Using the formula $\ln \frac{A}{B}=\ln A-\ln B$ this can be written as

$$
\begin{aligned}
g(\xi) & =\operatorname{Re}\left[-\frac{i}{2} \ln \left\{\tan \frac{\xi}{2}+\left(\frac{-i \gamma-i k+v}{1+i k v}\right)\right\}\right. \\
& +\frac{i}{2} \ln \left\{\tan \frac{\xi}{2}+\left(\frac{-i \gamma+i k-v}{1+i k v}\right)\right\} \\
& +\frac{i}{2} \ln \left\{\tan \frac{\xi}{2}+\left(\frac{i \gamma+i k+v}{1-i k v}\right)\right\} \\
& \left.-\frac{i}{2} \ln \left\{\tan \frac{\xi}{2}+\left(\frac{i \gamma-i k-v}{1-i k v}\right)\right\}+\Lambda\right]
\end{aligned}
$$

Further, letting $a=-i \gamma-i k+v, b=1+i k v, C=-i \gamma+i k-v$ and given that the third term is the complex conjugate of the first, and the fourth the
complex conjugate of the second, we then have

$$
g(\xi)=\operatorname{Re}\left[-i\left\{\ln \left(\tan \frac{\xi}{2}+\frac{a}{b}\right)-\ln \left(\tan \frac{\xi}{2}+\frac{C}{b}\right)\right\}+\Lambda\right]
$$

i.e.

$$
\begin{equation*}
g(\xi)=\operatorname{Re}\left[-i \ln \left\{\frac{\tan \frac{\xi}{2}+\frac{a}{b}}{\tan \frac{\xi}{2}+\frac{C}{b}}\right\}+\Lambda\right] . \tag{2.38}
\end{equation*}
$$

It is not immediately clear whether this solution is of winding type or not; however, Appendix A demonstrates that (2.38) has the form

$$
\begin{equation*}
g(\xi)=\operatorname{Re}\left[-i \ln \left\{\frac{\tan \frac{\xi}{2}+\Omega}{-\tan \frac{\xi}{2}-\Omega^{-1}}\right\}\right] \tag{2.39}
\end{equation*}
$$

where $\Omega=\frac{v-i k-i \gamma}{1+i k v}\left(=\frac{a}{b}\right)$. And this $i s$ of winding type as is shown by analysing the behaviour of the function

$$
\Xi(\xi)=\frac{\tan \frac{\xi}{2}+\Omega}{-\tan \frac{\xi}{2}-\Omega^{-1}}
$$

as $x$ goes from $-\pi$ to $\pi$ as follows: note first that $\Xi$ is a continuous function of $x$ which is never zero (for $\Xi$ to be zero requires $x \in \mathbb{C}$ ), and that as $x \longrightarrow \pm \pi, \Xi \longrightarrow-1$, so that $\Xi$ takes the form of a loop beginning and ending at -1 . If a branch cut is then taken from the origin of $\Xi$ space along the negative real axis, it remains to show that $\Xi$ wraps once around the origin so that

$$
\Delta \phi=\int_{-\pi}^{\pi} \frac{d g}{d \xi} d x= \pm 2 \pi
$$

For this to be the case, $\Xi$ must pass through the positive real axis once and only once, i.e. $\Xi=\bar{\Xi}$ must have a unique, real solution $x$. Since

$$
\begin{aligned}
\frac{\tan \frac{\xi}{2}+\Omega}{-\tan \frac{\xi}{2}-\Omega^{-1}} & =\frac{\tan \frac{\xi}{2}+\bar{\Omega}}{-\tan \frac{\xi}{2}-\bar{\Omega}^{-1}} \\
\text { which } \Longrightarrow \tan \frac{\xi}{2} & =\frac{\bar{\Omega} \Omega^{-1}-\Omega \bar{\Omega}^{-1}}{\Omega+\bar{\Omega}^{-1}-\Omega^{-1}-\bar{\Omega}}
\end{aligned}
$$

and $\Omega \in \mathbb{C}$, i.e. $\Omega=r+i s$ for $r=\frac{v-k^{2} v-\gamma k v}{1+k^{2} v^{2}}$ and $s=-\frac{\left(k+\gamma+k v^{2}\right)}{1+k^{2} v^{2}}$, one has

$$
\tan \frac{\xi}{2}=\frac{-4 i r}{2 i\left(r^{2}+s^{2}+1\right)}=\frac{-2 r}{\left(r^{2}+s^{2}+1\right)} \quad \in \mathbb{R}
$$

so that

$$
\xi=2 \tan ^{-1}\left[\frac{-2\left(v-k^{2} v-\gamma k v\right)\left(1+k^{2} v^{2}\right)}{\left(v-k^{2} v-\gamma k v\right)^{2}+\left(k+\gamma+k v^{2}\right)^{2}+\left(1+k^{2} v^{2}\right)^{2}}\right]
$$

giving a real and unique solution $x$ to $\Xi=\bar{\Xi}$ for each real $k$ and $v$. Hence, $\triangle \phi= \pm 2 \pi$. The solution (2.39) is therefore a travelling wave of winding type (with $N=1$ ) and hence, by Appendix A, so is (2.38). The Hamiltonian is given by the conserved positive quantity $H=\pi\left(v^{2}+1\right)$ so the solution given by (2.34) and (2.39) is a moving soliton with unit winding number.

Thus, with the constant $c=0$ in (2.30), there exist travelling wave topological soliton solutions with unit winding number (which may be generalized for $N>1$ ) for $v \geq 0$ and $k \geq 1$.

It has been shown thus far, that as well as static and simple time-dependent winding solutions, a family of topologically classifiable travelling waves exists for this model, where $X=S^{1}$. It would be pleasing to find such solutions for $X=\mathbb{R}$ also and in an attempt to find a more general solution from which a solution with $X=\mathbb{R}$ may result, we take $c \neq 0$, and in particular $c=1$ (by scaling $x$ and transforming $p \mapsto-p$ if necessary). With the substitutions $\alpha=\frac{1}{6}\left(k^{2}-v^{2}-2 Q\right), \triangle=\alpha^{2}-\frac{1}{3}(1-k v)$, equation (2.30) is then transformed to

$$
\begin{equation*}
P(p)=\frac{p^{\prime 2}}{2}=p^{3}-3 p^{2} \alpha+3\left(\alpha^{2}-\triangle\right) p+Q \tag{2.40}
\end{equation*}
$$

retaining the 3 real parameters $k, v, Q$.
For a solution to wind in $p=\sinh f, P(p)$ must take the form shown in Figure (2.2), i.e. $P(p)$ should have three real zeros so that there exists a positive bounded region in which the solution can oscillate in an appropriate sense with regard to the space $X$.

How the limits of this behaviour are manifested for the spaces $X=S^{1}$ and $X=$ $\mathbb{R}$ will be examined presently. However, it must first be determined whether or not


Figure 2.2: Requisite form of $P(p)$ for solutions winding in $p$ if $c=1$
(2.40) can in fact take the form shown. To this end we note that

$$
P^{\prime}(p)=3 p^{2}-6 p \alpha+3\left(\alpha^{2}-\triangle\right)
$$

where 'prime' denotes differentiation with respect to $p$, and setting this equal to zero implies $p=\alpha \pm \sqrt{\triangle}$. Further, $P^{\prime \prime}(p)=6(p-\alpha)$, so that on substitution of the critical values $p=\alpha \pm \sqrt{\triangle}$ into $P^{\prime \prime}(p)$, one has

$$
\begin{aligned}
& P^{\prime \prime}(\alpha+\sqrt{\triangle})=6 \sqrt{\triangle} \\
& P^{\prime \prime}(\alpha-\sqrt{\triangle})=-6 \sqrt{\triangle} .
\end{aligned}
$$

Then one of the points $p=\alpha \pm \sqrt{\triangle}$ is a minimum of $P(p)$ whilst the other is a maximum, depending on the sign of $\sqrt{\triangle}$. For $P(p)$ to take the required form we need only then impose the restrictions that $\triangle>0$, i.e. $\sqrt{3} \alpha> \pm \sqrt{1-k v} \Longrightarrow 1>k v$ and $\alpha^{3}+2 \triangle \sqrt{\triangle}-3 \alpha \triangle+Q>0$.

Having established that the cubic (2.30) (with $c=1$ ) can take the form shown in Figure (2.2), i.e. that three real zeros $p_{1}>p_{2}>p_{3}$ say, exist if the above specifications are satisfied, the solution is then given implicitly by

$$
\begin{equation*}
\xi-\xi_{0}= \pm \int_{p_{3}}^{p} \frac{d y}{\left\{2\left(y-p_{1}\right)\left(y-p_{2}\right)\left(y-p_{3}\right)\right\}^{\frac{1}{2}}} \tag{2.41}
\end{equation*}
$$

where the $\pm$ is according to $p^{\prime}><0$. Following Abramowitz and Stegun's notation
for elliptic functions [74], we then have

$$
\begin{aligned}
u & =\left(\xi-\xi_{0}\right)\left\{\frac{p_{1}-p_{3}}{2}\right\}^{\frac{1}{2}} \\
& =\frac{\left\{p_{1}-p_{3}\right\}^{\frac{1}{2}}}{2} \int_{p_{3}}^{p} \frac{d y}{\left\{\left(y-p_{1}\right)\left(y-p_{2}\right)\left(y-p_{3}\right)\right\}^{\frac{1}{2}}}
\end{aligned}
$$

where sn $u=\sin \phi=\operatorname{sn}\left[\left.\left(\xi-\xi_{0}\right)\left\{\frac{p_{1}-p_{3}}{2}\right\}^{\frac{1}{2}} \right\rvert\, m\right]$, with $\phi=$ am $u$, the amplitude, and where the parameter $m=\frac{p_{2}-p_{3}}{p_{1}-p_{3}}$. And the solution results as follows:

$$
\begin{aligned}
\sin ^{2} \phi & =\frac{p(\xi)-p_{3}}{p_{2}-p_{3}} \\
& =\operatorname{sn}^{2}\left[\left.\left(\xi-\xi_{0}\right)\left\{\frac{p_{1}-p_{3}}{2}\right\}^{\frac{1}{2}} \right\rvert\, m\right]
\end{aligned}
$$

so that

$$
\begin{equation*}
p(\xi)=p_{3}+\left(p_{2}-p_{3}\right) \mathrm{sn}^{2}\left[\left.\left(\xi-\xi_{0}\right)\left\{\frac{p_{1}-p_{3}}{2}\right\}^{\frac{1}{2}} \right\rvert\, m\right] \tag{2.42}
\end{equation*}
$$

or, using the identity $\mathrm{sn}^{2}(u \mid m)+\mathrm{cn}^{2}(u \mid m)=1$ this has the form

$$
\begin{equation*}
p(\xi)=p_{2}-\left(p_{2}-p_{3}\right) \mathrm{cn}^{2}\left[\left.\left(\xi-\xi_{0}\right)\left\{\frac{p_{1}-p_{3}}{2}\right\}^{\frac{1}{2}} \right\rvert\, m\right] . \tag{2.43}
\end{equation*}
$$

We observe here that this is also a travelling wave solution of the $K d V$ equation (c.f. [75]) and given values of $p_{1}, p_{2}, p_{3}$, the shape of the cnoidal wave can be obtained either from tables of Jacobian elliptic functions or by direct computation. Further, from (2.43) one can see that $p=p_{2}$ describes one peak of the wave and $p=p_{3}$ the trough (since $0 \leq \mathrm{cn}^{2} \leq 1$ and $\left.p_{3}<p_{2}\right)$ so $\frac{1}{2}\left(p_{2}-p_{3}\right)$ could be regarded as the amplitude of the wave. The wavelength can also be determined as $2 K(m)\left\{\frac{2}{p_{1}-p_{3}}\right\}^{\frac{1}{2}}$ recalling that the period of $\mathrm{cn}^{2}(u \mid m)$ is $2 K(m)$ where

$$
K(m)=\int_{0}^{\frac{\pi}{2}} \frac{d \theta}{\left(1-m \sin ^{2} \theta\right)^{\frac{1}{2}}}
$$

and the shape of the wave is governed by the parameter $m$.
Having thus far derived a travelling wave solution (2.43) in the special case $c=1$,


Figure 2.3: $P(p)$ in the limit $m=0$
we have yet to determine whether or not the solution is actually of winding type for our model. For this to be the case, as usual, the integral of $\frac{d g}{d \xi}$ (2.35) must be a finite integer multiple of $2 \pi$. However, it is no simple matter (and may not be possible at all) to integrate (2.35) if $p(\xi)$ is given by the solution (2.43). So rather than attempt this let us investigate what happens in the limiting cases, i.e. where the parameter $m=0$ or 1 .

When $m=0, p_{2}=p_{3}$ so that $P(p)$ takes the form of Figure (2.3). The solution is then $p=p_{3}=\sinh f$ and in this case, $\frac{d g}{d \xi}=\frac{k-v p_{3}}{\left(1+p_{3}^{2}\right)}=$ constant so that

$$
\phi=a x+t
$$

where $a=\frac{k-v p_{3}}{\left(1+p_{3}^{2}\right)}$. And if $a=N \in \mathbb{Z}$, this is simply the winding solution $\phi=$ $N x+t, \sinh \theta=p_{3}$, constant for $X=S^{1}$, a version of $(2.25 \mathrm{~b})$.

From a graphical point of view one can see that a further limiting case occurs when $P(p)$ takes the form shown in Figure (2.4), i.e. $P(p)$ has one repeated and one single zero. This corresponds to a travelling wave on $X=\mathbb{R}$ where the solution has a minimum at $p=p_{3}$ (since $P^{\prime}\left(p_{3}\right)>0$ ) and reaches $p=p_{1}$ as $\xi \longrightarrow \pm \infty$. Referring back to the solution (2.43) and considering the limit where the parameter $m=\frac{p_{2}-p_{3}}{p_{1}-p_{3}}=1$, in this limit $p_{2}$ must equal $p_{1}$ which is exactly the situation shown in Figure (2.4). And since $\mathrm{cn}(u \mid m)=\operatorname{sech}(u)$ for $m=1$ the solution (2.43) reduces in the limit to

$$
\begin{equation*}
p(\xi)=p_{1}-\left(p_{1}-p_{3}\right) \operatorname{sech}^{2}\left[\left(\xi-\xi_{0}\right)\left\{\frac{p_{1}-p_{3}}{2}\right\}^{\frac{1}{2}}\right] \tag{2.44}
\end{equation*}
$$



Figure 2.4: $P(p)$ in the limit $m=1$
for $m=1$. Explicit expressions can be found for $p_{1}, p_{3}$ as follows: to give the correct picture (i.e. Figure (2.4)) requires

$$
\begin{align*}
P(p) & =p^{3}-3 \alpha p^{2}+3\left(\alpha^{2}-\Delta\right) p+Q \\
& =\left(p-p_{1}\right)^{2}\left(p-p_{3}\right) \tag{2.45}
\end{align*}
$$

so that on equating coefficients, $p_{1}=\alpha \pm \sqrt{\triangle}, p_{3}=\alpha \mp 2 \sqrt{\triangle}$ and $Q=-p_{1}^{2} p_{3}$ (where the signs are ordered).

To check that (2.44) is indeed a solution of (2.40), replace $p_{1}=\alpha+\sqrt{\triangle}, p_{3}=$ $\alpha-2 \sqrt{\triangle}$ in (2.44). Then substituting in the resultant expression

$$
\begin{equation*}
p(\xi)=(\alpha+\sqrt{\triangle})-3 \sqrt{\triangle} \operatorname{sech}^{2}\left[\left(\xi-\xi_{0}\right)\left\{\frac{3 \sqrt{\triangle}}{2}\right\}^{\frac{1}{2}}\right] \tag{2.46}
\end{equation*}
$$

(where $\sqrt{\triangle}>0$ ) one can see that this solution satisfies (2.40) if and only if $Q$ satisfies the following equation:

$$
\begin{equation*}
Q=-\alpha^{3}+3 \alpha \triangle+2 \triangle \sqrt{\triangle} \tag{2.47}
\end{equation*}
$$

which is the same as saying $Q=-p_{1}^{2} p_{3}$. Presuming that such a $Q \in \mathbb{R}$ exists we then have a solution for $p(\xi)=\sinh f$ which is a travelling wave satisfying $p(x=-\infty)=p(x=\infty)$, i.e. where $X=\mathbb{R}$ and the solution winds in $f(\xi)=\theta(t, x)$. This looks hopeful; however, it does not necessarily mean that $\vec{\psi}(t, x)$ is of winding type on $H^{2}$. For this to be the case it must also be checked that with $X=\mathbb{R}$, for the one-wind solution, $\triangle \phi= \pm 2 \pi$. To determine whether or not this is the case put
(for simplicity) $\sqrt{\triangle}=\frac{2}{3}$, which gives the one-wind solution in $f$ so that

$$
p(\xi)=\sinh f=\alpha+\frac{2}{3}-2 \operatorname{sech}^{2} X
$$

where $X=\xi-\xi_{0}$. From (2.35) one then has

$$
\frac{d g}{d \xi}=\frac{(k-v \gamma)+2 v \operatorname{sech}^{2} X}{1+\left[\gamma-2 \operatorname{sech}^{2} X\right]^{2}}
$$

where $\gamma=\alpha+\frac{2}{3}$, which may be rewritten as

$$
\frac{d g}{d \xi}=\frac{(k-v \gamma)+2 v \operatorname{sech}^{2} X}{4\left[\operatorname{sech}^{2} X-\frac{(\gamma+i)}{2}\right]\left[\operatorname{sech}^{2} X-\frac{(\gamma-i)}{2}\right]}
$$

And splitting into partial fractions produces

$$
\begin{align*}
\frac{d g}{d \xi}= & \frac{k-v \gamma}{\left(\gamma^{2}-1\right)}+\Omega\left[\frac{1}{\lambda-\cosh X}+\frac{1}{\lambda+\cosh X}\right]  \tag{2.48}\\
& +\bar{\Omega}\left[\frac{1}{\bar{\lambda}-\cosh X}+\frac{1}{\bar{\lambda}+\cosh X}\right]
\end{align*}
$$

where $\Omega=\frac{(v-i k) \sqrt{\gamma+i}}{2 \sqrt{2}(\gamma+i)^{2}}$ and $\lambda=\left[\frac{2}{\gamma+i}\right]^{\frac{1}{2}}$. Integrated over $X=\mathbb{R}$, (2.48) diverges and this solution is therefore not of winding type.

This rather unsatisfactory divergent behaviour also manifests itself in the corresponding Hamiltonian density which can be seen as follows: with $\theta=f, \phi=g+c t$ in (2.19),

$$
\mathcal{H}=g^{\prime 2} \cosh ^{2} f-f^{\prime 2}
$$

which, with $p=\sinh f$ is then given by

$$
\mathcal{H}=\frac{\left(1+p^{2}\right)^{2} g^{\prime 2}-p^{\prime 2}}{\left(1+p^{2}\right)}
$$

And since $g^{\prime 2}=\frac{(k-v p)^{2}}{\left(1+p^{2}\right)^{2}}$, this translates to

$$
\begin{equation*}
\mathcal{H}=\frac{(k-v p)^{2}-{p^{\prime 2}}^{2}}{\left(1+p^{2}\right)} \tag{2.49}
\end{equation*}
$$

As an explicit example, consider the simple case $p_{1}=0$ in (2.45). This implies


Figure 2.5: Hamiltonian Density for the one-wind solution when $c=1$ in the limit $m=1$ with $p_{0}=0$
$\alpha=\sqrt{\triangle}$, so that

$$
\begin{aligned}
P(p) & =p^{3}-3 \sqrt{\triangle} p^{2}+Q \\
& =p\left(p-p_{3}\right)
\end{aligned}
$$

Comparing coefficients one has $Q=0$ and $p_{3}=3 \sqrt{\triangle}$ so that in the one-wind case (with $\sqrt{\triangle}=-\frac{2}{3}$ ), $p_{3}=-2$. (Note that (2.47) is satisfied by these values so there does exist such a $Q$ ). Further, since $\alpha=\frac{1}{6}\left(k^{2}-v^{2}+2 Q\right), \triangle=\alpha^{2}-\frac{1}{3}(1-k v)$, one has $\left(v^{2}-k^{2}\right)=4$ and $k=\frac{1}{v}$ so that $v^{2}=2+\sqrt{5}$. Substitution of the solution (2.46) with these values into the Hamiltonian density (2.49) results in

$$
\mathcal{H}=\frac{\left[1+2(2+\sqrt{5}) \operatorname{sech}^{2}(X)\right]^{2}-16(\sqrt{2+\sqrt{5}}) \operatorname{sech}^{4}(X) \tanh ^{2}(X)}{(\sqrt{2+\sqrt{5}})\left(1+4 \operatorname{sech}^{4}(X)\right)}
$$

the profile of which can be seen in Figure (2.5). Note that as $X=\xi-\xi_{0} \longrightarrow$ $\pm \infty, \mathcal{H}$ does not tend to zero so that the integral over $X$ is divergent and hence the Hamiltonian is infinite. Since the shape is that of a rather attractive uniform lump, however, some renormalization procedure might be utilized to remove this infinity. Whether this would be fruitful or not remains an open question which will not be
pursued here.

### 2.5 Topological Travelling Waves when $X=\mathbb{R}$

Having established that travelling wave solutions of winding type exist for $X=S^{1}$ (in the special case $c=0$ ); when $c$ is non-zero, (in particular $c=1$ ), we have been unable to derive any travelling waves with finite winding number when $X$ is the real line. Solutions of winding type do exist when $X=\mathbb{R}$; Pashaev and Lee's solution (c.f. [70]), which we noted earlier in this chapter is of winding type with $X=\mathbb{R}$ within specific ranges of values of the speed, however, their solution is not a travelling wave in the strictest sense described earlier - with non-zero $v$, their solution exhibits behaviour exponential in $t$ in addition to the required $\xi$ dependence. A further winding solution with $X=\mathbb{R}$ is shown to exist presently, however, again this is not of travelling wave type. In fact, no such travelling wave solutions, as defined ${ }^{3}$, exist for HHM and this section is devoted to proving this fact.

In order to show that there are no travelling waves of winding type when $X=\mathbb{R}$ for HHM, the necessary conditions for such a solution to exist must first be stated. These are as follows:
(i) the solution $p(\xi)$ should be real and bounded so $P(p)={p^{\prime}}^{2} \geq 0$.
(ii) $P(p)$ should have two real zeros; one repeated and one simple (which we denote by $p_{0}$ and $p_{1}$ respectively), where the solution $p(\xi)$ has a minimum at $p=p_{1}$ and $p(x) \longrightarrow p_{0}$ as $x \longrightarrow \pm \infty$.

Recalling further that

$$
\triangle \phi=\int_{X} \frac{d g}{d \xi} d x=\int_{-\infty}^{\infty} \frac{k-v p}{1+p^{2}} d x
$$

we must also then demand that
(iii) $p(\xi) \longrightarrow \frac{k}{v}$ as $x \longrightarrow \pm \infty$, where, $\frac{k}{v}$ is the zero of $\frac{d g}{d \xi}$, so that $p_{0}=\frac{k}{v}$ (from (ii) above), and
(iv) $p^{\prime}(\xi) \longrightarrow M$, constant as $x \longrightarrow \pm \infty$ and in fact, on $X=\mathbb{R}$, (iii) and (i) above $\Longrightarrow M=0$, so that $P\left(p=\frac{k}{v}\right)=0$.

[^6]To show that these conditions cannot be satisfied for the HHM we need only, to begin with, use (iv), in equation (2.30): note first that with $p_{0}=\frac{k}{v}$, the double zero, $P(p)$ must have the form

$$
\begin{equation*}
P(p)=\left(p-\frac{k}{v}\right)^{2}(\alpha p-\beta) \tag{2.50}
\end{equation*}
$$

for some $\alpha, \beta \in \mathbb{R}$. Then substiting $p=\frac{k}{v}$ into (2.30) results in

$$
\begin{equation*}
\left(k^{2}+v^{2}\right)\left(2 Q v+2 c k-k^{2} v\right)=0 \tag{2.51}
\end{equation*}
$$

presenting the following possibilities:
(a) $\quad v= \pm i k$
(b) $v=c=0$
(c) $v=k=0$
(d) $k=Q=0$
(e) $Q=\frac{k}{2 v}(k v-2 c)$
(f) $\quad c=\frac{v}{2 k}\left(k^{2}-2 Q\right)$.

The first three can be immediately discounted since $v$ should be real and non-zero. In case (d), $k=0$ means that the double zero $p_{0}=\frac{k}{v}$ must be zero so that with the additional condition $Q=0$ one has (from (2.50))

$$
P(p)=p^{2}(\alpha p-\beta)=c p^{3}+\frac{v^{2}}{2} p^{2}+c p
$$

for $\alpha, \beta \in \mathbb{R}$. For this to be true requires $c=\alpha=0$ leaving

$$
P(p)=\frac{v^{2}}{2} p^{2}
$$

which evidently has only one (double) zero, contradicting condition (ii) above. Cases (e) and (f) remain; substitution of (e) into (2.30) results in

$$
\begin{equation*}
P(p)=c p^{3}+\frac{p^{2}}{2}\left(v^{2}-2 c \frac{k}{v}\right)+p(c-k v)+\frac{k}{2 v}(k v-2 c) . \tag{2.52}
\end{equation*}
$$

And equating this with (2.50) and comparing coefficients results in the following set
of equations:

$$
\begin{align*}
\alpha & =c  \tag{2.53a}\\
\beta & =\frac{v}{2 k}(2 c-k v)  \tag{2.53b}\\
\beta+\frac{2 k}{v} \alpha & =\frac{1}{2}\left(2 \frac{c k}{v}-v^{2}\right)  \tag{2.53c}\\
2 \beta+\alpha \frac{k}{v} & =\frac{v}{k}(c-k v) . \tag{2.53~d}
\end{align*}
$$

Substitution of (2.53a) into the other three equations then yields

$$
-\frac{1}{2 v}\left(v^{3}+2 k c\right)=\frac{1}{2 k v}\left(v^{2} c-k v^{3}-c k^{2}\right)=\frac{v}{2 k}(2 c-k v) .
$$

The only solution to this is again that, $v= \pm i k$.
There is one possibility left to consider, namely, case (f); on substitution of $c=\frac{v}{2 k}\left(k^{2}-2 Q\right)$ into (2.30) so that

$$
P(p)=\frac{v}{2 k}\left(k^{2}-2 Q\right) p^{3}+\frac{p^{2}}{2}\left(v^{2}-k^{2}+2 Q\right)-\frac{p v}{2 k}\left(2 Q+k^{2}\right)+Q
$$

and following the same procedure as in case (e), a similar set of equations to (2.53) results. The solution of these is $B=-\frac{v^{2} Q}{k^{2}}$ leading to

$$
\frac{v}{2 k}\left(k^{2}-2 Q\right)=\frac{v}{4 k^{3}}\left(k^{4}-k^{2}\left(v^{2}+2 Q\right)+2 v^{2} Q\right)=\frac{v^{3}}{2 k^{3}}\left(2 Q-k^{2}\right) .
$$

Equating each of these expressions with the others results always in the equation

$$
k^{4}+k^{2}\left(v^{2}-2 Q\right)-2 Q v^{2}=0
$$

so that either again, $v= \pm i k$, or $k^{2}=2 Q$. Substitution of the latter into (2.30) then gives us that

$$
P(p)=\frac{1}{2}\left(p-\frac{k}{v}\right)^{2}
$$

which again does not satisfy stipulation (ii), i.e. that two repeated and one simple zero must exist.

All possibilities have been exhausted for solutions of (2.51) to satisfy the required conditions (i)-(iv) for a travelling wave of winding type as defined, and where
$X=\mathbb{R}$. And we surmise that for the Hyperbolic Heisenberg model, whilst they do exist for $X=S^{1}$, such travelling wave solutions cannot exist when physical space $X$ is the real line.

### 2.6 Solutions from a Second Parametrization

Up to now solutions of the equations of motion (2.20a) and (2.20b) have been considered with the parametrization (2.17) of the hyperboloid $H^{2}$ in terms of $\theta$ and $\phi$. Turning now to the second parametrization (2.18) in terms of $u$ and $v$, the equations of motion under the stereographic projection take the form

$$
\begin{align*}
& u_{t}=v_{x x}+2 \alpha v\left(u_{x}^{2}+v_{x}^{2}\right)-4 \alpha u u_{x} v_{x}  \tag{2.54}\\
& v_{t}=u_{x x}-2 \alpha u\left(u_{x}^{2}+v_{x}^{2}\right)+4 \alpha v u_{x} v_{x} \tag{2.55}
\end{align*}
$$

where $\alpha=\left(1+u^{2}-v^{2}\right)^{-1}$. From these equations a simple time dependent solution on $X=\mathbb{R}$ can be found by looking for solutions in which $\alpha$ is a function only of $x$, i.e. letting $u^{2}-v^{2}=[f(x)]^{2}$. Defining the function $g=v u_{x}-u v_{x}$ so that $g_{x}=v u_{x x}-u v_{x x}$, noting that $2 f f_{t}=0=2\left(u u_{t}-v v_{t}\right)$, i.e. $u u_{t}=v v_{t}$, and multiplying (2.54), (2.55) by $u$ and $v$ respectively, one has

$$
\begin{aligned}
\frac{\partial g}{\partial x} & =v u_{x x}-u v_{x x} \\
& =\frac{4 u v\left(u_{x}^{2}+v_{x}^{2}\right)-4 u_{x} v_{x}\left(v^{2}+u^{2}\right)}{1+u^{2}-v^{2}} \\
& =4\left(v u_{x}-u v_{x}\right) \frac{\left(u^{2}-v^{2}\right)^{\frac{1}{2}}\left(u u_{x}-v v_{x}\right)}{\left(u^{2}-v^{2}\right)^{\frac{1}{2}}\left(1+u^{2}-v^{2}\right)} .
\end{aligned}
$$

And since $f_{x}=\frac{\left(u u_{x}-v v_{x}\right)}{\left(u^{2}-v^{2}\right)^{\frac{1}{2}}}$, this is equivalent to

$$
\frac{\partial g}{\partial x}=\frac{4 g f_{x} f}{\left(1+f^{2}\right)}
$$

i.e. $g=v u_{x}-u v_{x}$ satisfies the equation

$$
\begin{equation*}
\frac{\partial g}{\partial x}=2 g \frac{\partial}{\partial x}\left[\log \left(1+f^{2}\right)\right] \tag{2.56}
\end{equation*}
$$

Taking the simplest solution of this, namely $g \equiv 0$ then $u v_{x}=v u_{x}$ and $u, v$ must have the form

$$
\begin{align*}
& u(t, x)=f(x) \cosh (h(t))  \tag{2.57}\\
& v(t, x)=f(x) \sinh (h(t)) \tag{2.58}
\end{align*}
$$

Substitution of these into (2.54), (2.55) results in

$$
f h_{t}=f_{x x}-\frac{2 f f_{x}^{2}}{1+f^{2}}
$$

i.e. $\frac{d h}{d t}=m$ constant, since $f=f(x)$, so that $f$ satisfies the following equation:

$$
\begin{equation*}
\frac{d^{2} f}{d x^{2}}=\frac{2 f}{\left(1+f^{2}\right)}\left(\frac{d f}{d x}\right)^{2}+m f \tag{2.59}
\end{equation*}
$$

Observe that this equation exhibits the singularities $f= \pm i$, and following the methodology of Ince [76] to ensure that any general solution be uniform; the absence of movable critical points, i.e. that any branch points and essential singularities are fixed, must be established. In order that this be the case, the equation should be of the form

$$
\frac{d^{2} \omega}{d z^{2}}=L(z, \omega)\left(\frac{d \omega}{d z}\right)^{2}+M(z, \omega)\left(\frac{d \omega}{d z}\right)+N(z, \omega)
$$

where $L, M, N$ are rational functions of $\omega$ with coefficients analytic in $z . L(z, \omega)$ should have only simple poles and any poles of $M$ and $N$ must be included amongst those of $L$ and hence be simple also, and clearly these conditions are satisfied by equation (2.59) (where $\omega$ corresponds to $f$ here and $z$ to $x$ ). Making the transformation $W=\frac{f+i}{f-i}$ the equation (2.59) then has the form

$$
\frac{d^{2} W}{d z^{2}}=\frac{1}{W}\left(\frac{d W}{d z}\right)^{2}-m W^{2}+m
$$

which has as its first integral

$$
\left(\frac{d W}{d z}\right)^{2}=-m W^{3}+Q W^{2}-m W
$$



Figure 2.6: The solution $f$ wraps around the waist of the hyperboloid at $t=t_{0}$ passing through $\vec{\psi}=( \pm 1,0,0)$.
where $Q$ is an arbitrary constant. Transforming back to $f$ now results in the equation

$$
\begin{equation*}
P(f)=\left(\frac{d f}{d x}\right)^{2}=C\left(1+f^{2}\right)^{2}-m\left(1+f^{2}\right) \tag{2.60}
\end{equation*}
$$

where $C=\frac{1}{4}(2 m-Q)$. For winding solutions certain restrictions must be placed on the constants $C$ and $m$ which can be seen as follows: with $u, v$ as given in (2.57),

$$
\begin{equation*}
\vec{\psi}=\frac{1}{1+f^{2}}\left(1-f^{2}, 2 f \cosh h, 2 f \sinh h\right), \tag{2.61}
\end{equation*}
$$

and without loss of generality, $t_{0}$ may be chosen such that $h\left(t_{0}\right)=0$; there is such a $t_{0}$ since $h(t)=-m t+k$. Then at $t=t_{0}$

$$
\vec{\psi}=\frac{1}{1+f^{2}}\left(1-f^{2}, 2 f, 0\right)
$$

Now to wind, $f$ must pass through $f=0$ and $f= \pm \infty$ so that it passes through the points $( \pm 1,0,0)$ as shown in Figure (2.6). Hence, we may put
(i) on $S^{1}$, where $x \in(-\pi, \pi)$, with $N=1$ for simplicity,

$$
\begin{align*}
f(0) & =0 \\
\text { and } f( \pm \pi) & = \pm \infty \tag{2.62}
\end{align*}
$$

(ii) and on $\mathbb{R}$ where $x \in(-\infty, \infty)$ again taking $N=1$,

$$
\begin{align*}
f( \pm \infty) & =0 \\
\text { and } f(0) & = \pm \infty . \tag{2.63}
\end{align*}
$$

In case (i) with $X=S^{1}, f$ takes the form shown in Figure (2.7(a)). Then the inverse of $f$ must look like Figure (2.7(b)) and since $f^{-1}$ is the same as $\int \frac{d f}{\sqrt{P(f)}}$, $\frac{1}{\sqrt{P(f)}}$ must have the shape of Figure $(2.7(\mathrm{c}))$. Hence, $P(f)$ takes the form of Figure (2.7(d)). It can be seen from (2.60) that for this to be the case, $C$ must be $\geq 0$. And since here no real zeros can exist for $P(f)$ it must also be the case that $\frac{m}{C}<1$ (for $C \neq 0$ ).

In case (ii) for $X=\mathbb{R}, f$ takes the form of Figure (2.8(a)) and since $f^{-1}$ has almost the same profile, $\int \frac{d f}{\sqrt{P(f)}}$ must also have a similar form. This being so, $\frac{1}{P(f)}$ then looks like Figure (2.8(b)) so that $P(f)$ takes the form of Figure (2.8(c)). Therefore $P(f)$ must have one real, repeated zero and be greater than zero elsewhere.

Since $C \geq 0$ in both cases above, let us take $C>0$ and scale $x$ such that $C=1$. This then imposes the condition in the $S^{1}$ case that $m<1$, whilst $m=1$ satisfies the $X=\mathbb{R}$ case. So we take $0 \leq m \leq 1$ (noting that for $-1 \leq m<0$ similar solutions are obtained). Rearranging (2.60), we then have the integral

$$
\int \frac{d f}{\left[\left(1+f^{2}\right)\left(f^{2}+(1-m)\right)\right]^{\frac{1}{2}}}=\left(x-x_{0}\right)
$$

$x_{0}$ an arbitrary constant. And the solution of (2.60) is given by

$$
\begin{equation*}
f(x)=(1-m)^{\frac{1}{2}} \operatorname{sc}(x \mid m) \tag{2.64}
\end{equation*}
$$

in the notation of [74], where $\operatorname{sc}(x \mid m)=\frac{\mathrm{sn}(x \mid m)}{\mathrm{Cn}(x \mid m)}$. The limits of (2.64) with respect to the elliptic modulus (here, $m$ ), are given by the following: for $m=0, \mathrm{cn}(x \mid 0)=$ $\cos x$ and $\operatorname{sn}(x \mid 0)=\sin x$ so that

$$
\begin{equation*}
f(x)=\tan x \quad \text { for } m=0 \tag{2.65}
\end{equation*}
$$

For the limit $m=1$ to obtain $f$ of the required form a shift in $x$ is necessary: to this end note that $\operatorname{sc}(K-u \mid m)=\frac{1}{\sqrt{m_{1}}} \operatorname{cs}(u \mid m)$ where $m_{1}=1-m, \operatorname{cs}(u \mid m)=\frac{\operatorname{cn}(u \mid m)}{\operatorname{sn}(u \mid m)}$


Figure 2.7: For $X=S^{1}$ : from $f$ in (a) one then has $f^{-1}$ in (b) hence, through (c), the profile of $P(f)$ can be deduced, i.e. (d)


Figure 2.8: For $X=\mathbb{R}$ from $f$ in (a) the required shape of $P(f)$ for winding solutions can be deduced through (b).
and

$$
\begin{equation*}
K(m)=K=\int_{0}^{\frac{\pi}{2}} \frac{d \theta}{\left(1-m \sin ^{2} \theta\right)^{\frac{1}{2}}} \quad \in \mathbb{R} \tag{2.66}
\end{equation*}
$$

And when $m=1, \operatorname{cs}(u \mid m)=\operatorname{cosech} u$. With this shift in $x$, the coefficient in (2.64) reduces to $m_{1}^{-\frac{1}{2}} \sqrt{1-m}=1$, and

$$
\begin{equation*}
f(x)=\operatorname{cosech} x \quad \text { for } m=1 \tag{2.67}
\end{equation*}
$$

Although, in effect, $x$ has been shifted by an infinite amount since $K(m)^{\prime}=$ ' $\infty$ when $m=1$, this solution is consistent with the equations of motion and further, since $K(m)$ essentially defines the period of the elliptic functions, the solution has infinite period which is what one would expect since what we have here is the one-wind solution on the real line.

To summarize, in the case where $f=f(x), g \equiv 0$ there exists a family of winding solutions parametrized by $m \in[0,1]$ with $h(t)=-m t$ and where $f(x)$ is specified in (2.64) (or a shift thereof), (2.65) or (2.67). For (2.64), (2.65) the solution has finite period whilst for (2.67) it lives on the real line $X=\mathbb{R}$. This third solution in terms of $\vec{\psi}$ is

$$
\begin{equation*}
\vec{\psi}=\left(1-2 \operatorname{sech}^{2} x, 2 \operatorname{sech}^{2} x \sinh x \cosh t,-2 \operatorname{sech}^{2} x \sinh x \sinh t\right) \tag{2.68}
\end{equation*}
$$

and is a 'stationary' 1 -soliton with winding number $N=1$. The solution (2.68) is the hyperbolic version of the 'stationary' 1 -soliton solution of the $S^{2}$ Heisenberg Model (c.f. [63]) which, after analytic continuation to fit on the hyperboloid $H^{2}$ and with full time dependence, takes the form

$$
\begin{align*}
& \psi^{1}(t, x)=1-2 \Lambda^{2} \mu \\
& \psi^{2}(t, x)=2 \mu\left(-\Lambda^{2} \cosh \Omega \sinh \Theta+\Lambda v \sinh \Omega \cosh \Theta\right)  \tag{2.69}\\
& \psi^{3}(t, x)=2 \mu\left(-\Lambda v \cosh \Omega \cosh \Theta+\Lambda^{2} \sinh \Omega \sinh \Theta\right)
\end{align*}
$$

where $\mu=\left(\Lambda^{2}-v^{2}\right)^{-1} \operatorname{sech}^{2} \Theta$,

$$
\begin{aligned}
\Omega & =\gamma_{0}+\frac{v x}{2}-\frac{\left(\Lambda^{2}+v^{2}\right)}{4} t \\
\Theta & =\frac{\Lambda}{2}\left(x-v t-x_{0}\right)
\end{aligned}
$$



Figure 2.9: Energy density for solution (2.69) with $v=0$
and $\Lambda \neq \pm v \in \mathbb{R}$. The soliton is specified by the four real parameters: velocity $v$, the initial phase $\gamma_{0}$, the initial center of inertia coordinate $x_{0}$ and the amplitude $\mathcal{A}$ of the coefficient $\psi^{1}(t, x)$ given by

$$
\mathcal{A}=\frac{\Lambda^{2}+v^{2}}{\Lambda^{2}-v^{2}}
$$

The solution (2.69) is, in fact, equivalent to that of Pashaev and Lee [70], mentioned earlier in the chapter. Note that for $v=0, \vec{\psi}=\left(\psi^{1}, \psi^{2}, \psi^{3}\right)=(1,0,0)$ as $x \longrightarrow$ $\pm \infty$ and at $x=0, \vec{\psi}=(-1,0,0)$ so that the solution wraps once around the 'waist' of the hyperboloid and it is this particular case which is related to (2.67) above where $m=\frac{\Lambda^{2}}{4}$. The energy density of this stationary one wind solution is given by $\epsilon=2 \operatorname{sech}^{2} x$ as shown in figure (2.9).

### 2.7 Concluding Remarks

This completes our discussion of winding solutions for the HHM. A pair $U, V$ has been specified which satisfies the zero curvature condition (1.2), with the equa-
tions of motion for HHM as the consistency condition for a linear system for the given $U, V$, thereby indicating that the model is integrable. With the two different parametrizations of the hyperboloid given in Chapter 1, we have been able to show the existence of, and explicitly derive, both static and simple time dependent solutions of winding type for the model for both $X=S^{1}$ and $X=\mathbb{R}$. It has also been shown that whilst they exist for the space $X=S^{1}$, no travelling waves of winding type are possible for HHM when $X$ is the real line $\mathbb{R}$.

## Chapter 3

## The Hyperbolic Sigma Model (HSM)

### 3.1 Introduction

The sine-Gordon equation of Chapter 1 is, as noted, an example of a ( $1+1$ )dimensional non-linear system whose dynamics is governed by the Lorentz invariant Lagrangian density

$$
\begin{equation*}
\mathcal{L}(t, x)=\frac{1}{2}\left(\frac{\partial \phi}{\partial t}\right)^{2}-\frac{1}{2}\left(\frac{\partial \phi}{\partial x}\right)^{2}-\mathcal{V}(\phi) \tag{3.1}
\end{equation*}
$$

where $\phi(t, x)$ is a single scalar field and non-linear terms depend on the choice of the potential $\mathcal{V}(\phi)$. If $\mathcal{V}(\phi)$ is set to zero, application of the variational principle results in the linear wave equation

$$
\begin{equation*}
\square \phi=\frac{\partial^{2} \phi}{\partial t^{2}}-\frac{\partial^{2} \phi}{\partial x^{2}}=0 \tag{3.2}
\end{equation*}
$$

with the general solution, in terms of characteristic variables $x \pm t$ and arbitrary functions $f$ and $g$,

$$
\phi(t, x)=f(x-t)+g(x+t) .
$$

The introduction of non-linearities via the choice of potential $\mathcal{V}$ may be thought of in an alternative way; taking as a starting point the Lagrangian

$$
\begin{equation*}
\mathcal{L}(t, x)=\frac{1}{2} \partial_{\mu} \vec{\phi} \partial^{\mu} \vec{\phi} \tag{3.3}
\end{equation*}
$$

(corresponding to (3.1) with $\mathcal{V} \equiv 0$ ), non-linearities may occur in the resultant equations of motion via the imposition of constraints on the fields ${ }^{1}$. What is known variously as the non-linear $O(n)$ model, the chiral model and the $O(n)$ sigma model ${ }^{2}$ arises in just such a way. By imposing the constraint

$$
\begin{equation*}
\vec{\phi} \cdot \vec{\phi}=1 \tag{3.4}
\end{equation*}
$$

where $\vec{\phi}(t, x)=\phi_{i}(t, x): i=1, \ldots, n$ is a set of $n$ coupled scalar fields (replacing the single scalar field $\phi$ in (3.1)), the fields are constrained to take values on an $n$ dimensional sphere and the Lagrangian (3.3) is invariant under $O(n)$ rotation. For example, the equations of motion for the $O(3)$ sigma model are obtained via the variational principle by extremizing the action

$$
\begin{equation*}
S[\vec{\phi}]=\int d x \int d t\left[\frac{1}{2} \partial_{\mu} \vec{\phi} \cdot \partial^{\mu} \vec{\phi}+\lambda(t, x)(\vec{\phi} \cdot \vec{\phi}-1)\right] \tag{3.5}
\end{equation*}
$$

The constraint (3.4) is imposed through the Lagrange multiplier $\lambda(t, x)$, and the resultant field equations are

$$
\begin{equation*}
\square \vec{\phi}-(\vec{\phi} \cdot \square \vec{\phi}) \vec{\phi}=0 \tag{3.6}
\end{equation*}
$$

Pohlmeyer, [28] in 1976, produced a set of 'reduced' $O(n)$ models where the reductions involved the imposition of additional constraints. And much interest has been generated by the fact that these models possess dual symmetry and are generalizations of the sine-Gordon theory (see Pohlmeyer, and also [58, 65, 77]). The integrability of both the reduced models and the original systems is well established for $(1+1)$-dimensional space-time and for general $n$, c.f. $[27,28,77]$, and in the $n=3$ case in particular, static topological solitons have been derived explicitly for both the $(1+1)$ and $(2+1)$-dimensional models (c.f.[16]). However, whilst the $O(3)$

[^7]model in $(1+1)$ dimensions is integrable (as noted earlier), the ( $2+1$ )-dimensional model is not.

Moreover, the $O(n)$ chiral fields represent (c.f. [27]), in some sense, the same object as the $U, V$ systems which play an important role in integrability theory, and thereby admit a strong resemblance to the four dimensional self-dual Yang Mills system discussed earlier. The chiral equations are also, of course, reductions of the SDYM system ( $[9,38,15]$ ). However, having previously reviewed gauge equivalence and the SDYM reduction process for specific examples, we refrain from applying these ideas directly here.

In light of the fact that the main concern of this chapter is a non-compact version of the above model, we note first the following results which have emerged in the literature in relation to various non-compact sigma models. In 1982, Kundu [65, 66] extended Pohlmeyer's reduced compact case and its sine-Gordon equivalence to the analogous $S U(2,1) / U(1,1)$ sigma model (i.e. on the two-sheeted hyperboloid), demonstrating its gauge equivalence to a sinh-Gordon equation. Also in 1982, Mazur [83, 84] showed that the Ernst equations for the stationary Einstein-Maxwell fields are connected with a non-linear sigma model on the space $S U(2,1) / S(U(2) \times U(1))$ and similarly that the vacuum Ernst equations can be interpreted as a sigma model on $S U(1,1) / U(1)$.

For Euclidean sigma models on non-compact Grassmanian manifolds (and their supersymmetric extensions) a method of constructing explicit solutions is presented by Antoine and Piette [86]; the "holomorphic" (DZS) method of Din, Zakrzewski and Sasaki [87] for compact manifolds is generalized to those of non-compact type. Lambert and Piette [4] showed further that the DZS method can be extended to Minkowskian sigma models on both compact and non-compact manifolds and in particular, the hyperboloid of one sheet.

In the context of string theory, DeVega and Sanchez [78] adapt Pohlmeyer's reduced $O(n)$ sigma model to fit onto $S O(2,1) / S O(1,1)$, i.e. de-Sitter space-time, and show the complete integrability of string propagation and further that the string equations in two dimensions are equivalent to the Liouville equation. Their model, following the formulation of Pohlmeyer [28], has the additional string constraint

$$
\psi_{\xi}^{a} \psi_{\xi}^{b} \eta_{a b}=\psi_{\eta}^{a} \psi_{\eta}^{b} \eta_{a b}=1
$$

and is a special case of the model under scrutiny in this chapter.
Many diverse and complex elements of pure mathematics are utilized in the
above works, including hyperbolic complex numbers, harmonic maps and Riemannian geometry and indeed, in the higher dimensional cases of Lambert and Piette [4], and Lambert and Rembielinski [85] (as noted in Chapter 1), Gödel quaternions are implemented to study sigma models on a four-dimensional hyperboloid. So, as well as the physical applications of non-compact non-linear sigma models, for example, string theory and relativity, such systems are of aesthetic interest since analysis of the models and their solutions involves some attractive mathematics, which is in some instances, of a highly non-trivial nature.

This chapter is concerned with the existence of solutions of winding type for the HSM - the Hyperbolic non-linear Sigma Model where the field takes its values on the hyperboloid of one sheet. The following section is devoted to formulation of the model and a $U, V$ pair given to establish its integrability in the sense described in Chapter 1.

### 3.2 Formulation of HSM

The generalized field equations of motion for the model on $H^{2}$ are obtained as follows: the Lagrangian density for the HSM is given by

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \psi_{\mu}^{a} \psi_{\nu}^{b} \eta_{a b} \eta^{\mu \nu} \tag{3.7}
\end{equation*}
$$

i.e. (3.3) with the metric $\eta_{a b}$ replacing $\delta_{a b}$ in the compact case, and by imposing the constraint (1.3) through the arbitrary parameter $\lambda$ one has the action

$$
S[\vec{\psi}]=\int d t \int d x\left[\frac{1}{2} \psi_{\mu}^{a} \psi_{\nu}^{b} \eta^{\mu \nu} \eta_{a b}+\lambda\left(\psi^{a} \psi^{b} \eta_{a b}-1\right)\right] .
$$

Applying the Euler-Lagrange variational principle by varying with respect to $\lambda$ then results in the constraint (1.3). And varying with respect to $\psi^{a}$ produces

$$
\eta^{\mu \nu} \psi_{\mu \nu}^{a}-2 \lambda \psi^{a}=0
$$

from which $2 \lambda=\left(\psi_{\mu \nu}^{a} \psi^{b}\right) \eta^{\mu \nu} \eta_{a b}$. Now

$$
\left(\psi_{\mu \nu}^{a} \psi^{b}\right) \eta^{\mu \nu} \eta_{a b}=\left[\left(\psi_{\mu}^{a} \psi^{b}\right)_{\nu}-\psi_{\mu}^{a} \psi_{\nu}^{b}\right] \eta^{\mu \nu} \eta_{a b}
$$

and since by the constraint (1.3)

$$
\left(\psi_{\mu}^{a} \psi^{b}\right)_{\nu} \eta^{\mu \nu} \eta_{a b}=0
$$

one then has

$$
2 \lambda=-\psi_{\mu}^{a} \psi_{\nu}^{b} \eta^{\mu \nu} \eta_{a b},
$$

resulting in the following equation of motion:

$$
\begin{equation*}
\left[\psi_{\mu \nu}^{a}+\psi^{a}\left(\psi_{\mu}^{b} \psi_{\nu}^{c}\right) \eta_{b c}\right] \eta^{\mu \nu}=0 \tag{3.8}
\end{equation*}
$$

As with the previous chapter, the objective here is to investigate solutions of winding type, however, it must first be established that the model is integrable: with the change of variables $\xi=\frac{1}{2}(t+x), \eta=\frac{1}{2}(t-x)$ so that (3.8) becomes $\psi_{\eta \xi}^{a}+\psi^{a}\left(\psi_{\eta}^{b} \psi_{\xi}^{c}\right) \eta_{b c}=0$, one can simply adapt the $U, V$ pair given in [77] for the $\mathbb{C} P^{N}$ case to fit the model on $H^{2}$. With (1.3), the pair

$$
\begin{aligned}
U & =\frac{1}{4}(\lambda-1)\left[S, \partial_{\xi} S\right] \\
V & =\frac{1}{4} \frac{(1-\lambda)}{\lambda}\left[S, \partial_{\eta} S\right]
\end{aligned}
$$

satisfy the zero curvature condition

$$
\partial_{\eta} U-\partial_{\xi} V+[U, V]=0
$$

Where here $S=\left[\begin{array}{cc}\psi^{1} & \psi^{2}+\psi^{3} \\ \psi^{2}-\psi^{3} & -\psi^{1}\end{array}\right] \in S L(2, \mathbb{R})$ so that the consistency condition for the linear system

$$
\begin{aligned}
\partial_{\xi} F & =U F \\
\partial_{\eta} F & =V F
\end{aligned}
$$

is exactly the equation of motion (3.8) in terms of $\xi, \eta$. Hence the system is integrable. The change of variables above is not strictly necessary since the zero curvature condition etc. still hold for the original variables $x, t$ substituted into the $U, V$ pair however, the form is more complicated making the actual calculations much more so. Hence this change of variables has been implemented here for the
sake of simplicity only.
The HSM under the stereographic parametrisation (2.18) was formulated and examined by Lambert and Piette [4] and will, for completeness, be discussed briefly later in the chapter. For the most part however, we shall work with the $\theta, \phi$ parametrisation (2.17) of the hyperboloid. The Lagrangian density (3.7) of the system in terms of $\theta, \phi$ is

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(\cosh ^{2} \theta\left(\phi_{t}^{2}-\phi_{x}^{2}\right)-\left(\theta_{t}^{2}-\theta_{x}^{2}\right)\right) \tag{3.9}
\end{equation*}
$$

and the energy density,

$$
\varepsilon=T^{00}=\sum_{a=1,2} \frac{\delta \mathcal{L}}{\delta\left(\partial_{0} A_{a}\right)}\left(\partial_{0} A_{a}\right)-\mathcal{L} \eta^{00}
$$

(where here, $A_{1,2}=\theta, \phi$ ), is, in this case, given by

$$
\begin{equation*}
\varepsilon=\cosh ^{2} \theta\left(\phi_{t}^{2}+\phi_{x}^{2}\right)-\left(\theta_{t}^{2}+\theta_{x}^{2}\right) . \tag{3.10}
\end{equation*}
$$

The 'energy' is then

$$
E=\int_{X} \varepsilon d x
$$

which again, one can see, is not positive definite due to the indefinite metric on the field space.

The equations of motion in terms of $\theta, \phi$ may be derived either from the Lagrangian (3.9) using the Euler-Lagrange equations

$$
\partial_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} A\right)}\right)-\frac{\partial \mathcal{L}}{\partial A}=0
$$

where $A=\theta, \phi$, or by direct substitution of the parametrisation (2.17) into (3.8). Either way, the resultant equations are

$$
\begin{align*}
\theta_{t t}-\theta_{x x} & =-\cosh \theta \sinh \theta\left(\phi_{t}^{2}-\phi_{x}^{2}\right)  \tag{3.11a}\\
\left(\phi_{t} \cosh ^{2} \theta\right)_{t} & =\left(\phi_{x} \cosh ^{2} \theta\right)_{x} \tag{3.11b}
\end{align*}
$$

and we can now begin investigating the existence of topological solitons for the HSM.

### 3.3 Some Simple Time Dependent Winding Solutions

For the static problem, the equations (and hence their solutions) are the same as those of the static Heisenberg case previously discussed. We therefore begin by looking for winding solutions with some time dependence. Taking as a first possibility $\phi=N x$ with $N \in \mathbb{Z}$ and where physical space $X=S^{1}$, has $\phi_{t}=0, \phi_{x}=N$ which, in (3.11b) leaves

$$
\left(N \cosh ^{2} \theta\right)_{x}=0 .
$$

And it is clear from this that $\theta$ can be a function of $t$ only. With $\theta=\theta(t)$ in (3.11a), $\theta$ then satisfies the first integral

$$
\begin{equation*}
\theta_{t}^{2}=N^{2} \sinh ^{2} \theta+c \tag{3.12}
\end{equation*}
$$

where $c$ is an arbitrary constant. This is integrable in terms of elliptic functions, the exact form of the solution depending on the constants $c$ and $N^{2}$. For example, let $c=\rho^{2}>0$ and $0 \leq N^{2} \leq \rho^{2}$ then with the substitution $\tanh \theta=v$ one has

$$
\frac{\rho}{\left(\rho^{2}-N^{2}\right)^{\frac{1}{2}}} \int \frac{d v}{\left[\left(1-v^{2}\right)\left(\frac{\rho^{2}}{\rho^{2}-N^{2}}-v^{2}\right)\right]^{\frac{1}{2}}}=\rho\left(t-t_{0}\right)
$$

where $t_{0}$ is constant. And with the parameter $m=1-\frac{N^{2}}{\rho^{2}} \leq 1$ this yields the solution

$$
\begin{equation*}
\theta(t)=\tanh ^{-1}\left[\operatorname{sn}\left(\rho\left(t-t_{0}\right) \mid m\right)\right] . \tag{3.13}
\end{equation*}
$$

Since $\tanh ^{-1} u \longrightarrow \infty$ as $u \longrightarrow 1$, clearly $\theta(t) \longrightarrow \infty$ as $\operatorname{sn}\left(\rho\left(t-t_{0}\right) \mid m\right) \longrightarrow 1$, i.e. $\theta(t)$ reaches infinity in a finite time. This behaviour may be examined in more detail for the field $\vec{\psi}$ as follows: letting $t_{0}=0$ so that $\theta(t)=\tanh ^{-1}[\operatorname{sn}(\rho t)]$ then $\theta(t) \longrightarrow \infty$ for some finite value of $t$, say $\tilde{t}$. Now putting

$$
\operatorname{sn}(\rho t \mid m)=\operatorname{sn}(\rho \tilde{t}+\rho(t-\tilde{t}) \mid m),
$$

with $u=\rho \tilde{t}, v=\rho(t-\tilde{t})$ in the identity

$$
\operatorname{sn}(u+v)=\frac{\operatorname{sn} u \operatorname{cn} v \operatorname{dn} v+\operatorname{cn} u \operatorname{sn} v \operatorname{dn} u}{1-m \operatorname{sn}^{2} u \operatorname{sn}^{2} v}
$$

and replacing $\rho(t-\tilde{t})$ by $\epsilon$ suitably small, one then has

$$
\operatorname{sn}(\rho t) \approx \operatorname{cn} \epsilon \operatorname{dn} \epsilon
$$

since when sn $u=1$, cn $u=0$ (and omitting the parameter $m$ for simplicity). Furthermore, to second order, $\operatorname{cn} u \approx 1-\frac{u^{2}}{2}+O\left(u^{3}\right)$ and $\operatorname{dn} u \approx 1-\frac{m u^{2}}{2}+O\left(u^{3}\right)$ so that

$$
\begin{aligned}
\operatorname{sn}(\rho t) & \approx 1-\frac{\epsilon^{2}}{2}(m+1) \\
& =1-\left(c-\frac{N^{2}}{2}\right)(t-\tilde{t})^{2}
\end{aligned}
$$

(which tends to 1 as $t \longrightarrow \tilde{t}$ ). Substituting $\phi=N x$ and the above into the field coordinates $\vec{\psi}=\left(\psi^{1}, \psi^{2}, \psi^{3}\right)$, and using the identities $\tanh ^{-1} x=\ln \left(\frac{1+x}{1-x}\right)$ and $\cosh x=\frac{1}{2}\left(e^{x}+e^{-x}\right), \sinh x=\frac{1}{2}\left(e^{x}-e^{-x}\right)$, one has

$$
\begin{aligned}
\psi^{1} & =\frac{\cos N x}{A(t-\tilde{t})\left[2-A^{2}(t-\tilde{t})^{2}\right]^{\frac{1}{2}}} \\
\psi^{2} & =\frac{\sin N x}{A(t-\tilde{t})\left[2-A^{2}(t-\tilde{t})^{2}\right]^{\frac{1}{2}}} \\
\psi^{3} & =\frac{1-A^{2}(t-\tilde{t})^{2}}{A(t-\tilde{t})\left[2-A^{2}(t-\tilde{t})^{2}\right]^{\frac{1}{2}}}
\end{aligned}
$$

where $A^{2}=c-\frac{N^{2}}{2}$, each of which clearly blows up in a finite time, i.e. as $t \longrightarrow \tilde{t}$. One therefore has a loop located at $\theta(t)$ which goes from $\theta=-\infty$ to $\theta=+\infty$ in a finite time, as $t \longrightarrow \tilde{t}$ which can be seen pictorially in Figure (3.1).

As was noted earlier, the 'energy' density for the HSM is, in general, non positive definite and with $\phi=N x$, this is given by

$$
\begin{equation*}
E=\int_{0}^{2 \pi} N^{2} \cosh ^{2} \theta-\left(N^{2} \sinh ^{2} \theta+\rho^{2}\right) d x \tag{3.14}
\end{equation*}
$$

i.e., $E=2 \pi[A(\theta)-B(\theta)]$ where $A(\theta)=N^{2} \cosh ^{2} \theta$ and $B(\theta)=N^{2} \sinh ^{2} \theta+\rho^{2}$. It can be shown that for the solution (3.13), the two positive functions $A$ and $B$ reach


Figure 3.1: The loop is located at $\theta(t)$ travelling from $\theta=-\infty$ to $\theta=+\infty$ in a finite time, i.e. as $t \longrightarrow \tilde{t}$
infinity in a finite time (both at the same rate). However, the 'energy' density for the solution $\phi=N x$ is a finite constant, i.e. $\varepsilon=N^{2}-\rho^{2}$ so that $E=2 \pi\left(N^{2}-\rho^{2}\right)$ (negative since $N^{2} \leq \rho^{2}$ ). One therefore has a conserved negative quantity, although how this may be interpreted physically is not clear.

A simpler version of solution (3.13) occurs in the limit $m=0$ where $\operatorname{sn}(v \mid 0)=$ $\sin v$ (requiring $\rho^{2}=N^{2}$ ) so that $\theta(t)=\tanh ^{-1}\left[\sin N\left(t-t_{0}\right)\right]$ and as $t$ goes from $-\pi$ to $\pi$ the solution $\theta$ goes from $-\infty$ to $\infty$. Solutions with $c>0$ all exhibit this kind of behaviour. In the opposite limit where $m=1$, the winding number $N$ is required to be zero so that the solution is trivial. And in the special case $c=0$, the solution

$$
\theta(t)=2 \tanh ^{-1}\left(k e^{t}\right)
$$

includes the static case $\theta \equiv 0$ and tends asymptotically to $\theta=0$ as $t \longrightarrow-\infty$.
We thus have a family of $t$-dependent solutions wrapped around the hyperboloid with $\phi=N x, \theta=\theta(t)$ and where there is manifest instability since $\theta \longrightarrow \infty$ in a finite time. Further, the solutions admit a finite, conserved, negative quantity associated in some sense, with the energy of the system.

### 3.4 Travelling Waves for $H$ HSM

In investigating solutions for HSM the next step is to follow the approach of the previous chapter, where the existence of travelling wave winding solutions was examined using the characteristic variable $\xi=x-v t$ with

$$
\begin{aligned}
\theta(t, x) & =f(\xi) \\
\phi(t, x) & =g(\xi)+c t .
\end{aligned}
$$

The equations of motion are then

$$
\begin{align*}
f^{\prime \prime}\left(v^{2}-1\right) & =-\left[g^{2}\left(v^{2}-1\right)-2 v c g^{\prime}+c^{2}\right] \cosh f \sinh f  \tag{3.15}\\
g^{\prime \prime}\left(v^{2}-1\right) & =-2\left[f^{\prime} g^{\prime}\left(v^{2}-1\right)-c v f^{\prime}\right] \tanh f \tag{3.16}
\end{align*}
$$

where 'prime' refers to differentiation with respect to $\xi$.
As a first case let $c=0$, so that

$$
\begin{align*}
f^{\prime \prime} & =-g^{2} \cosh f \sinh f  \tag{3.17}\\
g^{\prime \prime} & =-2 f^{\prime} g^{\prime} \tanh f \tag{3.18}
\end{align*}
$$

Noting that

$$
\begin{aligned}
\frac{d}{d \xi}\left(g^{\prime} \cosh ^{2} f\right) & =2 f^{\prime} g^{\prime} \cosh f \sinh f+g^{\prime \prime} \cosh ^{2} f \\
& =0
\end{aligned}
$$

by (3.18), one then has the following first integrals for $g$ and $f$ :

$$
\begin{align*}
& g^{\prime}=B \operatorname{sech}^{2} f  \tag{3.19}\\
& f^{\prime}=\sqrt{\left(B^{2}-N^{2}\right)-B^{2} \tanh ^{2} f} \tag{3.20}
\end{align*}
$$

where $B$ and $N$ are constants. The form of these equations suggests that their solution be analogous to the static solution (2.23) of both the HHM and this sigma model. Indeed this is simply a travelling wave version of that solution taking the form

$$
\begin{equation*}
\sinh f=\sqrt{\frac{B^{2}}{N^{2}}-1} \sin \left[N\left(x-v t-x_{0}\right)\right] \tag{3.21}
\end{equation*}
$$

And again, provided $N \in \mathbb{Z}, \sinh f$ is $2 \pi$ periodic. In fact, since this model is Lorentz invariant one might simply have boosted the solution (2.23) - the same does not apply in the non-relativistic HHM case.

To find an explicit expression for $g(\xi)$ the same procedure as was followed with the HHM version of this solution is applied. In this case one finds (for $N=1$ )

$$
\begin{align*}
& g(\xi)=\frac{B\left(B^{2}-1\right)}{\sqrt{\left(B^{2}-1\right)^{2}+1}} \mathcal{R} e\left\{i \ln \left[\frac{\tan \frac{\xi}{2}-i\left(\left(B^{2}-1\right)-\sqrt{\left(B^{2}-1\right)^{2}+1}\right)}{\tan \frac{\xi}{2}-i\left(\left(B^{2}-1\right)+\sqrt{\left(B^{2}-1\right)^{2}+1}\right)}\right]\right. \\
& \quad+i \ln A\} \tag{3.22}
\end{align*}
$$

And using the methodology of Appendix A, it can be shown that $g(\xi)$ has the form

$$
\begin{equation*}
g(\xi)=\frac{B\left(B^{2}-1\right)}{\sqrt{\left(B^{2}-1\right)^{2}+1}} \mathcal{R} e\left\{i \ln \left(\frac{\tan \frac{\xi}{2}+\Omega}{-\tan \frac{\xi}{2}-\Omega^{-1}}\right)\right\} \tag{3.23}
\end{equation*}
$$

where $\Omega=-i\left(B^{2}-1-\sqrt{\left(B^{2}-1\right)^{2}+1}\right)$. It has been demonstrated in the previous
 the same applies here, specifically in the one-wind case for $B=\sqrt{2}$. This may all be generalized for $|N|>1$ hence solution (3.21) is a travelling wave with winding number $N$ and period $2 \pi$.

Extending the search for travelling waves we may look for a more general solution of (3.15), (3.16) by taking $c \neq 0$. Using the relationship (2.28), one then arrives at the following equation:

$$
\frac{d}{d \xi}\left(g^{\prime} \cosh ^{2} f\right)=\frac{d f}{d \xi} \frac{2 c v}{\left(v^{2}-1\right)} \sinh f \cosh f
$$

and after integration equations for $g^{\prime}$ and $f^{\prime}$ are produced:

$$
\begin{aligned}
g^{\prime} & =\frac{c v}{\left(v^{2}-1\right)}-\left[\frac{c v}{2\left(v^{2}-1\right)}-R\right] \operatorname{sech}^{2} f \\
f^{\prime} & = \pm \frac{\left[2\left(c^{2}+2 Q\left(v^{2}-1\right)^{2}\right)+4 c^{2} \sinh ^{2} f+\left(4 R\left(v^{2}-1\right)^{2}-c v\right)^{2} \operatorname{sech}^{2} f\right]^{\frac{1}{2}}}{2\left(v^{2}-1\right)}
\end{aligned}
$$

where $R$ and $Q$ are constants of integration. Letting $p=\sinh f$ to simplify things,


Figure 3.2: $P(p)$ with 4 real zeros, positive and bounded between $p= \pm J$
these equations transform to

$$
\begin{align*}
{p^{\prime 2}=}^{2} & \frac{c^{2}}{\left(v^{2}-1\right)^{2}}\left[p^{4}+p^{2} \frac{\left(6 c^{2}+4 Q\left(v^{2}-1\right)^{2}\right)}{4 c^{2}}\right]  \tag{3.24}\\
& \left.+\frac{2 c^{2}+4 Q\left(v^{2}-1\right)^{2}+\left(4 R\left(v^{2}-1\right)^{2}-c v\right)^{2}}{4 c^{2}}\right] \\
g^{\prime}= & \frac{c v+2 R\left(v^{2}-1\right)+2 c v p^{2}}{2\left(v^{2}-1\right)\left(1+p^{2}\right)} . \tag{3.25}
\end{align*}
$$

Requiring that $p$ be periodic with respect to physical space $X$, one can see from the form of the quartic (3.24) in the absence of a cubic term, that the only possibility for periodic solutions is that

$$
\begin{equation*}
P(p)=\frac{\left(v^{2}-1\right)^{2}}{c^{2}} p^{\prime 2}=\left(J^{2}-p^{2}\right)\left(K^{2}-p^{2}\right) \tag{3.26}
\end{equation*}
$$

for some $J, K \in \mathbb{R}$, as depicted in Figure (3.2) (or limits thereof which shall be discussed presently), so that $P(p)$ is positive and bounded between the two zeros $p= \pm J$. A solution $p(\xi)$ would then have a local minimum at $-J$ (since $\left.P^{\prime}(-J)<0\right)$ and a local maximum at $J$ (since $P^{\prime}(J)>0$ ) and oscillate between $-J$ and $J$ with a finite period.

Before any investigation of solutions for equations (3.24) and (3.25), it must first be ascertained whether or not $P(p)$ can take the form (3.26) and for proof that this is possible we refer to Appendix B; whilst no specific $J, K$ are found, it is established that they do exist so that from (3.26) one has

$$
\frac{c K\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)}=K \int \frac{d p}{\sqrt{\left(J^{2}-p^{2}\right)\left(K^{2}-p^{2}\right)}} .
$$



Figure 3.3: $P(p)$ with double zero $J=0$.

This can be solved in terms of Jacobian elliptic functions to give

$$
p(\xi)=J \operatorname{cd}\left[\left.\frac{c K\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)} \right\rvert\, m\right]
$$

where $m=\frac{J^{2}}{K^{2}}$ and $c \mathrm{~d} u=\frac{\mathrm{cn} u}{\mathrm{dn} u}$. If the argument is now changed so that $\frac{c K\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)} \mapsto$ $\frac{c K\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)}-\mathcal{K}$ (with the quarter period $\mathcal{K}$ ) then

$$
\operatorname{cd}\left[\left.\frac{c K\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)}-\mathcal{K} \right\rvert\, m\right] \mapsto \operatorname{sn}\left[\left.\frac{c K\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)} \right\rvert\, m\right]
$$

so that

$$
\begin{equation*}
p(\xi)=J \operatorname{sn}\left[\left.\frac{c K\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)} \right\rvert\, m\right] . \tag{3.27}
\end{equation*}
$$

Substitution of (3.27) into (3.25) then gives us an expression for $\frac{d g}{d \xi}$ however, the integration of this is somewhat problematic so rather than attempt this, to determine whether or not the solution is of winding type, the limiting cases of the elliptic solution may be considered as follows: for $m=0$ one must have $J=0$ so that the solution (3.27) is identically zero, corresponding to figure (3.3) for $P(p)$. In this case, $\frac{d g}{d \xi}=N$, constant, so that if $N \in \mathbb{Z}$ the HHM solution $\theta=0, \phi=N x+c t$ is recovered which is of winding type for $X=S^{1}$. Note that for $c=N$ the soliton travels at the speed of light around the waist of the hyperboloid.

For $m=1, J$ must equal $K$, renamed $p_{0}$, then

$$
\begin{equation*}
p(\xi)=p_{0} \tanh \left[\frac{c p_{0}\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)}\right] \tag{3.28}
\end{equation*}
$$



Figure 3.4: $P(p)$ with two double zeros at $\pm p_{0}$.

Looking for solutions in the $X=\mathbb{R}$ case, diagramaticaly the form of $P(p)$ is represented in figure (3.4). Since $\tanh u$ goes from -1 to +1 as $x$ goes from $-\infty$ to $+\infty$; at $x=-\infty, p=-p_{0}$ and the solution travels to $p_{0}$ at $x=+\infty$. And having effectively run out of $x$ space, the soliton cannot return to it's starting point so that there is no periodicity. In fact, this shows that there are no travelling wave solutions of winding type for HSM on the real line for $c \neq 0$ since no other bounded region is possible for $P(p)$, i.e. one cannot have a double zero together with two real and distinct zeros due to the absence of a cubic term in (3.24).

As previously noted, for a solution to be topological requires that $\Delta \phi=2 \pi N$. Now given the form of $P(p)$ shown in figure (3.2), of which (3.3) and (3.4) above are limiting cases, if the solution (3.27) is of winding type, since the solution has traveled effectively half a period one might reasonably expect in the limiting picture (figure 3.4), that here $\Delta \phi=\pi$. However, as we shall see this is not the case and whilst this does not constitute a proof, it is at least a solid indication that the general solution (3.27) may not be of winding type. The following shows that $\Delta \phi \neq \pi$ in the limit $m=1$ : for $p(\xi)$ given by (3.28) one has

$$
\frac{d g}{d \xi}=\frac{c v+2 R\left(v^{2}-1\right)+2 c v p_{0}^{2} \tanh ^{2} X}{2\left(v^{2}-1\right)\left(1+p_{0}^{2} \tanh ^{2} X\right)}
$$

where $X= \pm \frac{c p_{0}\left(\xi-\xi_{0}\right)}{\left(v^{2}-1\right)}$. Splitting into partial fractions results in

$$
\begin{equation*}
\frac{d g}{d \xi}=\frac{c v}{\left(v^{2}-1\right)}+\frac{2 R\left(v^{2}-1\right)-c v}{2\left(v^{2}-1\right)\left[1+p_{0}^{2} \tanh ^{2} X\right]} \tag{3.29}
\end{equation*}
$$

and the integral of the above over $X=\mathbb{R}$ clearly diverges with $v, c$ non-zero so that
$\triangle \phi \neq \pi$. Therefore with $c \neq 0$, it appears that no winding solutions of travelling wave type exist for HSM.

### 3.5 The Self-dual HSM

The idea of self-duality, with its origins in the SDYM system discussed earlier, applies to theories in which certain terms of the action and their couplings are not free but are constrained by relations between one another [88]. At the point of self-duality, the equations of motion are reduced to first order differential equations which promise to be easier to analyse than those of higher order and can, at least in some cases, be solved explicitly. Fields satisfying a set of self-dual equations tend to give vacuum solutions, i.e. the energy-momentum tensor will vanish for such solutions. Furthermore, solutions of the self-dual equations of a theory are automatically solutions of the general equations of motion for the model whilst the converse is not necessarily the case.

In this section an example of a family of exact topological solitons for HSM arising from the following self-dual equations

$$
\begin{align*}
\phi_{x} & =\theta_{t} \operatorname{sech} \theta  \tag{3.30a}\\
\phi_{t} & =\theta_{x} \operatorname{sech} \theta \tag{3.30b}
\end{align*}
$$

is derived ${ }^{3}$. Moreover, it is shown that winding solutions admitted by these selfdual equations exist for a finite time only. Prior to this however; that (3.30) imply the equations of motion (3.11) may be seen as follows; for (3.11b) multiply (3.30) by $\cosh ^{2} \theta$ and differentiate the new (3.30a) and (3.30b) respectively with respect to $x$ and $t$, from which (3.11b) is recovered. For (3.11a) differentiate (3.30a) with respect to $t$ and (3.30b) with respect to $x$, so that

$$
\begin{aligned}
\phi_{x t} & =-\theta_{t}^{2} \operatorname{sech} \theta \tanh \theta+\theta_{t t} \operatorname{sech} \theta \\
\phi_{t x} & =-\theta_{x}^{2} \operatorname{sech} \theta \tanh \theta+\theta_{x x} \operatorname{sech} \theta
\end{aligned}
$$

Subtracting, one then has

$$
\theta_{t t}-\theta_{x x}=\left(\theta_{t}^{2}-\theta_{x}^{2}\right) \tanh \theta
$$

[^8]but
$$
\phi_{x} \cosh \theta=\theta_{t} \quad \Longrightarrow \quad \phi_{x}^{2} \cosh ^{2} \theta=\theta_{t}^{2}
$$
and
$$
\phi_{t} \cosh \theta=\theta_{x} \quad \Longrightarrow \quad \phi_{t}^{2} \cosh ^{2} \theta=\theta_{x}^{2}
$$

Hence,

$$
\theta_{t t}-\theta_{x x}=-\left(\phi_{t}^{2}-\phi_{x}^{2}\right) \sinh \theta \cosh \theta
$$

i.e. (3.11a), and the equations of motion (3.11) are implied by the self-dual equations (3.30).

Solutions arise from equations (3.30) as follows; it is easily shown that $\phi$ and $\mu=2 \tan ^{-1} \exp \theta$ satisfy $\phi_{x}=\mu_{t}, \phi_{t}=\mu_{x}$ and are therefore conjugate solutions of the $(1+1)$ dimensional wave equation so that their general solution is

$$
\begin{aligned}
& \phi=f(x+t)+g(x-t) \\
& \mu=f(x+t)-g(x-t)
\end{aligned}
$$

where $f$ and $g$ are arbitrary functions. Since the boundary conditions for winding solutions on $X=\mathbb{R}$ (referring forward to (3.32), (3.33)) require that $f$ and $g$ essentially have a kink-like profile, we take the following choice as an example for $f$ and $g$;

$$
\begin{aligned}
& f(x+t)=f\left(\xi_{+}\right)=\frac{\pi}{2} \tanh \left(\xi_{+}\right)+\frac{\pi}{4} \\
& g(x-t)=f\left(\xi_{-}\right)=\frac{\pi}{2} \tanh \left(\xi_{-}\right)-\frac{\pi}{4} .
\end{aligned}
$$

This leads to

$$
\begin{align*}
\phi & =\frac{\pi \sinh 2 x}{\cosh 2 x+\cosh 2 t}  \tag{3.31a}\\
\mu & =\frac{\pi}{2}+\frac{\pi \sinh 2 t}{\cosh 2 x+\cosh 2 t} \tag{3.31b}
\end{align*}
$$

and since we need $0<\mu=2 \tan ^{-1} \exp \theta<\pi$, this imposes that

$$
\left|\frac{\sinh 2 t}{\cosh 2 x \cosh 2 t}\right|<\frac{1}{2} .
$$

As $\cosh y \geq 1 \forall y$, one then has

$$
\left|\frac{\sinh 2 t}{\cosh 2 x+\cosh 2 t}\right| \leq\left|\frac{\sinh 2 t}{1+\cosh 2 t}\right|
$$

so that

$$
-\frac{1}{2}<\frac{\sinh 2 t}{1+\cosh 2 t}<\frac{1}{2}
$$

Then with the use of hyperbolic trigonometric identities one finds

$$
-\cosh t<2 \sinh t<\cosh t
$$

And on changing cosh and sinh to their exponential form, it can be shown that (3.31) represents a smooth solution only for

$$
|t|<\frac{1}{2} \log 3 .
$$

(At $|t|=\frac{1}{2} \log 3$ the solution $\vec{\psi}$ diverges.) The solution (3.31) is of winding type where $X=\mathbb{R}$ with unit winding number since, as $x \longrightarrow-\infty, \phi \longrightarrow-\pi$ and as $x \longrightarrow+\infty, \phi \longrightarrow \pi$, and further, $\mu \longrightarrow \frac{\pi}{2}$ as $x \longrightarrow \pm \infty$.

As is the case in the above example, it turns out, in fact, that all winding solutions derived from the self-dual equations for $X=\mathbb{R}$ exist only for a finite time. This may be seen as follows; by definition for such a solution to exist, the boundary conditions

$$
\begin{align*}
\theta & \longrightarrow \theta_{0} \tag{3.32}
\end{align*} \text { as } \quad x \longrightarrow \pm \infty
$$

and

$$
\begin{array}{llllll}
\phi & \longrightarrow & \phi_{0} & \text { as } & x & \longrightarrow \tag{3.33}
\end{array}
$$

must hold for all $t$. Also $f$ and $g$ should be smooth functions and one must have $\mu_{x} \longrightarrow 0$ as $x \longrightarrow \pm \infty$. Recall that $\mu=\tan ^{-1}\left(e^{\theta}\right)$ so that $0<\mu<\pi \forall t$ and


Figure 3.5: The two kinks $f(\xi), g(\xi)$ at $t=0$.
therefore $0<\mu_{0}<\pi$ also. Now,

$$
\begin{aligned}
\mu=2 \tan ^{-1} \exp \theta & =f(x+t)-g(x-t) \\
\phi & =f(x+t)+g(x-t)
\end{aligned}
$$

and with the boundary conditions above one has

$$
\begin{array}{rlc}
f(\infty+t) & = & \frac{\left(\phi_{0}+\mu_{0}\right)}{2} \\
g(\infty-t) & = & \frac{\left(\phi_{0}-\mu_{0}\right)}{2} \\
f(-\infty+t) & =\frac{\left(\phi_{0}-2 \pi N+\mu_{0}\right)}{2} \\
g(-\infty-t) & =\frac{\left(\phi_{0}-2 \pi N-\mu_{0}\right)}{2} .
\end{array}
$$

So that as $x$ goes from $-\infty$ to $\infty, f$ goes from $\frac{1}{2}\left(\phi_{0}-2 \pi N-\mu_{0}\right)$ to $\frac{1}{2}\left(\phi_{0}+\mu_{0}\right)$ and $g$ goes from $\frac{1}{2}\left(\phi_{0}-2 \pi N-\mu_{0}\right)$ to $\frac{1}{2}\left(\phi_{0}-\mu_{0}\right)$. If, without loss of generality, the kinks $f$ and $g$ start off at $t=0$ such that $f$ and $g$ lie in the same relative position along the $\xi$ axis, i.e. the $g$ kink is simply the $f$ kink shifted downwards as shown in Figure (3.5); at this point in time, the largest distance between $f$ and $g$ (i.e. $\mu$ at $t=0$ for any given $x)$ is $\frac{1}{2}\left(\phi_{0}+\mu_{0}\right)-\frac{1}{2}\left(\phi_{0}-\mu_{0}\right)=\frac{1}{2}\left(\phi_{0}-2 \pi N+\mu_{0}\right)-\frac{1}{2}\left(\phi_{0}-2 \pi N-\mu_{0}\right)=\mu_{0}$. As $t$ increases, the $f$ kink moves to the left and the $g$ kink moves to the right so that eventually, for some $t$,

$$
\mu=f-g=\frac{1}{2}\left(\phi_{0}+\mu_{0}\right)-\frac{1}{2}\left(\phi_{0}-2 \pi N-\mu_{0}\right)=\mu_{0}+\pi N .
$$

And this does not satisfy $0<\mu_{0}<\pi$ for all non-zero $N \in \mathbb{Z}$. Similarly, as $t$ increases
in the negative direction,

$$
\mu=f-g=\frac{1}{2}\left(\phi_{0}-2 \pi N+\mu_{0}\right)-\frac{1}{2}\left(\phi_{0}-\mu_{0}\right)=\mu_{0}-\pi N
$$

which again does not satisfy $0<\mu_{0}<\pi$ for $N \neq 0$. So for some $x$, and as $|t|$ gets large, $\mu$ does not satisfy the required inequality hence, solutions of this type can exist only for a finite time.

Similar solutions have been discussed by De Vega and Sanchez [78] (1993), in their work on the exact integrability of strings in $D$-dimensional de Sitter spacetime; the string is wound around the de Sitter space and all strings in their model exhibit similar behaviour, i.e. the string solutions are defined only for a finite time. The string constraints on the world sheet are (in particular in $D=2$ ) that the energy-momentum tensor must vanish, corresponding to 'vacuum type' solutions. In two dimensions the conformal invariance on the world sheet is reflected in the fact that strings wound around and evolving with the de Sitter universe depend on two arbitrary functions. The evolution period $\tau \in[0, \pi]$, is where half of the string evolution ( $0<\tau<\frac{\pi}{2}$ ) corresponds to the expansion time of the de Sitter universe and ( $\frac{\pi}{2}<\tau<\pi$ ) corresponds to the contraction phase. If the string winds $N \in \mathbb{Z}$ times around de Sitter space the evolution period is reduced to $\triangle \tau=\frac{\pi}{2 N}$, i.e. expansion/contraction is $N$ times faster. In the context of cosmological backgrounds, with the cosmic time $u$, for $u \longrightarrow \pm \infty$, the dependence on $\tau$ is logarithmic and in these regions the proper length of the string stretches infinitely, i.e. the conformal factor $e^{\alpha(\sigma, \tau)}$ blows up and the string is therefore unstable. DeVega and Sanchez note also that as well as for strings falling into space-time singularities, the same unstable behaviour is found in inflationary backgrounds. A further solution describes the trajectory of a massless particle which is a geodesic in 2-dimensional de Sitter space-time travelling from what corresponds to our $\theta=-\infty$ to $\theta=+\infty$. This particle goes over half the de Sitter circle which corresponds to our $\phi$ moving through an angle of $\pi$.

Prior to DeVega and Sanchez's work on the HSM, Lambert and Piette [4] in 1988 also examined the self-dual non-linear HSM. A stereographic projection (2.18) of the hyperboloid was formulated in terms of the set $\Omega$ of hyperbolic complex numbers defined by

$$
\Omega=\left\{z=t+\epsilon x \mid(t, x) \in \mathbb{R}^{2}, \epsilon^{2}=1\right\}
$$

And with the Grassmanian manifold $\Omega P^{1}$ (isomorphic to $H(2,1)$ which is the hyperboloid of one sheet $S O(2,1) / S O(1,1)$ in $\left.\mathbb{R}^{3}\right)$, vacuum solutions were constructed from the self-dual equations in terms of the projection operator $P$. Further, with $P=\frac{h h^{\#}}{h^{\# h}}$ where $h=\binom{1}{\alpha},|\alpha|^{2} \neq-1$; from the (non self-dual) equation for $\alpha$

$$
\begin{equation*}
\square \alpha=\frac{2 \tilde{\alpha} \partial_{-} \alpha \partial_{+} \alpha}{1+|\alpha|^{2}} \tag{3.34}
\end{equation*}
$$

where $\partial_{ \pm}=\left(\partial_{t} \pm \epsilon \partial_{x}\right) \Longrightarrow \square=\partial_{+} \partial_{-}=\partial_{-} \partial_{+}$, both vacuum and non-vacuum solutions travelling at the speed of light with both positive definite and non-positive definite finite energies were derived. In terms of the variables $u, v$ of (2.18), where here $\alpha=u+\epsilon v, \tilde{\alpha}=u-\epsilon v$, equation (3.34) translates to

$$
\begin{aligned}
u_{x x}-u_{t t} & =2 u\left(u_{x}^{2}+v_{x}^{2}-u_{t}^{2}-v_{t}^{2}\right) \mu^{-1}-4 v\left(u_{x} v_{x}-u_{t} v_{t}\right) \mu^{-1} \\
v_{x x}-v_{t t} & =-2 v\left(u_{x}^{2}+v_{x}^{2}-u_{t}^{2}-v_{t}^{2}\right) \mu^{-1}+4 u\left(u_{x} v_{x}-u_{t} v_{t}\right) \mu^{-1}
\end{aligned}
$$

where $\mu=\left(1+u^{2}-v^{2}\right)$. And we note simply here that the solution

$$
\begin{aligned}
& u=\tan \frac{x}{2} \\
& v=0
\end{aligned}
$$

corresponds to a one-wind static (non-vacuum) solution for $X=S^{1}$ with positive definite energy density equal to $\frac{1}{2}$ (which is obviously also valid for the HHM).

### 3.6 Concluding remarks

This concludes our discussion of the HSM where, in this chapter, time-dependent and travelling wave solutions for $X=S^{1}$, classifiable by a winding number $N$, have been shown to exist (in the latter case specifically where the constant $c=0$ ). When $c \neq 0$ there are no travelling wave solutions for $X=\mathbb{R}$ and evidence has been given to indicate that no travelling waves of winding type exist in the general case. Further, from the self-dual equations it has been demonstrated that time dependent winding solutions exist when $X$ is the real line and that such solutions are defined only on a finite time interval.

## Chapter 4

## A Pivotal Model

### 4.1 Introduction

That Heisenberg and sigma models of the types discussed so far may be associated with similar physical phenomena, (in particular, (an)isotropic ferromagnets), should not be entirely unexpected; thinking of such models in the static case, the expression for the energy of both systems is essentially given by

$$
E=\int\left(\partial_{x} \vec{\psi}\right)^{2} d x
$$

And, as noted earlier, the HHM and HSM models have the same static equations and therefore the same static solutions. Introducing some time dependence into the static model may result in two types of dynamical system: (i) those with non-relativistic evolution; i.e. where the system is invariant under the Galilean transformation, or (ii) systems with relativistically invariant motion, i.e. where there is Lorentz invariance. The Heisenberg model is a simple example of (i) and the sigma model an example of (ii). So stemming from the same static energy two separate time

dependent systems are obtained. (A similar situation occurs with linear systems in quantum mechanics; the relativistic Klein-Gordon and non-relativistic Schrödinger equations arise from the same static quantum mechanical system.) The relativistic and non-relativistic models are not derived from one another, rather, one might regard them as cousins coming from the same static picture.

Nevertheless, some form of interpolation between the time dependent cousins would certainly be desirable. In fact, such an interpolation (at least for the Heisenberg and sigma models) is possible via a third non-linear, time dependent integrable system and this chapter is concerned with just such a model. This 'Pivotal' system includes both the HHM and HSM, and (at least some of) its properties and solutions reduce to those of the two simpler models.

The Pivotal model arises as a variation on an integrable extension [53], on Hermitian symmetric target spaces, of the non-linear $O$ (3) sigma model (3.6). The model proposed in [53] is formulated as follows: if the cross product of $\vec{Q}$ is taken with the equation

$$
\begin{equation*}
\vec{Q} \times \vec{Q}_{x x}-\vec{Q} \times \vec{Q}_{t t}=0 \tag{4.1}
\end{equation*}
$$

then the $O(3)$ sigma equation of motion (3.6) results. And from this observation the equation

$$
\begin{equation*}
\vec{Q} \times \vec{Q}_{t t}-\vec{Q} \times \vec{Q}_{x x}=\gamma^{0} \vec{Q}_{t}+\gamma^{1} \vec{Q}_{x} \tag{4.2}
\end{equation*}
$$

is proposed where $\gamma^{\mu}: \mu=0,1$ are constants. This is motivated by the further observation that if $\gamma^{1}=0$ and in the absence of the second order $t$ derivative on the left hand side, the integrable $S^{2}$ Heisenberg equation (2.2) is recovered.

Equation (4.2) is then generalized for Hermitian symmetric (HSS) target spaces via the covariantised symplectic structure properties of such spaces, resulting in the equation of motion

$$
\begin{equation*}
\partial_{\mu}\left[Q, \partial^{\mu} Q\right]+\gamma^{\mu} \partial_{\mu} Q=0 \tag{4.3}
\end{equation*}
$$

(where $Q=Q^{a} t^{a}$ such that the infinitesimal generators $t^{a}$ are the basis for the tangent space $T_{e}(G / H)$, the target space having the group structure $G / H, H$ a closed subgroup of $G$ ). The integrability of (4.3) is established via a zero curvature
representation as follows: let

$$
\begin{equation*}
A_{\mu}=a\left[Q, \partial_{\mu} Q\right]+b \epsilon_{\mu}^{\rho}\left[Q, \partial_{\rho} Q\right]+c_{\mu} Q \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{2}{\lambda^{2}-1}, \quad b=\frac{2 \lambda}{\lambda^{2}-1} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{\mu}=\frac{4 \lambda^{2}}{\left(\lambda^{2}-1\right)^{2}} \gamma_{\mu}+\frac{2 \lambda\left(\lambda^{2}+1\right)}{\left(\lambda^{2}-1\right)^{2}} \epsilon_{\mu}^{\nu} \gamma_{\nu} \tag{4.6}
\end{equation*}
$$

Then using the identity (c.f. [89])

$$
\begin{equation*}
\left[Q,\left[Q, \partial_{\mu} Q\right]\right]=-\partial_{\mu} Q \tag{4.7}
\end{equation*}
$$

$A_{\mu}$ satisfies the equation

$$
\begin{equation*}
\epsilon^{\mu \nu}\left(\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, A_{\nu}\right]\right)=0 \tag{4.8}
\end{equation*}
$$

if and only if $Q$ satisfies the equation of motion (4.3), i.e. (4.3) is integrable with respect to a zero curvature representation. Further, an explicit expression for nonlocal conservation laws may be found which will be briefly discussed in a later section.

It is from equation (4.2) that the Pivotal model emerges and the following sections are devoted to its formulation, solutions and properties, some of which are derived from the above.

### 4.2 Formulation and Integrability

Replacing the parameters $\gamma^{\mu}$ with a single parameter $\omega$, where, to accommodate the reductive models, $0 \leq \omega \leq 1$, then equation (4.2) may be modified to take the form

$$
\begin{equation*}
(1-\omega) \vec{\psi}_{t}=\vec{\psi} \times \vec{\psi}_{x x}-\omega \vec{\psi} \times \vec{\psi}_{t t} \tag{4.9}
\end{equation*}
$$

(with $\vec{\psi}$ replacing $\vec{Q}$ ). The $S^{2}$ Heisenberg and sigma models can be recovered immediately from this equation ${ }^{1}$ by taking, respectively, $\omega=0$ and $\omega=1$. Hence, the above contains both a relativistic (i.e. Lorentz invariant) and a non-relativistic, Galilean invariant system. It is interesting to note also that, with respect to the classification of equations, in the limits $\omega=0$ and $\omega=1$ respectively a parabolic and a hyperbolic equation result. In theory, if one has solutions for an equation of one of these two classes, one would not expect to be able to produce solutions for an equation of the other class from the first set of solutions; the space of solutions for a given equation is specified by the space of initial data which is not the same in the parabolic and hyperbolic cases due to the differing orders in $t$ dependence. However, as we shall see, whilst it is probable that in general one cannot simply interpolate between solutions of the two limiting models via the parameter $\omega$, it is possible in some special cases.

Since the two models discussed previously have had the non-compact $H^{2}$ as their target manifold, the Pivotal model will be examined in the same context since it is from this choice of manifold that topological solitons arise; with the indefinite metric one has the field equations of motion

$$
\begin{equation*}
(1-\omega) \psi_{t}^{a}=\epsilon_{b c}^{a}\left(\psi^{b} \psi_{x x}^{c}-\omega \psi^{b} \psi_{t t}^{c}\right) \tag{4.10}
\end{equation*}
$$

i.e. the Hyperbolic Pivotal Model equation. (For ease of reference this will be abbreviated to HPM.) With equation (4.10) a continuous interpolation via the single parameter $\omega$ is facilitated between the HHM ( $\omega=0$ ) and HSM ( $\omega=1$ ) models.

The integrability of the HPM may be established by a suitable modification of the linear spectral problem of [53] as follows: using the identity (4.7) and with the pair

$$
\begin{align*}
U & =a\left[S, \partial_{x} S\right]-b \omega\left[S, \partial_{t} S\right]+c_{1} S  \tag{4.11a}\\
V & =a\left[S, \partial_{t} S\right]-b\left[S, \partial_{x} S\right]+c_{0} S \tag{4.11b}
\end{align*}
$$

where, as usual for the hyperbolic version,

$$
S=\left[\begin{array}{cc}
\psi_{1} & \psi_{2}+\psi_{3} \\
\psi_{2}-\psi_{3} & -\psi_{1}
\end{array}\right] \quad \in S L(2, \mathbb{R})
$$

[^9]if
$$
a=\frac{2 \omega}{\lambda^{2}-\omega}, \quad b=\frac{2 \lambda}{\lambda^{2}-\omega}
$$
(i.e. replacing the spectral parameter $\lambda$ with $\frac{\lambda}{\sqrt{\omega}}$ in (4.5)), and
\[

$$
\begin{align*}
& c_{0}=b^{2}(1-\omega)=\frac{4 \lambda^{2}(1-\omega)}{\left(\lambda^{2}-\omega\right)^{2}}  \tag{4.12}\\
& c_{1}=b(\omega-1)(1+a)=\frac{2 \lambda(\omega-1)\left(\lambda^{2}+\omega\right)}{\left(\lambda^{2}-\omega\right)^{2}} \tag{4.13}
\end{align*}
$$
\]

then (4.11) satisfy the equation

$$
\begin{equation*}
\partial_{t} U-\partial_{x} V+[V, U]=0 \tag{4.14}
\end{equation*}
$$

if and only if $\psi^{a}$ satisfies the HPM equation (4.10). In other words, equation (4.10) may be written in the form of the compatibility condition for an overdetermined linear system ${ }^{2}$ and hence, is integrable.

Furthermore, the integrability of both the HHM and HSM models may be verified via the $U, V$ pair (4.11); in the limit $\omega=0$ one has $a=0, b=\frac{2}{\lambda}, c_{0}=\frac{4}{\lambda^{2}}$ and $c_{1}=$ $-\frac{2}{\lambda}$ so that

$$
\begin{align*}
U & =-\frac{2}{\lambda} S  \tag{4.15a}\\
V & =-\frac{2}{\lambda}\left[S, \partial_{x} S\right]+\frac{4}{\lambda^{2}} S \tag{4.15b}
\end{align*}
$$

And substitution of these into the zero curvature condition (4.14) results in the equation

$$
\frac{2}{\lambda}\left(\partial_{x}\left[S, \partial_{x} S\right]-\partial_{t} S\right)=0
$$

This is equivalent to the HHM equation of motion (2.13) hence, in the limit $\omega=0$ the $U, V$ pair (4.11) reduces to one for the HHM equation ${ }^{3}$.

Conversely, in the $\omega=1$ limit, one has $a=\frac{2}{\lambda^{2}-1}, b=\frac{2 \lambda}{\lambda^{2}-1}$ and $c_{0}=c_{1}=0$. And

[^10]the pair (4.11) reduce to
\[

$$
\begin{align*}
U & =a\left[S, \partial_{x} S\right]-b\left[S, \partial_{t} S\right]  \tag{4.16a}\\
V & =a\left[S, \partial_{t} S\right]-b\left[S, \partial_{x} S\right] \tag{4.16b}
\end{align*}
$$
\]

In this case, it is the HSM equation (3.11), equivalent to

$$
\left[S, \partial_{x}^{2} S\right]-\left[S, \partial_{t}^{2} S\right]=0
$$

which may be written in the form of the compatibility condition for a linear system. Hence, not only is the HPM equation (4.10) itself integrable, the integrability of both the HHM an HSM models may be established via this third model.

### 4.3 Winding Solutions for the Pivotal Model

In keeping with the previous chapters on the Heisenberg and sigma models, where topological solitons were the main object of study, the existence of the same type of solution will be examined for the Pivotal model. And following the same format as for the previous models; if equations (4.10) are parametrized in terms of the 'polar angles' $\theta, \phi$ (c.f. (2.17)) one finds

$$
\begin{align*}
\phi_{t}(1-\omega) & =\left[\phi_{x}^{2}-\omega \phi_{t}^{2}\right] \sinh \theta+\left[\theta_{x x}-\omega \theta_{t t}\right] \operatorname{sech} \theta  \tag{4.17a}\\
\theta_{t}(1-\omega) & =\left[\phi_{x x}-\omega \phi_{t t}\right] \cosh \theta+2\left[\theta_{x} \phi_{x}-\omega \theta_{t} \phi_{t}\right] \sinh \theta \tag{4.17b}
\end{align*}
$$

Recalling that static solutions are the same for both the HHM and HSM, we may expect that this will also apply to the HPM which is indeed the case; in the absence of any time derivatives equations (4.17) simply reduce to (2.20) of Chapter 2 and hence their static solutions are the same.

As a simple $t$ dependent example, consider the solution $\phi=N x+t N^{2} \sinh c$ where $\theta=c$, constant and $N \in \mathbb{Z}$, i.e. solution (2.25) of the HHM model where $X=S^{1}$. Into the pivotal equations (4.17) this yields

$$
\omega\left(1-N^{2} \sinh ^{2} c\right)=0
$$

so either $\omega=0$ (the HHM case) or

$$
\sinh \theta=\sinh c= \pm \frac{1}{N}
$$

In the latter case one then has

$$
\phi=N(x \pm t)
$$

which is also admitted by the HSM equations (3.11), and corresponds to a moving version of the static solution $\phi=N x, \theta=0$, c.f. Section 3.4 where the observation was made that in this sigma model case the solution moves with the speed of light. Solutions for all three models therefore result from this first example although there is no explicit interpolation via the parameter $\omega$; the $\omega$ dependence (excepting the specific $\omega=0$ case corresponding to the HHM) disappears on substitution of the Heisenberg solution into the Pivotal model equations.

### 4.3.1 Travelling Waves for HPM

As usual, the next natural step in the search for winding solutions is to examine the equations for travelling wave solutions. With the anzatz

$$
\begin{aligned}
\theta(t, x) & \mapsto f(x-v t)=f(\xi) \\
\phi(t, x) & \mapsto g(x-v t)+\Omega t=g(\xi)+\Omega t
\end{aligned}
$$

where $\Omega$ is constant, the equations of motion are then

$$
\begin{align*}
\left(\Omega-v g^{\prime}\right)(1-\omega)= & {\left[g^{\prime 2}\left(1-\omega v^{2}\right)+2 v \omega \Omega g^{\prime}-\omega \Omega^{2}\right] \sinh f } \\
& +f^{\prime \prime}\left(1-\omega v^{2}\right) \operatorname{sech} f  \tag{4.18}\\
-v f^{\prime}(1-\omega)= & g^{\prime \prime}\left(1-\omega v^{2}\right) \cosh f+2 f^{\prime}[v \omega \Omega \\
& \left.+g^{\prime}\left(1-\omega v^{2}\right)\right] \sinh f \tag{4.19}
\end{align*}
$$

where prime denotes differentiation with respect to $\xi$. Letting $\chi=g^{\prime}\left(1-\omega v^{2}\right) \cosh f$ so that

$$
\chi^{\prime}=f^{\prime} g^{\prime}\left(1-\omega v^{2}\right) \sinh f+g^{\prime \prime}\left(1-\omega v^{2}\right) \cosh f
$$

then using (4.19) for $g^{\prime \prime} \cosh f\left(1-\omega v^{2}\right)$ and $g^{\prime}=\frac{\chi}{\left(1-\omega v^{2}\right)} \operatorname{sech} f$ from the definition of $\chi$, the following equation results for $\chi$ :

$$
\chi^{\prime}+\chi f^{\prime} \tanh f=-f^{\prime}[2 v \omega \Omega \sinh f+v(1-\omega)]
$$

This is linear in $\chi$ and can therefore be solved using elementary methods to give

$$
\begin{equation*}
\chi=-v \omega \Omega \cosh f+\frac{v \omega \Omega}{2} \operatorname{sech} f-v(1-\omega) \tanh f+k \operatorname{sech} f \tag{4.20}
\end{equation*}
$$

where $k$ is a constant of integration. With this expression one can now formulate a first order equation for $g^{\prime}$ such that

$$
\begin{equation*}
\left(1-\omega v^{2}\right) g^{\prime}=-v \omega \Omega+\left(\frac{v \omega \Omega}{2}+k\right) \operatorname{sech}^{2} f-v(1-\omega) \tanh f \operatorname{sech} f \tag{4.21}
\end{equation*}
$$

which may then be substituted into (4.18) to give

$$
\begin{align*}
f^{\prime \prime}\left(1-\omega v^{2}\right)^{2} & =\frac{\omega \Omega^{2}}{2} \sinh 2 f+\Omega(1-\omega) \cosh f \\
& +\left[(1-\omega)^{2} v^{2}-\left(\frac{v \omega \Omega}{2}+k\right)^{2}\right] \operatorname{sech}^{2} f \tanh f  \tag{4.22}\\
& +v(1-\omega)\left(\frac{v \omega \Omega}{2}+k\right) \operatorname{sech} f-2 v(1-\omega)\left[\frac{v \omega \Omega}{2}+k\right] \operatorname{sech}^{3} f
\end{align*}
$$

And on integration this yields the following first order equation for $f$ :

$$
\begin{align*}
2\left(1-\omega v^{2}\right)^{2} f^{\prime 2} \cosh ^{2} f & =\omega \Omega^{2} \cosh ^{2} f+2 \omega \Omega^{2} \cosh ^{2} f \sinh ^{2} f \\
& +4 \Omega(1-\omega) \sinh f \cosh ^{2} f-4 v(1-\omega)\left[\frac{v \omega \Omega}{2}+k\right] \sinh f \\
& +4 q \cosh ^{2} f-2(1-\omega)^{2} v^{2}+2\left[\frac{v \omega \Omega}{2}+k\right]^{2} \tag{4.23}
\end{align*}
$$

where $q$ is a constant of integration. In the HHM limit $(\omega=0)$ the constant $q$ here is equivalent to $\frac{\alpha}{2}=\frac{v^{2}-k^{2}+2 Q}{2}$ of the travelling wave equations for the HHM and similarly, $k$ of the Pivotal Model corresponds to $-k$ of the HSM. To make things
more manageable put $p(\xi)=\sinh f$ so that

$$
\begin{align*}
P(p)=2\left(1-\omega v^{2}\right)^{2} p^{\prime 2} & =2 \omega \Omega^{2} p^{4}+4 \Omega(1-\omega) p^{3}+\left(3 \omega \Omega^{2}+4 q\right) p^{2} \\
& +4 p(1-\omega)\left[\Omega-v\left(\frac{v \omega \Omega}{2}+k\right)\right]  \tag{4.24}\\
& +\omega \Omega^{2}+4 q-2(1-\omega)^{2} v^{2}+2\left(\frac{v \omega \Omega}{2}+k\right)^{2}
\end{align*}
$$

and

$$
\begin{equation*}
\left(1-\omega v^{2}\right) g^{\prime}=\frac{-2 v p[\omega \Omega p+(1-\omega)]+2 k-v \omega \Omega}{2\left(1+p^{2}\right)} \tag{4.25}
\end{equation*}
$$

Note that all of the preceding equations are consistent with the corresponding equation for the HHM and HSM in the respective limits $\omega=0, \omega=1$. Further, to exclude any zeros in the denominators and in keeping with the interpolation between the two limiting cases one must impose the condition $0<1-\omega v^{2} \Longrightarrow \omega v^{2}<1$, i.e. $v^{2}<\omega^{-1}$ which complies with the limiting models in the sense that, for the $\sigma$-model ( $\omega=1$ ) which is a Lorentz invariant system, the speed $v$ is bounded by the speed of light (unity throughout) and in the non-relativistic HHM ( $\omega=0$ ), the speed is unbounded.

Consider first the special case where $\Omega=0$, and recall that for the HHM and HSM travelling wave solutions of winding type with $X=S^{1}$ were shown to exist in this case (where $\Omega$ here corresponds to the constant $c$ in the limiting models). An analogous solution can be found for the Pivotal Model as follows: $\Omega=0$ leaves

$$
\begin{equation*}
P_{\Omega=0}(p)=2\left(1-\omega v^{2}\right)^{2} p^{2}=4 q p^{2}-v(1-\omega) k p+4 q-2\left[(1-\omega)^{2} v^{2}-k^{2}\right] \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1-\omega v^{2}\right) g^{\prime}=\frac{v p(\omega-1)+k}{1+p^{2}} \tag{4.27}
\end{equation*}
$$

so that from (4.26) one has

$$
\frac{1}{\sqrt{2}\left(1-\omega v^{2}\right)} \int d \xi=\int \frac{d p}{\left[P_{\Omega=0}(p)\right]^{\frac{1}{2}}} .
$$

For a winding solution corresponding to (2.33) of HHM and (3.21) of HSM we then
require that

$$
P_{\Omega=0}(p)=A-B\left(p-p_{0}\right)^{2}
$$

where $A, B>0$ and $p_{0}$ are constants. Comparison with (4.26) yields $p_{0}=\frac{k v(1-\omega)}{2 q}$, $B=-2 q$ and $A=2 q-v^{2}(1-\omega)^{2}+k^{2}-\frac{2 k^{2} v^{2}(1-\omega)}{q}$. With these parameters one then has

$$
\frac{\left(\xi-\xi_{0}\right)}{\left(1-\omega v^{2}\right)}=\int \frac{d p}{\left[A-B\left(p-p_{0}\right)^{2}\right]^{\frac{1}{2}}}
$$

where $\xi_{0}$ is constant, admitting the solution

$$
\begin{equation*}
p(\xi)=\sinh f=\sqrt{\frac{A}{B}} \sin \left[\frac{\sqrt{B}\left(\xi-\xi_{0}\right)}{\left(1-\omega v^{2}\right)}\right]+p_{0} \tag{4.28}
\end{equation*}
$$

And this exhibits the required periodicity for a solution of winding type where $X=S^{1}$. To check that the solution is fully topological; on substitution into the expression (4.27) one has

$$
\begin{equation*}
\left(1-\omega v^{2}\right) \frac{d g}{d \xi}=\frac{v(\omega-1)\left(\sqrt{\frac{A}{B}} \sin \alpha+p_{0}\right)+k}{1+\left(\sqrt{\frac{A}{B}} \sin \alpha+p_{0}\right)^{2}} \tag{4.29}
\end{equation*}
$$

where $\alpha=\frac{\sqrt{B}\left(\xi-\xi_{0}\right)}{\left(1-\omega v^{2}\right)}$. And again following the analysis for the analogous solution of the HHM (2.33); decomposition of the RHS of (4.29) into partial fractions results in

$$
\begin{align*}
g(\xi)= & \frac{(v(\omega-1)-i k)}{2 \sqrt{A}} \int \frac{d \xi}{\sin \xi+\sqrt{\frac{B}{A}}\left(p_{0}-i\right)} \\
& +\frac{(v(\omega-1)-i k)}{2 \sqrt{A}} \int \frac{d \xi}{\sin \xi+\sqrt{\frac{B}{A}}\left(p_{0}+i\right)} \tag{4.30}
\end{align*}
$$

where $q=-\frac{1}{2}\left(1-\omega v^{2}\right)^{2}, \xi_{0}=0$, corresponds to the one-wind solution. After integration this yields

$$
\begin{equation*}
g(\xi)=\mathcal{R} e\left\{-i \ln \left[\frac{\tan \frac{\xi}{2}+\frac{a}{c}}{\tan \frac{\xi}{2}+\frac{b}{c}}\right]+\Lambda\right\} \tag{4.31}
\end{equation*}
$$

where $a=\sqrt{A}-k-i v(\omega-1), b=\sqrt{A}+k+i v(\omega-1), c=\sqrt{B}\left(p_{0}-i\right)$ and $\Lambda=i \ln \Theta$,
$\Theta$ a complex constant. As in both the HHM and HSM, following the methodology of Appendix A, it can be shown that (4.31) is equivalent to

$$
\begin{equation*}
g(\xi)=\mathcal{R} e\left\{-i \ln \left[\frac{\tan \frac{\xi}{2}+\Phi}{-\tan \frac{\xi}{2}-\Phi^{-1}}\right]\right\} \tag{4.32}
\end{equation*}
$$

where $\Phi=\frac{a}{c}$. And this solution is of winding type as was demonstrated in section 4 of Chapter 2. So that we again have a travelling wave solution with unit winding number in the $\Omega=0$ case, and where physical space $X=S^{1}$. This solution is consistent with the limiting models for $\omega=0$ (HHM) and $\omega=1$ (HSM) where in the latter, (4.28) is related to a Lorentz boost of the static solution (2.23).

Taking $\Omega \neq 0$, it may be fruitful to follow an analogous path as that taken for the $S^{2}$ model of [53], since the resultant solution exhibits at least some topology. Having previously defined the function $\chi=g^{\prime}\left(1-\omega v^{2}\right) \cosh f$, this may now be used to replace various terms in equation (4.19) to give

$$
\begin{align*}
f^{\prime \prime}= & \frac{(1-\omega) \Omega \cosh f}{\left(1-\omega v^{2}\right)}+\frac{\omega \Omega^{2} \sinh 2 f}{2\left(1-\omega v^{2}\right)}-\frac{\chi^{2} \tanh f}{\left(1-\omega v^{2}\right)^{2}}  \tag{4.33}\\
& -\frac{2 v \omega \Omega \chi \sinh f}{\left(1-\omega v^{2}\right)^{2}}-\frac{v(1-\omega) \chi}{\left(1-\omega v^{2}\right)^{2}}
\end{align*}
$$

A further expression (4.20) was found for $\chi$, and differentiation of this yields

$$
-\frac{\chi^{\prime}}{f^{\prime}}=\chi \tanh f+v(1-\omega)+2 v \omega \Omega \sinh f
$$

so that (4.33) can be rewritten as

$$
f^{\prime \prime}=\frac{(1-\omega) \Omega \cosh f}{\left(1-\omega v^{2}\right)}+\frac{\omega \Omega^{2} \sinh 2 f}{2\left(1-\omega v^{2}\right)}+\frac{\chi^{\prime} \chi}{f^{\prime}\left(1-\omega v^{2}\right)^{2}}
$$

Multiplying through by $f^{\prime}$ one can then produce the first integral

$$
f^{\prime 2}-\frac{2 \Omega(1-\omega) \sinh f}{\left(1-\omega v^{2}\right)}-\frac{\omega \Omega^{2} \cosh 2 f}{2\left(1-\omega v^{2}\right)}-\frac{\chi^{2}}{\left(1-\omega v^{2}\right)^{2}}=E
$$

( $E$ constant). And replacing $\chi$, i.e. (4.20), in the above and putting $2 k=v \omega \Omega$, $(1-\omega)=-\omega \Omega$, and $E=\frac{\omega \Omega^{2}}{2\left(1-\omega v^{2}\right)}$ one has

$$
f^{\prime 2}=\frac{(1-\omega)^{2}(\sinh f-1)^{2}\left[\sinh ^{2} f+\left(1-\omega v^{2}\right)\right]}{\omega\left(1-\omega v^{2}\right)^{2} \cosh ^{2} f} .
$$



Figure 4.1: With a repeated zero at $p=1$ and distinct real zeros at $p_{ \pm}= \pm \sqrt{\omega v^{2}-1}$; $P(p)$ has the correct form for a travelling wave with $X=\mathbb{R}$.

Now letting $p=\sinh f$ the following equation results:

$$
\begin{equation*}
P(p)=\frac{\omega\left(\omega v^{2}-1\right)^{2}}{(1-\omega)^{2}} p^{\prime 2}=(1-p)^{2}\left[p^{2}-\left(\omega v^{2}-1\right)\right] \tag{4.34}
\end{equation*}
$$

from which

$$
\begin{equation*}
\pm \frac{(1-\omega)}{\sqrt{\omega}\left(\omega v^{2}-1\right)}\left(\xi-\xi_{0}\right)=\int \frac{d p}{(1-p) \sqrt{p^{2}-\left(\omega v^{2}-1\right)}} \tag{4.35}
\end{equation*}
$$

The form of $P(p)$ (4.34) is shown in Figure (4.1) giving the perfect picture for a travelling wave of winding type for $X=\mathbb{R}$; there is a positive bounded region in which the solution moves and it exhibits a minimum at $p=\sqrt{\omega v^{2}-1}$, attaining $p=1$ as $\xi \longrightarrow \pm \infty$. Note that for this picture the condition $\omega v^{2}>1$ must be imposed which does not satisfy the constraints on the speed $v$ for the HHM and HSM models. More specifically; in the $\omega=0$ Heisenberg case the condition becomes nonsense, and for the sigma model any solution would have to travel faster than the speed of light. It is also the case that for the Pivotal model itself with $\omega v^{2}>1$, the soliton should remain in perpetual motion, i.e. never be static.

On integrating (4.35), one finds

$$
\begin{equation*}
\alpha\left(\xi-\xi_{0}\right)=\ln \left[\frac{2\left[\left(2-\omega v^{2}\right)-(1-p)+\sqrt{2-\omega v^{2}} \sqrt{p^{2}-\left(\omega v^{2}-1\right)}\right]}{(1-p)}\right] \tag{4.36}
\end{equation*}
$$

where $\alpha=\frac{\sqrt{2-\omega v^{2}}(1-\omega)}{\sqrt{\omega}\left(1-\omega v^{2}\right)}$ and requiring $2>\omega v^{2}$. For this to be a valid solution within the constraints, the argument of the logarithm must be positive which is the case for $p$ in the bounded region (c.f. Figure (4.1)); $(1-p)>0$ for $2>\omega v^{2}>1$ and the numerator of the argument is positive within the same range. A solution for $p(\xi)$
can be found from (4.36), namely

$$
\begin{equation*}
p(\xi)=\frac{\exp \left[ \pm 2 \alpha\left(\xi-\xi_{0}\right)\right]+4\left(\omega v^{2}-1\right) \exp \left[ \pm \alpha\left(\xi-\xi_{0}\right)\right]+4\left(\omega v^{2}-1\right)}{\exp \left[ \pm 2 \alpha\left(\xi-\xi_{0}\right)\right]+4 \exp \left[ \pm \alpha\left(\xi-\xi_{0}\right)\right]+4\left(\omega v^{2}-1\right)} \tag{4.37}
\end{equation*}
$$

which is topological since as $\xi \longrightarrow \pm \infty, p \longrightarrow 1^{4}$. So thus far, the combination of the two models in the Pivotal system does appear to yield an attractive solution although this does not reduce in any meaningful sense to the HHM and HSM.

As usual, of course, in order to check that this solution is fully topological, the behaviour of $\frac{d g}{d \xi}$ must be examined and this, it turns out, is at least a little more promising than in the previous models. Here, the parameters have been organized such that $\Omega=-\frac{(1-\omega)}{\omega}$ and $2 k=v \omega \Omega$ so that (4.25) is now

$$
\begin{equation*}
\left(1-\omega v^{2}\right) \frac{d g}{d \xi}=\frac{v(1-\omega) p[p-1]}{\left(1+p^{2}\right)} \tag{4.38}
\end{equation*}
$$

And at the extremities of $X$ space, i.e. $\pm \infty ; p \longrightarrow 1$ so that $\frac{d g}{d \xi} \longrightarrow 0$. Since this occurs at an exponential rate, the integral over $X=\mathbb{R}$ of $\frac{d g}{d \xi}$ does not diverge and is therefore finite.

Of course, only if this definite integral (i.e. $\triangle \phi$ ) is equal to $\pm 2 \pi$ can one say that the solution is fully topological. And actually doing the integration has proved somewhat problematic and inconclusive; the expression for $\frac{d g}{d \xi}$ with (4.37) is

$$
\begin{equation*}
\left(\omega v^{2}-1\right) \frac{d g}{d \xi}=\frac{4 E v(1-\omega)\left(2-\omega v^{2}\right)\left[E^{2}+4 E\left(\omega v^{2}-1\right)+4\left(\omega v^{2}-1\right)\right]}{\left[E^{2}+4 E\left(\omega v^{2}-1\right)+4\left(\omega v^{2}-1\right)\right]^{2}+\left[E^{2}+4 E+4\left(\omega v^{2}-1\right)\right]^{2}} \tag{4.39}
\end{equation*}
$$

where $E=\exp \left[ \pm \alpha\left(\xi-\xi_{0}\right)\right]$, which is certainly not easily integrated. Taking $\omega=\frac{1}{2}$ and $v^{2}=3 \Longrightarrow \alpha=1$ simplifies things slightly so that

$$
\frac{d g}{d \xi}=\frac{\sqrt{3}}{2} \frac{E\left[E^{2}+2 E+2\right]}{\left[E^{2}+2 E+2\right]^{2}+\left[E^{2}+4 E+2\right]^{2}}
$$

although this again, does not lend itself to any obvious integration techniques. With the use of Maple ${ }^{T M}$, definite integration over $X=\mathbb{R}$ produces $\triangle \phi= \pm \frac{\pi}{3}$ which,

[^11]if correct, means that the soliton travels through only a portion of the required $\pm 2 \pi$. With this rather odd result then, it is unclear whether or not the solution is of winding type, however, erring on the side of optimism, the possibility that the solution winds with $X=\mathbb{R}$ still remains.

In an attempt to shed more light on the situation let us consider next a more general case where

$$
\begin{equation*}
\frac{\Omega \sqrt{\omega}\left(\xi-\xi_{0}\right)}{\left(1-\omega v^{2}\right)}=\int \frac{d p}{[P(p)]^{\frac{1}{2}}} \tag{4.40}
\end{equation*}
$$

and $P(p)$ is now

$$
\begin{align*}
P(p)= & p^{4}+\frac{2}{\omega \Omega}(1-\omega) p^{3}+\left(\frac{3}{2}+\frac{2 q}{\omega \Omega^{2}}\right) p^{2} \\
& +\frac{2 p(1-\omega)}{\omega \Omega^{2}}\left(\Omega-v\left[\frac{v \omega \Omega}{2}+k\right]\right)  \tag{4.41}\\
& +\frac{\omega \Omega^{2}+4 q-2(1-\omega)^{2} v^{2}+2\left[\frac{v \omega \Omega}{2}+k\right]^{2}}{2 \omega \Omega^{2}}
\end{align*}
$$

Bearing in mind the previous solution let us look for simple cases corresponding to special polynomials $P(p)$ where, for the $X=\mathbb{R}$ case, $P(p)$ should have one double zero and two distinct real and simple zeros. (A triple zero or two double zeros fail to give the correct picture for $X=\mathbb{R}$ as was seen in the sigma model case.) Let then $P(p)$ take the form

$$
\begin{equation*}
P(p)=p^{4}+b p^{3}+c p^{2} \tag{4.42}
\end{equation*}
$$

so that the double zero is at $p=0$ for simplicity. From (4.41) one then has

$$
\begin{array}{r}
2(1-\omega)\left(\Omega-v\left(\frac{v \omega \Omega}{2}+k\right)\right)=0 \\
\omega \Omega^{2}=4 q-2(1-\omega)^{2} v^{2}+2\left(\frac{v \omega \Omega}{2}+k\right)^{2}=0 \tag{4.43b}
\end{array}
$$

which may be solved for $k$ and $q$ to give

$$
\begin{align*}
k & =\frac{\Omega}{v}-\frac{v \omega \Omega}{2}  \tag{4.44}\\
q & =\frac{2(1-\omega)^{2} v^{4}-2 \Omega^{2}-\omega \Omega^{2} v^{2}}{4 v^{2}} \tag{4.45}
\end{align*}
$$



Figure 4.2: With a repeated zero at $p_{0}=0$ and distinct real zeros at $p_{1}, p_{2}$ then $P(p)$ has the correct form for a travelling wave with $X=\mathbb{R}$.

Hence,

$$
\begin{equation*}
b=\frac{2}{\omega \Omega}(1-w), \quad c=\frac{\omega \Omega^{2} v^{2}+(1-w)^{2} v^{4}-\Omega^{2}}{\omega \Omega^{2} v^{2}} \tag{4.46}
\end{equation*}
$$

and without loss of generality one may then choose $\Omega$ to be less than zero so that $b<0$. That two real and distinct roots exist requires the further condition that $b^{2}-4 c>0$, i.e.,

$$
\frac{4\left(1-\omega v^{2}\right)}{\omega^{2} \Omega^{2} v^{2}}\left(\Omega^{2} \omega+(1-\omega)^{2} v^{2}\right)>0
$$

which is the case if $\left(1-\omega v^{2}\right)>0$ and this is consistent with HHM and HSM. Further, for solutions on $X=\mathbb{R}$ both of the single zeros of $P(p)$ must have the same sign, otherwise no bounded region in which a solution may move can occur (c.f. Figure (4.2)). The requirement is then $-b>\sqrt{b^{2}-4 c}$ (with $-b>0$ ), i.e. $0>-4 c$ or $c>0$, imposing the condition $\frac{(1-\omega)^{2} v^{4}}{\left(1-\omega v^{2}\right)}>\Omega^{2}$. Note however, that when $\omega=1$ this is not satisfied and further that $\omega=0$ produces infinities in both $b$ and $c$, so again any solution resulting from this formulation will not reduce to the HHM and HSM models.

With the above considerations $P(p)$ then takes the form of Figure (4.2) and the right hand side of equation (4.40) may be integrated to give the following:

$$
\begin{equation*}
\pm \frac{\Omega \sqrt{\omega}\left(\xi-\xi_{0}\right)}{\left(1-\omega v^{2}\right)}=-\frac{1}{\sqrt{c}} \ln \left[\frac{2 \sqrt{c} \sqrt{p^{2}+b p+c}+b p+2 c}{p}\right] \tag{4.47}
\end{equation*}
$$

It may be shown that the right hand side is real and non-singular in the required
region, i.e. where $0<p<p_{1}=\frac{-b \pm \sqrt{b^{2}-4 c}}{2}$, and the solution

$$
\begin{equation*}
p=\frac{4\left[(1-\omega)^{2} v^{4}-\bar{\Omega}^{2}\left(1-\omega v^{2}\right)\right] \exp [\alpha X]}{\omega^{2} \bar{\Omega}^{2} v^{2} \exp [2 \alpha X]+4 v^{2} \omega \bar{\Omega}(1-\omega) \exp [\alpha X]+4\left(1-\omega v^{2}\right)\left[v^{2}(1-\omega)+\omega \bar{\Omega}^{2}\right]} \tag{4.48}
\end{equation*}
$$

results, where $\alpha X= \pm \frac{\sqrt{c \bar{\omega}} \bar{\Omega}}{1-\omega v^{2}}\left(\xi-\xi_{0}\right)$ and $\bar{\Omega}=-\Omega>0$. As $\xi \longrightarrow \pm \infty, p \longrightarrow 0$ as required for a topological soliton with $X=\mathbb{R}$, so this looks hopeful with respect to the topology. As usual, of course, a full verification requires that the behaviour of $\frac{d g}{d \xi}(4.25)$, be examined and simply by substituting (4.44) for $k$ in (4.25) one finds

$$
\left(1-\omega v^{2}\right) \frac{d g}{d \xi}=-\frac{\left(p v^{2}(1-w)+\bar{\Omega}\right)}{v\left(1+p^{2}\right)}+v \omega \bar{\Omega} .
$$

It is clear that at $p=0$ (i.e. when $\xi \longrightarrow \pm \infty$ ), $\frac{d g}{d \xi}=-\frac{\bar{\Omega}}{v}$ which is non zero unless $\bar{\Omega}=0$. Hence, the integral of $\frac{d g}{d \xi}$ over $X=\mathbb{R}$ will diverge. And from this it may be deduced that the solution is sadly, not of winding type.

Whilst this does not seem a positive result with respect to the topological nature of (4.37) it does not discount the possibility that (4.37) is a winding solution. What may be surmised however, is that even if (4.37) is a travelling wave of winding type for $X=\mathbb{R}, P(p)$ may not simply be shifted by adding a constant to $p$. In conclusion then, although travelling waves which wind around the hyperboloid for $X=\mathbb{R}$ do not exist for the HHM and HSM models, there still remains the possibility that such a solution does exist for the Pivotal model.

### 4.3.2 Solutions from the Stereographic Coordinates

Having discussed the existence of travelling waves for the Pivotal model we next consider solutions of a different type, utilizing some of the methods applied to one of the previous models. In the Heisenberg case where the equations of motion were constructed in terms of the stereographic parametrisation of the hyperboloid (2.18), (c.f. section 2.6), a family of time dependent solutions with $X=\mathbb{R}$ resulted. And since this approach was fruitful for the HHM, it seems expedient to follow the same path for the Pivotal model; the HPM equations in terms of the variables $u, v$ are
then

$$
\begin{align*}
u_{x x}-\omega u_{t t}= & (1-\omega) v_{t} \\
& +\frac{2 u\left[\left(u_{x}^{2}+v_{x}^{2}\right)-\omega\left(u_{t}^{2}+v_{t}^{2}\right)\right]-4 v\left(u_{x} v_{x}-\omega u_{t} v_{t}\right)}{\left(1+u^{2}-v^{2}\right)}  \tag{4.49a}\\
v_{x x}-\omega v_{t t}= & (1-\omega) u_{t} \\
& -\frac{2 v\left[\left(u_{x}^{2}+v_{x}^{2}\right)-\omega\left(u_{t}^{2}+v_{t}^{2}\right)\right]+4 u\left(u_{x} v_{x}-\omega u_{t} v_{t}\right)}{\left(1+u^{2}-v^{2}\right)} \tag{4.49b}
\end{align*}
$$

which reduce to both the HHM and HSM equations of this type in the relevant limits and, of course, to the static equations for all three models. In the Heisenberg case the relevant family of winding solutions arose from the constraint $u^{2}-v^{2}=f(x)^{2}$, a function of $x$ only, from which $u$ and $v$ then took the form

$$
\begin{align*}
& u(t, x)=f(x) \cosh (m t)  \tag{4.50a}\\
& v(t, x)=f(x) \sinh (m t) \tag{4.50b}
\end{align*}
$$

with $m$ constant. And one might envisage that similar solutions occur in the HPM case. This is indeed the case, which can be seen as follows: substitution of (4.50) into equations (4.49) results in a second order equation for $f(x)$;

$$
f^{\prime \prime}=f m(1-\omega)+\frac{f m^{2} \omega\left(1-f^{2}\right)}{\left(1+f^{2}\right)}+\frac{2 f f^{\prime 2}}{\left(1+f^{2}\right)}
$$

(where 'prime' (') denotes differentiation with respect to $x$ ). Implementation of Ince's methods [76] for the solution of O.D.E.'s, as before, with the substitution $F=\frac{(f+i)}{(f-i)}$ (since $f= \pm i$ are the (simple) poles) one then has

$$
\frac{d^{2} F}{d z^{2}}=\frac{1}{F}\left(\frac{d F}{d z}\right)^{2}-\frac{m^{2} \omega}{4 F}+\frac{m^{2} \omega}{4} F^{3}-\frac{m(1-\omega)}{2} F^{2}+\frac{m(1-\omega)}{2}
$$

which has as its first integral

$$
\left(\frac{d F}{d z}\right)^{2}=\frac{m^{2} \omega}{4} F^{4}-m(1-\omega) F+\frac{m^{2} \omega}{4}+k F^{2}
$$

where $k$ is constant. Replacing now $F$ with $\frac{(f+i)}{(f-i)}$ produces the first order equation for $f$

$$
\begin{equation*}
f^{\prime 2}=\frac{1}{4}\left(\frac{m^{2} \omega}{2}-k\right)\left(1+f^{2}\right)^{2}+\frac{m(1-\omega)}{2}\left(f^{2}+1\right)\left(f^{2}-1\right)-\frac{m^{2} \omega}{4}\left(f^{2}-1\right)^{2} \tag{4.51}
\end{equation*}
$$

If the constant $k$ is now carefully chosen as

$$
k=-\frac{m^{2} \omega}{2}-2 m(1-\omega)
$$

one has

$$
\begin{aligned}
f^{\prime 2} & =f^{2}\left[m^{2} \omega+m(1-\omega)+m(1-\omega)\right] f^{2} \\
\Longrightarrow\left(x-x_{0}\right) & =\int \frac{d f}{f\left[\left(m^{2} \omega+m(1-\omega)\right)+m(1-\omega) f^{2}\right]^{\frac{1}{2}}}
\end{aligned}
$$

with $x_{0}$ constant. And the right hand side may be integrated in terms of elementary functions to give

$$
x-x_{0}=\frac{1}{\sqrt{m^{2} \omega+m(1-\omega)}} \tanh ^{-1}\left[\left(\frac{m^{2} \omega+m(1-\omega)}{\left(f^{2}+1\right) m(1-\omega)+m^{2} \omega}\right)^{\frac{1}{2}}\right]
$$

Using the hyperbolic trigonometric identities and since $\tanh ^{-1}\left(\frac{1}{x}\right)=\operatorname{coth}^{-1}(x)$, one has the solution

$$
\begin{equation*}
f(x)= \pm\left(\frac{m \omega}{(1-\omega)}+1\right)^{\frac{1}{2}} \operatorname{cosech}\left[\sqrt{m^{2} \omega+m(1-\omega)}\left(x-x_{0}\right)\right] \tag{4.52}
\end{equation*}
$$

which is analogous to solution (2.67) of the HHM. In fact in the limiting case $\omega=0$, (2.67) is recovered exactly. Furthermore, with $f(x)$ as given above (i.e. (4.50) and (4.52)) in

$$
\begin{equation*}
\vec{\psi}=\left(\frac{1-f^{2}}{1+f^{2}}, \frac{2 u}{1+f^{2}}, \frac{2 v}{1+f^{2}}\right) \tag{4.53}
\end{equation*}
$$

one has

$$
\begin{aligned}
\psi^{1} & =\frac{(1-\omega) \sinh ^{2}\left[\Lambda\left(x-x_{0}\right)\right]-(m \omega+(1-\omega))}{(1-\omega) \sinh ^{2}\left[\Lambda\left(x-x_{0}\right)\right]+(m \omega+(1-\omega))} \\
\psi^{2} & =\frac{2 \Gamma \sinh \left[\Lambda\left(x-x_{0}\right)\right] \cosh (m t)}{(1-\omega) \sinh ^{2}\left[\Lambda\left(x-x_{0}\right)\right]+(m \omega+(1-\omega))} \\
\psi^{3} & =\frac{2 \Gamma \sinh \left[\Lambda\left(x-x_{0}\right)\right] \sinh (m t)}{(1-\omega) \sinh ^{2}\left[\Lambda\left(x-x_{0}\right)\right]+(m \omega+(1-\omega))} .
\end{aligned}
$$

where $\Lambda=\sqrt{m^{2} \omega+m(1-w)}$ and $\Gamma=\sqrt{m \omega+(1-\omega)^{2}}$ and $m$ is taken to be greater than zero. Without loss of generality (as in the HHM case), for some $t_{0}$ the above is such that as $x \longrightarrow \pm \infty, \vec{\psi} \longrightarrow(1,0,0)$ and at $x=x_{0}, \vec{\psi}=(-1,0,0)$, and hence, winds once around the hyperboloid.

The solution is therefore attractive in two senses; first in that, if $X=\mathbb{R}$, it is of winding type for the Pivotal model, and second because it reduces exactly to one of the same type in the HHM $(\omega=0)$ limit. In the HSM $(\omega=1)$ limit however, the reduction does not carry through since here, $f(x)$ diverges. Nevertheless, it may be possible to produce something of interest for the sigma model by considering a more general case. Not withstanding this minor setback let us therefore recall that in the Heisenberg case the 'cosech' solution occurred as a limiting case of a solution found in terms of elliptic functions (i.e. (2.64)). One might speculate the same to be true of the solution in the Pivotal model case, and if this were so, that it might be possible to find at least some interpolation between all three models via such a solution.

Consider then the anzatz

$$
\begin{equation*}
f(x)=A \operatorname{sc}\left[B\left(x-x_{0}\right) \mid M\right] \tag{4.54}
\end{equation*}
$$

where $A, B, x_{0}$ and $M$ are constants ( $M$ being the modulus of the elliptic function). It is possible to find expressions for these parameters directly from this solution and (4.51) and the resultant solutions reduction in the Heisenberg case is straightforward. However, this method is not amenable to the Pivotal model itself, in the sense that it is not obvious how the parameters behave when the elliptic function reduces to its limits. We rather follow a different path and transform the solution as it stands by a shift in $x$, as was done in the original Heisenberg case: shifting $x$ by the half
period $K: x \longrightarrow K-x$ one has

$$
\begin{equation*}
A \operatorname{sc}[K-x \mid M]=\frac{A}{\sqrt{1-M}} \operatorname{cs}[B x \mid M] \tag{4.55}
\end{equation*}
$$

where $\operatorname{cs} u=\frac{\mathrm{cn} u}{\operatorname{sn} u}$. If this is now put into equation (4.51) with $\frac{d}{d u}[\operatorname{cs} u]=-\mathrm{ns} u \mathrm{ds} u$, $\mathrm{ns} u=\frac{1}{\operatorname{Sn} u}, \mathrm{ds} u=\frac{\mathrm{dn} u}{\operatorname{Sn} u}$ and $\operatorname{dn}^{2} u=\left(1-M \operatorname{sn}^{2} u\right)$; the following equation results

$$
\begin{align*}
\frac{A^{2} B^{2}}{1-M} \mathrm{~ns}^{2}(B x) \mathrm{ds}^{2}(B x)= & \frac{1}{8} \frac{m^{2} \omega+2 l}{(1-M)^{2}}\left[A^{2} \operatorname{cs}^{2}(B x)+(1-M)\right]^{2} \\
& +\frac{m(1-w)}{2(1-M)^{2}}\left[A^{4} \mathrm{cs}^{4}(B x)-(1-M)^{2}\right]  \tag{4.56}\\
& -\frac{m^{2} \omega}{4(1-M)^{2}}\left[A^{2} \operatorname{cs}^{2}(B x)-(1-M)\right]^{2}
\end{align*}
$$

where the constant $k$ has been replaced by $-l<0$. By the elliptic function identities and equating coefficients a set of equations for $A^{2}, B^{2}$ and $M$, in terms of $m, \omega$ and $l$ may then be found, namely;

$$
\begin{aligned}
2 B^{2}(1-M)= & A^{2}\left[\frac{l}{2}+m(1-\omega)-\frac{m^{2} \omega}{4}\right] \\
B^{2} M(1-M)= & \frac{A^{2}}{4}\left[m^{2} \omega+2 l+4 m(1-\omega)\right]-\frac{(1-M)}{4}\left[3 m^{2} \omega+2 l\right] \\
0= & \frac{m^{2} \omega+2 l}{4}\left[A^{2}-(1-M)\right]^{2}+m(1-\omega)\left[A^{4}-(1-M)^{2}\right] \\
& -\frac{m^{2} \omega}{2}\left[A^{2}+(1-M)\right]^{2}
\end{aligned}
$$

And these can be solved to give

$$
\begin{align*}
B^{2} & =\frac{1}{8}\left[2 l+3 m^{2} \omega \pm 2 m \sqrt{2\left[2 \omega l+m^{2} \omega^{2}+2(1-\omega)^{2}\right.}\right] \tag{4.57a}
\end{align*}, .
$$

where the signs are ordered throughout. Taking $m>0$ and the positive square root in $B^{2}$, i.e. the same in $M$ and the negative root in $A^{2} ; M$ is then greater than or equal to zero (as is $B^{2}$ ). The only constraints therefore result from $A^{2}$ and the fact
that $M$ should be less than or equal to one so that

$$
\begin{align*}
3 m^{2} \omega+2 l & \geq 2 m \sqrt{2\left[2 \omega l+m^{2} \omega^{2}+2(1-\omega)^{2}\right]}  \tag{4.58a}\\
2 l-m^{2} \omega & >-4 m(1-\omega) \tag{4.58b}
\end{align*}
$$

From (4.58a) one has the inequality

$$
4 l^{2}-4 m^{2} \omega l+m^{4} \omega^{2}-16 m^{2}(1-\omega)^{2} \geq 0
$$

or $\left(2 l-\Lambda_{+}\right)\left(2 l-\Lambda_{-}\right) \geq 0$ where $\Lambda_{ \pm}=m^{2} \omega \pm 4 m(1-\omega)$ hence both (4.58a) and $(4.58 \mathrm{~b})$ are satisfied if and only if

$$
\begin{equation*}
2 l-m^{2} \omega>4 m(1-\omega) \tag{4.59}
\end{equation*}
$$

for positive $m$. It is now possible to find an explicit expression for the coefficient $\frac{A}{\sqrt{1-M)}}(=\mu$ say $)$, of (4.55) in terms of $w, l$ and $m$ :

$$
\begin{equation*}
\mu=\sqrt{\frac{4 m\left[2\left(2 l \omega+m^{2} \omega^{2}+2(1-\omega)^{2}\right)\right]^{\frac{1}{2}}}{2 l-m^{2} \omega+4 m(1-\omega)}} \tag{4.60}
\end{equation*}
$$

and hence the solution

$$
\begin{equation*}
f(x)=\mu \operatorname{cs}(B x \mid M) \tag{4.61}
\end{equation*}
$$

is well defined with the given parameters (4.57) and constraint (4.59). Further, with (4.61) and $u, v$ as in (4.50); $\vec{\psi}=\frac{1}{1+f^{2}}\left(1-f^{2}, 2 u, 2 v\right)$ is a topological ( $t$ dependent) stationary soliton by the considerations of Section 2.6 for periodic $X$, where here the period is $2 K$, (c.f. (2.66)).

Considering now the limits of (4.61) with respect to the parameter $M$; from the original solution $f(x)=A \operatorname{sc}(B x \mid M)$, and with $A, B$ and $M$ as above, for $M=0$ it is necessary that $m$ also be zero. Then $A= \pm 1, B= \pm \frac{\sqrt{l}}{2}$ so that with $l=4$ the static solution $f(x)=\tan x$ is recovered exactly which is, of course, a solution for all three models. In the opposite limit, for $M=1$ the requirement is $2 l-m^{2} \omega= \pm 4 m(1-\omega)$ and taking the positive case results in $\mu=\sqrt{\frac{m \omega}{(1-\omega}}$, and $B=\sqrt{m^{2} \omega+m(1-\omega)}$, recovering exactly (4.52) which winds once around the hyperboloid for $X=\mathbb{R}$ as was previously shown.

It remains now to examine how (4.61) behaves in the limiting models. To begin with, in both cases it is easily shown that $M=0$ requires again $m=0$ and the static solution $f(x)=\tan x$ is produced. For the general case and the $M=1$ limit we consider the limiting models separately as follows:
(i) If $\omega=0$ (i.e. for HHM), one has $B= \pm \frac{\sqrt{l+2 m}}{2}, A=\sqrt{\frac{2 l-4 m}{2 l+4 m}}, M=\frac{8 m}{2 l+4 m}$ and $\mu=\sqrt{M}$. Hence (4.61) is valid for the Heisenberg model if $l \geq 2 m$ and is in exact correspondence with the solution (2.64) (in its 'sc' form and hence its 'cs' counterpart) if $l=2(2-m)$. Taking the limit $M=1$ requires $l=2 m$ and this reduction corresponds identically with solution (2.67) if $l=2$ and where $m=1$.
(ii) In the $w=1$ (i.e. HSM) case, the situation is almost, but not quite, so satisfactory. Here one has

$$
\begin{aligned}
B^{2} & =\frac{1}{8}\left(2 l+3 m^{2}+2 m \sqrt{2\left(2 l+m^{2}\right)}\right) \\
A^{2} & =\frac{3 m^{2}+2 l-2 m \sqrt{2\left(2 l+m^{2}\right)}}{2 l-m^{2}} \\
M & =\frac{4 m \sqrt{2\left(2 l+m^{2}\right)}}{2 l+3 m^{2}+2 m \sqrt{2\left(2 l+m^{2}\right)}}
\end{aligned}
$$

resulting in $\mu=\sqrt{\frac{4 m\left[2\left(2 l+m^{2}\right)\right]^{\frac{1}{2}}}{2 l-m^{2}}}$. If $2 l>m^{2}$ the solution (4.61) is perfectly valid for the sigma model and is topological in its elliptic form (and of course, in the static ( $M=m=0$ ) case). However, taking the limit $M=1$ requires $2 l=m^{2}$ so that $f(x)$ diverges. That this occurs may seem obvious and was indeed, to be expected. Nevertheless, it is interesting to note that as $M$ gets close to unity the solution does actually come close to a 'cosech'. For example, taking $l=2.1$ and $m=2$ (so that $2 l$ is close to $m^{2}$ ) results in $M \approx 0.999962$ and $\mu \approx 161.99$ (with $B \approx 4$ ) so that such a solution is approximated as the limit is approached.

To briefly summarize what has been shown; with the anzatz (4.54) an explicit family of stationary solitons has been found which is topological in its elliptic form and its trigonometric (static) and hyperbolic trig. ( $t$ dependent) reductions for the Pivotal model, where respectively, $X=S^{1}$ and $X=\mathbb{R}$. The solutions reduce exactly, in all their forms in the Heisenberg model case, and in their elliptic and trigonometric forms for the sigma model. However, in the HSM reduction, for the $X=\mathbb{R}$ solution,
$f(x)$ diverges in the exact hyperbolic trig. limit. An approximation for this latter case does, however, appear possible.

This concludes the discussion of topological solutions for the Pivotal model on the hyperboloid. Of course there are many and varied families of solutions which are non-topological in nature and these may be of interest in their own right, however it is those of winding type which are of concern here and the existence of such solutions has been shown explicitly and their various reductions examined.

### 4.4 Conserved Quantities

It has been shown [53], that there exist an infinite number of non-local conservation laws for equation (4.3) by using the technique applied to the principle chiral model [90, 91]. Utilized for (4.3) this is briefly stated as follows: taking the Laurent expansion in $\lambda$

$$
F(x ; \lambda)=\sum_{n=0}^{\infty} \frac{F_{n}}{\lambda^{n}}
$$

(where $F_{0}=1$ ), in the linear problem

$$
\left(\partial_{\mu}+A_{\mu}\right) F(x ; \lambda)=0,
$$

and defining the conserved currents as

$$
J_{\mu}^{(n)}=\epsilon_{\mu \nu} \partial^{\nu} F_{n}(x)
$$

where these satisfy the current conservation $\partial_{\mu} J^{\mu}=0$; the $F_{n}^{\prime} s$ are defined recursively with the $A_{\mu}$ of the spectral problem (4.4). So that to lowest order ( $\frac{1}{\lambda}$ )

$$
\partial_{\mu} F_{1}+\epsilon_{\mu \nu}\left(j^{\nu}+2 \gamma^{\nu} Q\right)=0
$$

(with $j^{\mu}=2 \epsilon^{\mu \nu}\left[Q, \partial_{\nu} Q\right]$ ) and the current conservation is just the equation of motion (4.3). From this, the higher order currents are obtained, so that for $n=2$

$$
\partial_{\mu} F_{2}+\left(j_{\mu}+4 \gamma_{\mu} Q\right)+\epsilon_{\mu \nu}\left(j^{\nu}+2 \gamma^{\nu} Q\right) F_{1}=0
$$

and to higher order

$$
\begin{aligned}
0= & \partial_{\mu} F_{p+3}+\epsilon_{\mu \nu} \sum_{m=0}^{\frac{p}{2}+1}\left(j^{\nu}+2(m+1) \gamma^{\nu} Q\right) F_{p-2-2 m} \\
& +\sum_{m=0}^{\frac{p+1}{2}}\left(j_{\mu}+4(m+1) \gamma_{\mu} Q\right) F_{p+1-2 m}+2 \epsilon_{\mu \nu} \gamma^{\nu} Q \sum_{m=0}^{\frac{p}{2}}(m+1) F_{p-2 m}
\end{aligned}
$$

for $p \geq 0$.
These currents apply to the model on general Hermitian symmetric spaces, and since the Pivotal model is in some sense a special case of this general model, satisfying the zero curvature condition, they should also be valid for the HPM. In fact, the first order current is a local conservation law since the equation of motion is a vector divergence equation; in the Pivotal model case the equation of motion (4.9) may be rewritten in the form

$$
\partial_{t}\left[(1-\omega) \vec{\psi}+\omega \vec{\psi} \times \vec{\psi}_{t}\right]=\partial_{x}\left(\vec{\psi} \times \vec{\psi}_{x}\right)
$$

resulting in the vector conserved quantity

$$
\begin{equation*}
\int_{X}\left[(1-\omega) \vec{\psi}+\omega \vec{\psi} \times \vec{\psi}_{t}\right] d x \tag{4.62}
\end{equation*}
$$

Following the formulation noted above; expanding to second order in $\frac{1}{\lambda}$, the second order current for the Pivotal model is given by

$$
\begin{align*}
0= & \left(\partial_{0}-\partial_{1}\right) F_{2}+2 \omega\left(\left[S, \partial_{0} S\right]-\left[S, \partial_{1} S\right]\right)+4(1-\omega) S \\
& -2 F_{1}\left(\left[S, \partial_{1} S\right]-\omega\left[S, \partial_{0} S\right]-(1-\omega) S\right) . \tag{4.63}
\end{align*}
$$

Whilst the first order current is a local quantity, those of higher order (at least for the general model and hence, no doubt for the Pivotal model also), are all non-local. The above expressions for first and second order currents, reduce also to conserved quantities for the HHM and HSM simply by taking the limits of the parameter $\omega$ as usual.

As a simple example of a first order current with respect to the solutions of the model; for the static solution (in the stereographic parametrisation where $u=$ $\left.\tan \frac{x}{2}, v=0\right), \vec{\psi}=(\cos x, \sin x, 0)$ and where $X=S^{1}$, the integral (4.62) is clearly zero. Taking the solution $f(x)= \pm\left(\frac{m \omega}{(1-w)}+1\right)^{\frac{1}{2}} \operatorname{cosech}\left[\sqrt{m^{2} \omega+m(1-\omega)}\left(x-x_{0}\right)\right]$,
i.e. (4.52) as a further example; in this case the integral diverges. This is to be expected since it is pointed out [53] that for the general equation (4.3) in the rapidly decreasing case (i.e. $\lim _{|x| \rightarrow \infty} Q(x)=Q_{0} \neq 0$ ) the integrals in general diverge, becoming finite only after subtracting their values in the ground state.

### 4.5 Concluding Remarks

This chapter has been concerned with a novel non-linear system which is both integrable and admits topological solitons. Derived from an extension of the non-linear sigma model (c.f. [53]), the Pivotal model has been formulated with the hyperboloid of one sheet as its target manifold and contains both the Heisenberg and sigma models discussed in the previous chapters. It therefore combines and interpolates between, a Lorentz invariant and a non Lorentz invariant system, both of which stem from the same static picture.

The integrability of the HPM has been established via a zero curvature representation and the existence of various types of topological soliton examined. Where physical space $X$ is the circle $S^{1}$, a family of travelling waves were found which carry through all three models by variation of the parameter $\omega$. For the $X=\mathbb{R}$ case a set of travelling waves has been derived exhibiting most of the requirements for a topological soliton and whilst it has not been shown conclusively that this solution is fully topological, the possibility remains. So whilst they do not exist for the HHM and HSM models, it is possible that a family of topological travelling waves with $X=\mathbb{R}$ may exist for the Pivotal model. As one would expect, no reduction to the limiting models is possible in this family of solutions.

In addition to the travelling waves, a time dependent (stationary) set of solutions was shown to exist; first in the $X=\mathbb{R}$ case where the solutions reduce only in the Heisenberg limit and then in a more general elliptic form. This latter elliptic solution is valid and winds for all three models (with $X$ periodic) and reduces to a static solution for $X=S^{1}$ (again valid for all the models). Reduction to the hyperbolic trigonometric limit, i.e. in the $X=\mathbb{R}$ case, is only possible for the Heisenberg and Pivotal models and is in exact correspondence with the first set of solutions found. For the sigma model the solutions in this limit diverge although an approximation does appear possible; a complete investigation into the solutions behaviour in this limit is, however, left for the future. Such elliptic solutions of the Pivotal model are particularly pleasing from an aesthetic point of view since the reductions via the
elliptic modulus $M$ to the hyperbolic and trigonometric function are in some sense reminiscent of the Pivotal reduction to the Heisenberg and sigma models via the pivotal parameter $\omega$.

Finally, the existence of conserved quantities with respect to the model has been discussed, albeit briefly, with reference to the general model on Hermitian symmetric spaces [53], and much remains to be done in the analysis of these and other possible conservation laws.


## Chapter 5

## Conclusion

### 5.1 Synopsis

The main aim of this thesis has been to investigate the existence of topological solitons for three integrable ( $1+1$ )-dimensional systems of classical non-linear partial differential equations; the hyperbolic Heisenberg (HHM), sigma (HSM) and Pivotal (HPM) models. The HHM and HSM are known models, various aspects of which are represented in the literature however, the HPM is a new system and is of particular interest since it is a combination of the other two models, thereby incorporating both the non-relativistic (HHM) and relativistic (HSM) models in a single system. Furthermore, the form the Pivotal model equations take provides an interpolation between the two constituent models, and therefore at least some of their solutions and properties, via a single scalar parameter.

The integrability has been demonstrated for each model via a zero curvature representation and the zero curvature representation for the HPM shown to reduce to such a representation for each of the other two models. That all three models are indeed integrable is an added bonus to the fact that, as has been shown and is summarized below, they admit solitons of winding type, since systems with both properties are comparatively rare.

With respect to the existence of topological solitons for the models, the choice of target manifold $M$, together with the boundary conditions imposed on physical space $X$ is crucial. Here we have chosen $M$ to be the hyperboloid of one sheet and taken $X$ to be either periodic or the real line $\mathbb{R}$. Each model has been examined separately with varying results:
(i) The Heisenberg case was discussed first and some simple static and $t$ dependent
solutions of winding type derived. A family of travelling waves of winding type for $X=S^{1}$ was also shown to exist and a proof given that for $X=\mathbb{R}$ no such solutions are possible. In addition, a set of elliptic $t$ dependent, stationary solitons was found which reduced in the limits of the elliptic modulus to solutions for both $X=S^{1}$ and $X=\mathbb{R}$. In the former case the solution is static and hence, a valid solution for all three models.
(ii) The sigma model was examined next and again, some simple $t$ dependent winding solutions found. Travelling waves of winding type were shown to exist (analogous to those of the HHM) for $X=S^{1}$ and it was demonstrated that they cannot occur if $X=\mathbb{R}$. The sigma model possesses the property of selfduality and $t$ dependent solutions for the $X=\mathbb{R}$ case were derived from the self-dual equations. It was further shown that such solutions are defined only for a finite time.
(iii) Examination of the Pivotal model produced as usual, a simple family of $t$ dependent solutions and topological travelling waves for $X=S^{1}$, where taking the limits of the parameter $\omega$, the corresponding solutions of the previous models resulted. Investigation into the existence of travelling waves of winding type on $X=\mathbb{R}$ proved at least a little more hopeful for the HPM than for the other two models; it was found that a family of such solutions may exist for the Pivotal system where these solitons are in perpetual motion. As expected, they do not reduce to analogous solutions for the limiting models. An investigation into a more general solution of this type proved unproductive and it seems unlikely that a generalization is possible. In addition to the above, a set of elliptic $t$ dependent stationary solitons which are themselves topological, was derived. Taking the limits of the elliptic parameter yielded topological solitons in both the $X=S^{1}$ and $X=\mathbb{R}$ cases for HPM, and the elliptic solution and its limits reduced exactly to the analogous Heisenberg solutions. Both the elliptic and $X=S^{1}$ static solution were valid in the sigma model limit but in the $X=\mathbb{R}$ case only an approximation appeared possible; in the exact limit a divergence occurs.

Conserved quantities for the Pivotal model have been briefly discussed and explicit expressions given for the currents up to second order where the first order current is a local quantity and the higher order currents, are non-local. It seems probable that an expression for currents with $n \geq 3$ may be obtained from the marriage of
the lower order explicit HPM currents and the definition of those of higher order for the general model on Hermitian Symmetric spaces.

### 5.2 Further Possibilities

The discovery of any new model, particularly one of integrable type, opens up all manner of potential avenues of research. And what has been discussed with respect to the Pivotal model here, i.e. its integrability via a zero curvature representation and the existence of topological solitons, provides only a glimpse of the fruits further investigation of the model might yield. This section is therefore devoted to listing some of these possibilities although the list is by no means exhaustive.

### 5.2.1 Integrability

As noted above, it has been shown that the Pivotal model is integrable via a zero curvature representation, however; alluding to the various definitions given in Chapter 1 , this is not the only way in which a model may be shown to be integrable. Various other definitions and tests may be applied or performed; not only in order to check for integrability, but which may also produce solutions of different types to those examined here. In particular, the Inverse Scattering Transform, which encompasses many of these, might be applied to the model. Systems which are solvable via this method are known to possess a number of remarkable properties amongst which, the admittance of a Lax or zero curvature representation and the the existence of solitons and an infinite number of conserved quantities are but a few. Such models, solvable by the IST, are completely integrable Hamiltonian systems where the IST is interpreted (c.f. [15]) as a non-linear transformation from physical variables to an infinite set of action-angle variables. To check whether or not the Pivotal system possesses such a Hamiltonian structure may prove an interesting exercise. A system integrable via the IST should also produce $N$-soliton solutions resulting from Hirota's method [92]. And some form of Bäcklund transformation ought to be possible [93], relating the solution of an equation either to another solution of the equation, or to a solution of another equation. Furthermore, the possession of the 'Painlevé property' may be tested for such models.

In Chapter 1 the conjecture that many if not all integrable systems may be obtained as reductions of the Self-dual Yang Mills equations was noted, and an example of the process of reduction given. Since both the Heisenberg and sigma
models occur from such reductions one might envisage that the Pivotal model may also be produced in a similar way. And indeed that this might occur via some combination of the reductions for the two constituent models.

Related also to the integrability of a model is the idea of gauge transformation of a model and its solutions, an example of which was given in Chapter 1. What kind of model the Pivotal system might be associated with via this formalism is unclear, however, it may prove interesting to find out. The conclusion is that there are many possibilities for further investigation with respect to the integrability of the HPM and its solutions.

### 5.2.2 $(2+1)$-dimensional Extensions of the Pivotal Model

The models discussed in this thesis are all (1+1)-dimensional with respect to physical space-time and whilst integrable models in (2+1)-dimensions (some of which admit topological solitons), are scarce, they do exist. In addition, there are of course, many non-integrable systems in higher dimensions with solitons classifiable by an integer winding number. And it turns out that it is in fact, possible to find extensions of the Pivotal model in $(2+1)$-dimensions. The Ishimori equation [7] (or vector Davey-Stewartson equation [6]) and an equation formulated by Myrzakulov [95]; the M-XX equation, which are both $(2+1)$-dimensional integrable models with topological solitons, may be reformed into Pivotal type equations as follows: the Ishimori equation is given by

$$
\begin{gathered}
\vec{S}_{t}+\vec{S} \times \vec{S}_{x x}+\sigma^{2} \vec{S} \times \vec{S}_{y y}+\phi_{x} \vec{S}_{y}+\phi_{y} \vec{S}_{x}=0 \\
\phi_{x x}-\sigma^{2} \phi_{y y}+2 \sigma^{2} \vec{S}\left(\vec{S}_{x} \times \vec{S}_{y}\right)=0
\end{gathered}
$$

where $|\vec{S}|^{2}=1, \sigma^{2}= \pm 1$ and $\phi(x, y, t)$ is a scalar function generated by the topological charge. And letting $\partial_{y}=\phi=0$ results in the Heisenberg model in (1+1)dimensions. One can reformulate the above equation by introducing the Pivotal parameter $\omega$ and a further scalar parameter $a$ in the following way:

$$
\begin{gathered}
(\omega-1) \vec{S}_{t}+a\left(\vec{S} \times \vec{S}_{x x}\right)+\omega \sigma^{2}\left(\vec{S} \times \vec{S}_{y y}\right)+(\omega-1)(a-1)\left[\phi_{x} \vec{S}_{y}+\phi_{y} \vec{S}_{x}\right]=0 \\
a \phi_{x x}-\omega \sigma^{2} \phi_{y y}+2(\omega-1)(a-1) \sigma^{2} \vec{S}\left(\vec{S}_{x} \times \vec{S}_{y}\right)=0
\end{gathered}
$$

And letting $y \longrightarrow t, \phi=0, \sigma^{2}=-1$ and $a=1$ results in the ( $1+1$ )-dimensional Pivotal equation (4.9).

Similarly, the Myrzakulov MXX equation

$$
\begin{gathered}
\vec{S}_{t}-\vec{S} \times\left[(b+1) \vec{S}_{x x}-b \vec{S}_{y y}\right]-(b+1) u_{x} \vec{S}_{x}-b u_{y} \vec{S}_{y}=0 \\
u_{x y}-\alpha \kappa \vec{S}\left(\vec{S}_{x} \times \vec{S}_{y}\right)=0
\end{gathered}
$$

with $b, \alpha, \kappa$ constant and $u$ a scalar function, reduces to the Heisenberg model if $b=u=\kappa=0$. And again, by introducing the Pivotal parameter $\omega$ and the scalar $a$ in an appropriate way, a Pivotal type equation in (2+1)-dimensions results. Namely,

$$
\begin{gathered}
(\omega-1) \vec{S}_{t}+\vec{S} \times\left[a(b+1) \vec{S}_{x x}-\omega b \vec{S}_{y y}\right]+(b+1)(a-1) u_{x} \vec{S}_{x}+b(1-\omega) u_{y} \vec{S}_{y}=0 \\
u_{x y}=\alpha \kappa \vec{S}\left(\vec{S}_{x} \times \vec{S}_{y}\right) .
\end{gathered}
$$

The ( $1+1$ )-dimensional Pivotal equation (4.9) is then produced by letting $y \longrightarrow$ $t, u=\kappa=0, b=1$ and $a=\frac{1}{2}$. Since both of the above $(2+1)$-dimensional Pivotal equations reduce to the $(1+1)$-dimensional equation (4.9), they further reduce to both the Heisenberg and sigma model equations.

The Ishimori equation above admits a zero curvature representation however, there appears to be no way to adapt this to fit to the altered Pivotal version, and whilst no attempt has yet been made to adapt the MXX Lax representation to the Pivotal case, it seems unlikely that this will be possible; as noted, integrable equations in more than $(1+1)$-dimensions are rare and whilst it would certainly be pleasing if the above $(2+1)$-dimensional Pivotal equations were integrable, it would not be entirely unexpected if this were not the case. What is more likely however, is that topological solitons exist for the models although this also, has yet to be investigated.

### 5.2.3 Positive Definite and Discrete Versions

In each of the systems discussed in the main body of this thesis, the metric on the target space $M$ is indefinite:

$$
\begin{aligned}
d s^{2} & =\eta_{a b} d \psi^{a} d \psi^{b} \\
& =-d \theta^{2}+\cosh ^{2} \theta d \phi^{2}
\end{aligned}
$$

For the HHM and HSM models this gives rise to the indefinite energy densities of the systems. One can replace this by an analogous positive-definite metric on the
cylinder, namely

$$
\begin{equation*}
d s^{2}=d \theta^{2}+\cosh ^{2} \theta d \phi^{2} . \tag{5.1}
\end{equation*}
$$

And both the Heisenberg and sigma models remain integrable, since they are obtained simply by making the replacement $\phi \mapsto i \phi$ (and in the HHM case, also $t \mapsto i t)$. In Appendix C the sigma model in this positive-definite case is discussed, where the model is reformed and a family of topological solitons found, analogous to those of Section 3.3. Further, an expression for the winding number is given and a 'Bogomol'nyi' bound for the energy shown to exist, dependent on the winding number $N$.

As in the Heisenberg case, with this metric on the target manifold the Pivotal model also requires $\phi \mapsto i \phi$ and $t \mapsto i t$ and the resultant equation in the 'polar angle' parametrization is given by

$$
\begin{aligned}
(1-\omega) \phi & =\left[\phi_{x}^{2}+\omega \phi_{t}^{2}\right] \sinh \theta-\left[\theta_{x x}+\omega \theta_{t t}\right] \operatorname{sech} \theta \\
(1-\omega) \theta & =\left[\phi_{x x}+\omega \phi_{t t}\right] \cosh \theta+2\left[\theta_{x} \phi_{x}+\omega \theta_{t} \phi_{t}\right] \sinh \theta
\end{aligned}
$$

The reduction to the sigma model is not the same as that of Appendix C due to the fact that $t \mapsto$ it here, and the integrability and solutions of this positive-definite Pivotal equation have yet to be investigated. However, one might expect both the integrability to survive and that topological solitons exist since both properties appear to be retained for the sigma and Heisenberg models.

A simple discrete version of the positive-definite sigma model is proposed and briefly examined in Appendix D, where the winding number is defined in terms of the discretized $\phi$ and a Bogomol'nyi bound again found for the energy. However, this investigation has yet to be extended to the positive definite Heisenberg and Pivotal systems, or indeed the indefinite cases. Certainly a discrete (and completely integrable) version of the $S^{2}$ Heisenberg model exists [63] which one would hope may be adapted to the indefinite HPM however, whether such an integrable lattice Pivotal model is possible remains to be seen.

### 5.3 Final Remarks

There are obviously many other possibilities for further investigation of the Pivotal system although one is liable to be kept busy for quite some time with those noted
above. Two important points which have thus far been omitted are the symmetries of the system and its applications. The former is, of course important but also a curiosity since the Heisenberg terms in the Pivotal equation are Galileo invariant whilst the sigma model terms are Lorentz invariant. So what may result from an investigation of this is an intriguing question.

With regard to applications of the system, as has been noted, the hyperbolic Heisenberg and sigma models have been connected with gravity and strings respectively, so what applications may be associated with the $H^{2}$ Pivotal model also poses an interesting question. A further point worthy of note is the previously mentioned fact that the $S^{2}$ Heisenberg model is related to anisotropic ferromagnets and the analogous sigma model to those of isotropic type; consultation with some condensed matter physicists may prove beneficial in determining whether or not any materials exist exhibiting both properties. With these open (and intriguing) questions the thesis proper is concluded.

## Appendix A

## Supplement to Section 2.4

In Section 2.4 it was shown that with $c=0$ in equation (2.30),

$$
\begin{equation*}
g(\xi)=\operatorname{Re}\left[-i \ln \left\{\frac{\tan \frac{\xi}{2}+\frac{a}{b}}{\tan \frac{\xi}{2}+\frac{C}{b}}\right\}+\Lambda\right] \tag{A.1}
\end{equation*}
$$

where $a=-i \gamma-i k+v, b=1+i k v, C=-i \gamma+i k-v, \gamma=\sqrt{\left(k^{2}+1\right)\left(v^{2}-1\right)}$ and $\alpha=v^{2}-k^{2}+2 Q=-1$, is a travelling wave solution of the HHM, and further that

$$
\begin{equation*}
g(\xi)=\operatorname{Re}\left[-i \ln \left\{\frac{\tan \frac{\xi}{2}+\Omega}{-\tan \frac{\xi}{2}-\Omega^{-1}}\right\}\right] \tag{A.2}
\end{equation*}
$$

(where $\Omega=\frac{a}{b}$ ) is a travelling wave of winding type. What follows is a demonstration that (A.1) may take the form of (A.2) by specifying the constant $\Lambda=i \ln \Theta(\Theta$ complex) in terms of the parameters $v$ and $k$, thereby proving that (A.1) is also a winding solution. Letting $T=\tan \frac{\xi}{2}$ for simplicity the requirement is that

$$
\operatorname{Re}\left[-i \ln \left\{\frac{T+\frac{a}{b}}{T+\frac{C}{b}}\right\}+\Lambda\right]=\operatorname{Re}\left[-i \ln \left\{\frac{T+\frac{a}{b}}{-T-\frac{b}{a}}\right\}\right]
$$

and using $\ln \frac{A}{B}=\ln A-\ln B$, one has

$$
\begin{gathered}
\operatorname{Re}\left[-i \ln \left(\frac{b T+a}{b}\right)+i \ln \left(\frac{b T+C}{b}\right)+i \ln \Theta\right] \\
\quad=\operatorname{Re}\left[-i \ln \left(\frac{b T+a}{b}\right)+i \ln \left(\frac{-a T-b}{a}\right)\right]
\end{gathered}
$$

or

$$
\begin{gathered}
\operatorname{Re}[-i \ln (b T+a)+i \ln b+i \ln (b T+C)-i \ln b+i \ln \Theta] \\
\quad=\operatorname{Re}[-i \ln (b T+a)+i \ln b+i \ln (-a T-b)-i \ln a]
\end{gathered}
$$

so that

$$
\begin{align*}
\operatorname{Re}[i \ln (b T+C)+i \ln \Theta] & =\operatorname{Re}[i \ln b+i \ln (-a T-b)-i \ln a] \\
\Longrightarrow \operatorname{Re}[i \ln (\Theta(b T+C))] & =\operatorname{Re}\left[i \ln \left(\frac{b}{a}(-a T-b)\right)\right] \tag{A.3}
\end{align*}
$$

Recall now that if $x=r e^{i \theta}, y=s e^{i \phi}$ for some $r, s, \theta, \phi \in \mathbb{R}$ then

$$
\begin{aligned}
\operatorname{Re}[-i \ln x] & =\operatorname{Re}[-i \ln y] \\
\Longrightarrow \operatorname{Re}[-i(\ln r+i \theta)] & =\operatorname{Re}[-i(\ln s+i \phi)] \\
\Longrightarrow \theta & =\phi
\end{aligned}
$$

And from (A.3)

$$
\operatorname{Re}(-i \ln \Theta)=\operatorname{Re}\left[-i \ln \left(\frac{-b T-\frac{b^{2}}{a}}{b T+C}\right)\right]
$$

Hence, defining $\Theta=r_{1} e^{i \theta_{1}}, \frac{-b T-\frac{b^{2}}{a}}{b T+C}=r_{2} e^{i \theta_{2}}$,

$$
\theta_{1}=\theta_{2}=\tan ^{-1}\left[\frac{\operatorname{Im}}{\operatorname{Re}}\left\{\frac{-b T-\frac{b^{2}}{a}}{b T+C}\right\}\right]
$$

The dependence on $T=\tan \frac{\xi}{2}$ can be eliminated by noting that

$$
\begin{aligned}
\frac{-b T-\frac{b^{2}}{a}}{b T+C} & =\frac{-(b T+C)+C-\frac{b^{2}}{a}}{(b T+C)} \\
& =-1+\frac{C-\frac{b^{2}}{a}}{b T+C}
\end{aligned}
$$

so that to eliminate $T$, the second term on the right hand side must be identically zero. This then requires $C-\frac{b^{2}}{a}=0$ which is true if and only if

$$
\begin{aligned}
a C & =b^{2} \\
\Longleftrightarrow \quad(-i \gamma+i k-v)(-i \gamma-i k+v) & =(1+i k v)^{2} \\
\Longleftrightarrow-\gamma^{2}+k^{2}-v^{2}+2 i k v & =\left(1+2 i k v-k^{2} v^{2}\right)
\end{aligned}
$$

And since $\gamma^{2}=\left(v^{2}+1\right)\left(k^{2}-1\right)$ the equality holds. One then has $\theta_{1}=\theta_{2}=\tan ^{-1}(-1)$, i.e. $\theta_{1}=\theta_{2}=-\frac{\pi}{4}$. Hence, the solution (A.1) does indeed have the form (A.2) which is a travelling wave solution of winding type.

## Appendix B

## $P(p)$ of HSM has the Correct Form for Topological Solitons

In order to investigate topological travelling waves for the HSM in the case where $c \neq 0$, it must be established that there exist $J, K \in \mathbb{R}$ such that the equation (3.24), i.e.

$$
\begin{align*}
p^{\prime 2}= & \frac{c^{2}}{\left(v^{2}-1\right)^{2}}\left[p^{4}+p^{2} \frac{\left(6 c^{2}+4 Q\left(v^{2}-1\right)^{2}\right)}{4 c^{2}}\right.  \tag{B.1}\\
& \left.+\frac{2 c^{2}+4 Q\left(v^{2}-1\right)^{2}+\left[4 R\left(v^{2}-1\right)^{2}-c v\right]^{2}}{4 c^{2}}\right]
\end{align*}
$$

may take the form (3.26), i.e.

$$
\begin{equation*}
P(p)=\frac{\left(v^{2}-1\right)^{2}}{c^{2}} p^{\prime 2}=\left(J^{2}-p^{2}\right)\left(K^{2}-p^{2}\right) . \tag{B.2}
\end{equation*}
$$

That this is the case can be seen as follows: comparing coefficients of (B.2) with those of (B.1) results in the following two equations for $J$ and $K$ in terms of the constants $Q, R, v$ and $c$;

$$
\begin{align*}
-\left(J^{2}+K^{2}\right) & =\frac{3 c^{2}+2 Q\left(v^{2}-1\right)^{2}}{2 c^{2}}<0  \tag{B.3a}\\
J^{2} K^{2} & =\frac{2 c^{2}+4 Q\left(v^{2}-1\right)^{2}+\left[4 R\left(v^{2}-1\right)^{2}-c v\right]^{2}}{4 c^{2}}>0 \tag{B.3b}
\end{align*}
$$



Figure B.1: Shaded regions depict the ranges of $p, q$ for which solutions can exist.

These equations may be simplified by letting $q=Q\left(v^{2}-1\right)^{2}$ and $r=R\left(v^{2}-1\right)^{2}, \forall v$ so that

$$
\begin{align*}
-\left(J^{2}+K^{2}\right) & =\frac{3 c^{2}+2 q}{2 c^{2}}<0  \tag{B.4}\\
J^{2} K^{2} & =\frac{2 c^{2}+4 q+(4 r-c v)^{2}}{4 c^{2}}>0 \tag{B.5}
\end{align*}
$$

from which the conditions $q<-\frac{3}{2} c^{2}$, and $2 c^{2}+4 q+(4 r-c v)^{2}>0$ result. Further, from (B.4, B.5), one can obtain an equation for $K^{2}$ namely

$$
\begin{equation*}
K^{4}+K^{2} \frac{\left(3 c^{2}+2 q\right)}{2 c^{2}}+\frac{2 c^{2}+4 q+(4 r-c v)^{2}}{4 c^{2}}=0 \tag{B.6}
\end{equation*}
$$

Then coupled with the conditions noted above, and letting $4 \rho=4 r-c v$ and without loss of generality, $c=1$; and since we require $K^{2}>0$, for $J, K$ to exist satisfying (B.3), $q$ and $\rho$ must satisfy the following inequalties:

$$
\begin{align*}
q & <-\frac{3}{2} \\
2 q & >-\left(8 \rho^{2}+1\right)  \tag{B.7}\\
4 q(q-1) & \geq 16 \rho^{2}-1 .
\end{align*}
$$

Plotting $\rho$ against $q$ (Figure (B.1)) one can see that solutions exist for (B.7) if $\rho$ and $q$ take values in the shaded regions. So that for such $q=Q\left(v^{2}-1\right)^{2}, r=R\left(v^{2}-1\right)^{2}$ and $4 \rho=4 r-c v$, there exist $J$ and $K \in \mathbb{R}$ satisfying the equations (B.3) and hence, (B.1) may take the form of (B.2).

## Appendix C

## A Positive-Definite Version of the Sigma Model

With the positive definite metric given in Section 5.2.3, the sigma model may be formulated in the following way where we are still thinking of $\phi$ as being a periodic coordinate (and looking for solutions which wind in $\phi$ ): in terms of the $\theta, \phi$ parametrization (2.17), the Lagrangian density in this case is given by

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \eta_{\mu \nu}\left[\left(\cosh ^{2} \theta\right) \phi_{\mu} \phi_{\nu}+\theta_{\mu} \theta_{\nu}\right] \tag{C.1}
\end{equation*}
$$

from which one obtains the equations of motion

$$
\begin{align*}
\theta_{t t}-\theta_{x x} & =\cosh \theta \sinh \theta\left(\phi_{t}^{2}-\phi_{x}^{2}\right),  \tag{C.2}\\
\left(\phi_{t} \cosh ^{2} \theta\right)_{t} & =\left(\phi_{x} \cosh ^{2} \theta\right)_{x} \tag{C.3}
\end{align*}
$$

The winding number $N$, i.e. the number of times physical space $X$ is wrapped around the cylindrical manifold $M$, is given here by

$$
\begin{equation*}
N=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\partial \phi}{\partial x} d x \tag{C.4}
\end{equation*}
$$

which is independent of $\theta$. The most general static winding solution is now $\theta \equiv$ $0, \phi=N x$. This is what one would expect; in the positive definite case, the string will try to minimize its length, and $\theta=0$ is where the cylinder is narrowest (with respect to the metric (5.1)). If one looks for more general solutions having $\phi=N x$,
then $\theta$, as in the case of the indefinite metric, must be a function of $t$ only, with

$$
\begin{equation*}
\tanh \theta=\sqrt{m} \mathrm{sn}(\rho t \mid m) \tag{C.5}
\end{equation*}
$$

where $\rho$ and $m$ are constants with $\rho>|N|$ and $m=1-N^{2} / \rho^{2}$. In other words, the string oscillates between the values $\theta_{ \pm}= \pm \tanh ^{-1} \sqrt{m}$.

Regarding solutions of travelling wave type; it appears that no solution analogous to (3.21) is possible for this positive definite version. However, in the analogous Heisenberg model (where in addition to $\phi \mapsto i \phi$ one also has $t \mapsto i t$ ) such a solution does exist so that the same may be true with $t \mapsto$ it here; further investigation is obviously necessary, as it is with topological travelling waves for the $X=\mathbb{R}$ case.

The energy for this system is given by

$$
E=\int \varepsilon d x
$$

where $\varepsilon$ is the energy density. So that in the $\theta, \phi$ parametrization one has

$$
\begin{equation*}
E=\int_{0}^{2 \pi}\left(\partial_{t} \theta\right)^{2}+\left(\partial_{x} \theta\right)^{2}+\left[\left(\partial_{t} \phi\right)^{2}+\left(\partial_{x} \phi\right)^{2}\right] \cosh ^{2} \theta d x \tag{C.6}
\end{equation*}
$$

Note that

$$
\begin{equation*}
E \geq \int_{0}^{2 \pi} \sigma^{2} d x \tag{C.7}
\end{equation*}
$$

where $\sigma=\partial_{x} \phi$ is a function of $x$ and $t$, and so has a minimum for some values of $x$ and $t$. The above inequality is saturated if and only if $\theta=0$ and $\partial_{t} \phi=0$ in which case, as noted above, the strings length will be minimized. All of this would indicate that some form of 'Bogomol'nyi' type argument can be formulated to give a lower bound for the energy, where the Bogomol'nyi bound is dependent on the winding number $N$. This is indeed the case which we now show: observing that the following inequality is true for any $k \in \mathbb{R}$;

$$
\begin{aligned}
\int_{0}^{2 \pi}(\sigma-k)^{2} d x & \geq 0 \\
\Longrightarrow \int_{0}^{2 \pi}\left(\sigma^{2}-2 k \sigma+k^{2}\right) d x & \geq 0
\end{aligned}
$$

and taking into account (C.7), the above implies that

$$
E-2 k \int_{0}^{2 \pi} \partial_{x} \phi d x+k^{2} \int_{0}^{2 \pi} d x \geq 0
$$

The first integral in this expression is equal to $-4 k N \pi$ ( $N$ being the winding number (C.4)) so that

$$
\begin{equation*}
E-4 k N \pi+2 \pi k^{2} \geq 0 \tag{C.8}
\end{equation*}
$$

which is quadratic in $k$. For (C.8) to be true for all $k \in \mathbb{R}$ the discriminant $b^{2}-4 a c$ must be $\leq 0$. This implies

$$
\Leftrightarrow \quad \begin{array}{cc}
16 N^{2} \pi^{2}-8 E \pi & \leq 0 \\
2 N^{2} \pi & \leq E
\end{array}
$$

giving a lower ('Bogomol'nyi') bound for the energy $E$ which is strictly positive and depends on the winding number $N$, as required.

For this positive-definite sigma model then, it has been shown that for $\phi=N x$, both static and $t$ dependent topological solitons and a Bogomol'nyi bound for the energy exist. The model is yet to be examined with $t \mapsto i t$, which is the requirement for the analogous Heisenberg and Pivotal cases.

## Appendix D

## A Spatially Discrete Sigma Model

In this section the discussion of the sigma model with a positive definite metric is continued in the form of a simple discrete version of this system which may be formulated as follows: whilst time $t$ remains continuous such that $t \in \mathbb{R}$, the space $X$ now takes $n$ discrete values resulting in a lattice system. Configuration space is the space of maps from the lattice $L^{1}$ into the Hyperboloid where $\phi(t, x)$ is replaced by $\phi_{j}(t)$, with $j \in \mathbb{Z}$ and $\phi_{j+n}(t)=\phi_{j}(t)$, and similarly for $\theta$. Labeling the discrete $n$ values of the space $X$ by the subscript $i \in\{1 \ldots n\}$, and letting $x_{i}=\frac{2 \pi i}{n}$ with equal lattice spacing $h=\frac{2 \pi}{n}$ for simplicity, the winding number $N$ may be defined as

$$
\begin{equation*}
N=\frac{1}{2 \pi} \sum_{i=1}^{n} A_{i} . \tag{D.1}
\end{equation*}
$$

where $A_{i}$ is defined in terms of $\phi_{i+1}$ and $\phi_{i}$ in the following way:
Case 1: If $0 \leq \phi_{i+1}-\phi_{i}<\pi$ then $A_{i}=\phi_{i+1}-\phi_{i}$,
Case 2: If $\pi<\phi_{i+1}-\phi_{i}<2 \pi$ then $A_{i}=\phi_{i+1}-\phi_{i}-2 \pi$,
Case 3 : If $0 \leq \phi_{i}-\phi_{i+1}<\pi$ then $A_{i}=-\left(\phi_{i}-\phi_{i+1}\right)$, i.e. $A_{i}=\phi_{i+1}-\phi_{i}$,
Case 4 : If $\pi \leq \phi_{i}-\phi_{i+1}<2 \pi$ then $A_{i}=\phi_{i+1}-\phi_{i}+2 \pi$.
Note that in analogy to (C.4), the definition (D.1) is independent of $\theta$ and further, that for the above to be valid one must have $N \in \mathbb{Z}$. To prove that this is indeed the case; if

$$
N=\frac{1}{2 \pi} \sum_{j=1}^{n} A_{j}
$$

then

$$
2 \pi i N=i \sum_{j=1}^{n} A_{j}
$$

where here $i=\sqrt{-1}$. Since it is the case that $\exp (2 \pi i p)=1 \forall p \in \mathbb{Z}$; requiring $N \in \mathbb{Z}$ imposes that

$$
\exp (2 \pi i N)=1
$$

And this is the case if and only if

$$
\exp \left(\sum_{j=1}^{n} i A_{j}\right)=1
$$

The latter is true since for all cases in the definition of $A_{j}$;

$$
\exp \left(i A_{j}\right)=\exp \left(i\left(\phi_{j+1}-\phi_{j}\right)\right)
$$

and

$$
\begin{aligned}
\exp \left(i \sum_{j=1}^{n} A_{j}\right) & =\exp \left(i \sum_{j=1}^{n}\left(\phi_{j+1}-\phi_{j}\right)\right) \\
& =\exp \left(i\left(\phi_{n+1}-\phi_{1}\right)\right) \\
& =e^{i 0}=1
\end{aligned}
$$

Hence, $N \in \mathbb{Z}$ as required. The sign of $A_{j}$ is ambiguous if $\phi_{j+1}$ and $\phi_{j}$ are antipodal points so the fields must be restricted to those of 'continuous' type, defined such that for each $j, \phi_{j+1}-\phi_{j} \neq \pm \pi$.

The next step is to devise an expression for the energy of a 'continuous' static field, such that the Bogomol'nyi bound of the continuous system remains valid and has the correct continuum limit and where physical space $X$ remains discrete. Since the field is static for the moment, we need only find an expression for the potential energy so letting

$$
\begin{equation*}
E=\frac{1}{h} \sum_{j=1}^{n}\left[\theta_{j+1}(t)-\theta_{j}(t)\right]^{2}+\left(A_{j}\right)^{2} \cosh ^{2} \theta_{j}(t) \tag{D.2}
\end{equation*}
$$

one has

$$
\begin{equation*}
E \geq \frac{n}{2 \pi} \sum_{j} A_{j}^{2} \tag{D.3}
\end{equation*}
$$

There is a Bogomol'nyi bound which can be seen by utilizing a similar inequality as in the continuum case:

$$
\sum_{j}\left[A_{j}-s\right]^{2} \geq 0 \quad \forall s \in \mathbb{R}
$$

or

$$
\sum_{j} A_{j}^{2}-2 s \sum_{j} A_{j}+n s^{2} \geq 0
$$

Using $E$, i.e. (D.3) and $N$ (D.1) then gives

$$
\frac{2 \pi}{n} E-4 s \pi N+n s^{2} \geq 0
$$

which is quadratic in $s$. And for this inequality to hold $\forall s \in \mathbb{R}$, the discriminant, must be $\geq 0$, i.e.

$$
\Longrightarrow \quad \begin{array}{cl}
16 \pi^{2} N^{2}-8 \pi E & \leq 0 \\
2 \pi N^{2} & \leq E .
\end{array}
$$

This provides a lower bound for the static energy with the correct continuum limit as required.

Having discretized the potential energy (D.2), in order to formulate a Lagrangian for the system an expression for the kinetic energy must also be obtained where in this case, the fact that time $t$ is continuous in the lattice system must be taken into account so that the time derivative remains unchanged. With this in mind let the kinetic energy for the system be defined as

$$
\begin{equation*}
E_{K}=h \sum_{j}\left[\partial_{t} \theta_{j}(t)\right]^{2}+\left[\partial_{t} \phi_{j}(t)\right]^{2} \cosh ^{2} \theta_{j}(t) \tag{D.4}
\end{equation*}
$$

where $j \in\{1, \ldots, N\}$. The Lagrangian, given by $L=E_{K}-E_{P}$, is then

$$
\begin{align*}
L=\sum_{j} L_{j} & =h \sum_{j}\left(\partial_{t} \theta_{j}\right)^{2}+\left(\partial_{t} \phi_{j}\right)^{2} \cosh ^{2} \theta_{j} \\
& -h \sum_{j}\left[\frac{\theta_{j+1}-\theta_{j}}{h}\right]^{2}+\left[\frac{A_{j}}{h}\right]^{2} \cosh ^{2} \theta_{j} \tag{D.5}
\end{align*}
$$

and from this, the following equations of motion may be derived: for $\phi_{j}(t)$;

$$
\begin{equation*}
\partial_{t}^{2} \phi_{j}(t)=-2 \tanh \theta_{j}\left[\left(\partial_{t} \phi_{j}\right)\left(\partial_{t} \theta_{j}\right)+\left(\frac{\theta_{j+1}-\theta_{j}}{h}\right) \frac{A_{j}}{h}\right]+\left[\frac{A_{j}-A_{j-1}}{h}\right] \tag{D.6}
\end{equation*}
$$

whilst for $\theta_{j}(t)$

$$
\begin{equation*}
\partial_{t}^{2} \theta_{j}=\left[\frac{\left(\theta_{j+1}-\theta_{j}\right)}{h}-\frac{\left.\theta_{j}-\theta_{j-1}\right)}{h}\right]-\left(\frac{A_{j}}{h}\right)^{2} \cosh \theta_{j} \sinh \theta_{j} . \tag{D.7}
\end{equation*}
$$

If in analogy to the continuous case of the previous section where solutions were found in the case $\phi=N x$, putting here, $\phi_{j}=N x_{j}$, having defined $x_{j}=\frac{2 \pi j}{n}$, and using the fact that any time derivative of $\phi_{j}$ vanishes, the $x$ derivative can be discretized such that

$$
\begin{aligned}
\frac{A_{j}}{h} & =N\left(\frac{x_{j+1}-x_{j}}{h}\right) \\
& =N
\end{aligned}
$$

so that it's square is $N^{2}$. Substituting into (D.6) results in

$$
N \tanh \theta_{j}\left(\frac{\theta_{j+1}-\theta_{j}}{h}\right)=0
$$

and for non-trivial $\theta_{j}$ this requires $\frac{\theta_{j+1}-\theta_{j}}{h}=0$ so that, as in the continuum case, the discrete $\theta$ variable does not depend on $x_{j}$. The equation of motion for $\theta_{j}$ (D.7) reduces to

$$
\begin{equation*}
\partial_{t}^{2} \theta_{j}=-N^{2} \cosh \theta_{j} \sinh \theta_{j} \tag{D.8}
\end{equation*}
$$

which one would expect admits solutions for $\theta_{j}$, independent of $x_{j}$, analogous to those those of the continuum case.

Note that in the above case where $\phi_{j}=N x_{j}$ there is a restriction on the winding number which may be seen as follows:

$$
\phi_{j}=N x_{j}=\frac{2 \pi j N}{n}
$$

so that

$$
\begin{aligned}
\phi_{j+1}-\phi_{j} & =N\left(x_{j+1}-x_{j}\right) \\
& =\frac{2 \pi N}{n} .
\end{aligned}
$$

And since $\left|\phi_{j+1}-\phi_{j}\right|<\pi$, the above implies that

$$
\left\|\frac{2 \pi N}{n}\right\|<\pi
$$

i.e. $|N|<\frac{n}{2}$.

With this, the brief discussion of the discrete sigma model is concluded. Of course there remains much to be considered for this system, in particular its integrability and further topological solutions; what has been noted here are simply a few basic properties of the model and further discussion is left for the future.
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[^0]:    ${ }^{1}$ The IST is a kind of non-linear analogue of the application of the Fourier Transform in solving linear PDE's.

[^1]:    ${ }^{2} \mathrm{~A}$ symmetric space may be defined as follows: given a manifold $M=G / H$ where $G$ is a connected Lie group and $H$ is a closed subgroup of $G$; if for each point $p \in M, \exists$ a smooth isometry $\tau_{p}$ of $M$ of order two which preserves geodesics through $p$ and has $p$ as an isolated fixed point then $M$ is a symmetric space.

[^2]:    ${ }^{3}$ The name 'sine-Gordon' came about much later as a lightly controversial pun on Klein-Gordon, attributed to Finkelstein and Rubenstein [16] although the latter passed on parentage to M. Kruskal in 1970.

[^3]:    ${ }^{4}$ This need not be the case; $\cos \beta \phi$ may tend to different values at each end of space and solitons (or kinks as they are called in ( $1+1$ ) dimension) resulting from such a choice of boundary conditions are classified as monopoles.

[^4]:    ${ }^{1}$ Makhankov [20] is careful to point out that whilst both the Landau-Lifshitz (2.1) and HM (2.2) equations are often referred to as continuous Heisenberg models, the true Heisenberg model is a quantum system written in terms of spin operators whereas both (2.1) and (2.2) describe classical systems and the correspondence between the classical and quantum cases is not completely clear. When referring to the Heisenberg model we mean the model whose dynamics is described by (2.2)

[^5]:    ${ }^{2}$ Yang and Yang in 1966 [80] established the connection between the thermodynamic behaviour of the spin $\frac{1}{2}$ quantum Heisenberg chain with anisotropy and the Bose gas with repulsive interaction, and further that as a field theory this is equivalent also to the quantum NLSE of repulsive type; in relation to the classical reduction of this, Kundu and Pashaev [67] and Nakamura and Sasada [68] have discussed various gauge equivalences of certain cases of the Landau-Lifshitz equation with some non-linear Schrödinger type equations.

[^6]:    ${ }^{3}$ Pashaev, in private communications, considers the definition for a travelling wave here as too restrictive however, we shall stick with this definition for travelling waves so that no 'noisy' extra $t$ dependence can occur.

[^7]:    ${ }^{1}$ In the sine-Gordon case both the potential $\mathcal{V}$ and field constraints are constituents of the model.
    ${ }^{2}$ The name 'sigma model' is often used generically to describe a whole class of relativistic systems (c.f. [20] for the sigma model condition), however, the term as used throughout this text refers to a particular class of relativistic systems associated with Lagrangians of the type (3.3).

[^8]:    ${ }^{3}$ The term self-dual is applicable with respect to the HSM since in $(1+1)$ dimensions this sigma model is equivalent to the $S L(2, \mathbb{R})$ Chiral equation, which is itself self-dual.

[^9]:    ${ }^{1}$ It will be evident in the non-compact hyperbolic case, that with the $\theta, \phi$ parametrisation of the hyperboloid, the $\omega=1$ reduction explicitly yields the HSM equations (3.11).

[^10]:    ${ }^{2}$ Equation (4.14) is the compatibility condition for the linear system obtained by replacing $U, V$ with $-U,-V$ in (1.1).
    ${ }^{3}$ This reduced $U, V$ pair differs slightly from that given in Chapter 1 for HHM which is permissible (c.f. [20]) since, due to the relatively arbitrary nature of the matrix $F$ in the linear system (1.1), $U, V$ pairs are not unique.

[^11]:    ${ }^{4}$ Note that with the definition of the parameter $\alpha$ above, the solution for the sigma model is $\boldsymbol{p}=\beta$, constant anyway so the restrictions on the speed $v$ become superfluous since $p$ is static.

