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Peter John Grime 

Submitted for the degree of Doctor of Philosophy - September 2002 

Abstract 

Let R be a commutative ring with a 1. Original work by H. Fitting showed 

how we can associate to each finitely generated R-module a unique sequence of R

ideals, which are known as Fitting Ideals. The aim of this thesis is to undertake 

an investigation of Fitting Ideals and their relation with module structure and to 

construct a notion of Fitting Invariant for certain non-commutative rings. 

We first of all consider the commutative case and see how Fitting Ideals arise by 

considering determinantal ideals of presentation matrices of the underlying module 

and we describe some applications. We then study the behaviour of Fitting Ide

als for certain module structures and investigate how useful Fitting Ideals are in 

determining the underlying module. 

The main part of this work considers the non-commutative case and constructs 

Fitting Invariants for modules over hereditary orders and shows how, by considering 

maximal orders and projectives in the hereditary order, we can obtain some very 

useful invariants which ultimately determine the structure of torsion modules. We 

then consider what we can do in the non-hereditary case, in particular for twisted 

group rings. Here we construct invariants by adjusting presentation matrices which 

generalises the previous work done in the hereditary case. 
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Chapter 1 

Introduction - Fitting Ideals 

Throughout this chapter let R be a Noetherian commutative ring with a 1, unless 

stated otherwise. Given any finitely generated R-module M, we can associate with 

M a sequence of ideals of R known as the Fitting Invariants or Fitting Ideals of M. 

The Fitting Invariants are named after H. Fitting who investigated their properties 

in [6] in 1936. 

In this chapter we recall the definition of these Fitting Ideals which is in terms 

of the determinantal ideals of a presentation matrix for the R-module, M. It can be 

shown that this sequence of ideals is independent of the particular presentation for 

M. We will also look at relations within the Fitting Ideals and define the Fitting 

Length of a module. 

In section 1.4 we discuss some applications for Fitting Ideals. They can tell 

us information about the underlying R-module and in particular they can provide 

estimates for the annihilator of the module. We also come across Fitting Ideals in 

Knot Theory where they are known as Alexander Ideals. 

1.1 Presentations of finitely generated modules 

In this section suppose R is any No~therian ring with a 1, not necessarily commuta

tive. Since R is Noetherian, for a finitely generated left R-module nlvf, there exists 

a finite presentation for nlvf: 

1 



1.1. Presentations of finitely generated modules 2 

with respect to g generators and n relations. We can represent the R-module homo

morphism a: R71 --+ R9 by ann x g matrix A= (aij), where aij E R fori= 1, ... , n 

and j = 1, ... , g. As we are thinking of left R-modules the matrix A acts on the right 

and we say A is a presentation matrix for RM. 

We can find a set §. = { e1 , ... , e9 } which generates RM over R. A relation for RM 

is an equation of the form r 1e1 + ... +r9e9 = 0 for some rj E R. The coefficient vector 

of this relation is the row vector ( r 1 , ... , r 9 ). As RM is finitely generated and R is 

Noetherian we can find a matrix B with g columns such that B has the following 

properties. Firstly, each row is a coefficient vector of some relation for RM, with 

respect to the generating set §.. Secondly, coefficient vectors from all relations for 

the generating set §. can be generated as R-linear combinations of the rows of B. 

Such a matrix B is known as a relations matrix for RM over R. 

In fact it is clear that a relations matrix is a presentation matrix and vice-versa. 

Thus, from now on, we will simply use the term presentation matrix. 

We next prove a lemma about what the presentation matrix looks like when we 

extend the generating set of the finitely generated module. This is useful in showing 

Fitting Invariants are not dependent on the particular generating set chosen and we 

will make further use of this lemma in section 6.1 

Lemma 1.1 Let§.= {e1 , ... , e9} be a generating set for RM and[= {h, ... , fk} 

be a set of elements of RM, not necessarily a generating set. Let Q = ( Ql,j) be the 

matrix in Mkx 9 (R), for l = 1, ... , k and for j = 1, ... , g, such that: 

Then: 

9 

!1 + LQL,jej = 0 
j=l 

(-$-) 
is a presentation matrix for RM, with respect to the extended generating set ef = 

{el, ... ,e9,fi, ... ,fk}· 

Proof: 

We have a presentation for Rl\!J with respect to §.: 
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where o: is represented by the presentation matrix A E Mnxg(R). Also there is a 

homomorphism 7r1 such that: 

where: 
k 

1r'(w) = l:.:.:wd1 V wE Rk 
1=1 

We now find a presentation for RM with respect to ef: 

for some positive integer n', where the map f is: 

k g k 

f(:!:!., w) = 7r(:!:!.) + 1r'(w) = 7r(:!:!.) + L wd1 = 7r(:!:!.)- L L W1Q1,jej = 7r(:!:!.)- 1r(wQ) 
1=1 j=l 1=1 

for all:!:!. E R9 , wE Rk. Hence: 

Now, 

ker 7r = Im a= {JLA IJL E Rn} 

and therefore: 

Hence: 

ker ' = { ( wlu) ( ~ I ~ ) I w + ~ E Rk+n} 
and therefore the matrix 

is indeed a presentation matrix for RM with respect to the generating set ef. 

0 



1.2. Construction of Fitting Invariants for finitely generated modules 4 

1.2 Construction of Fitting Invariants for finitely 

generated modules 

For the remainder of this chapter R denotes a Noetherian commutative ring with 

a 1. As above, let M be a finitely generated left R-module with a generating set, 

~ = {e1 , ... , e9 }. Given any n x g matrix A, with entries in R, for s E Z we define 

the determinantal ideals of A: 

Definition 1.2 For 0 < s :::; min(n, g) we let l 8 (A) be the R-ideal generated by all 

the s x s minors of A, or the determinants of the s x s submatrices of A. I8 (A) is 

known as the s-th determinantal ideal of A, and we let 

{ 

0 for s > min(n,g) 
Is(A) = 

R for s :::; 0 

Note that l 8 (A) is invariant under elementary row and column operations. Let 

B be a matrix with g columns whose rows are coefficient vectors of relations with 

respect to the generating set ~' for the R-module M. That is, B is a matrix of 

relations for M. Define 

Definition 1.3 

fs(Mi~) = L fs(B) 
B 

where the summation is over all such matrices B. 

As M is finitely generated and R Noetherian there exists a presentation matrix 

A for M whose rows generate the coefficient vectors of all the relations for NI with 

respect to the generating set ~· Hence, there exists a matrix T such that B = T A. 

Then: 

(see [13], page 7). Hence, L":n I8 (B) ~ Is(A)and since clearly Is(A) ~ L":n Is(B) we 

can write 

Suppose now that !_ = {!1 , ... , fd is another generating set for M. Then it is 

easily shown that Is(Mif_) and l8 (Mi~) are not always equal, if the size of~ and f_ 
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are not the same. So just looking at the s-th determinantal ideals of a presentation 

matrix will not give us invariants of M, as this is dependent on the generating set 

used. However, if we now consider the extended generating set ef it can be shown 

that (for details see [13], pages 57-58): 

19-s(MI~) = lg+k-s(Mief) = h-s(MI[) for 0 :S: s :S: min(g, k) (1.1) 

and that, w.l.o.g., if g < k, then 

h-t(Mi[) = Ig+k-t(Mief) = R for g < t :S: k 

This now leads us to define: 

Definition 1.4 

F,(M) = { ~-,(MI~ 

for s = 0, 1, 2, 3, .... 

for 0 :S: s :S: g 

for s > g 

(1.2) 

Equations ( 1.1) and ( 1. 2) show that :Fs ( M) is independent of the particular set 

of generators given for M. In other words :Fs(M) is an invariant of M. We now 

define this Invariant. 

Definition 1.5 Let M be a finitely generated R-module, then the R-ideals :Fs(M) 

are defined to be the s-th Fitting Invariants or s-th Fitting Ideals of M for the 

integers s = 0, 1, 2, 3, .... 

As we remarked earlier, for a finitely generated module, .M, we can replace 

19 _ 8 (Mie) by f 9 _ 8 (A), where A is a presentation matrix for M, with respect to~ 

and in this case we obtain: 

F,(M) = { ~_,(A) for 0 :S: s :S: g 

for s > g 
(1.3) 

Example 1.6 Let us work in the polynomial ring, R = Z[t] and consider the R

module, A1 with generators e1 , e2 given by: 

M = R/1 EB RjJ = Re1 EB Re2 
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where I, J are R-ideals given by I = (2, t), J = ( 4, t 2). Now, a presentation matrix 

for 111 is: 

2 0 

t 0 
A= 

0 4 

0 t2 

since 2e1 = te 1 = 0 and 4e2 = t2e2 = 0. Calculating the Fitting Ideals of M we 

have: 

I2 (A) = (8, 4t, 2t2
, t3

) 

h (A) = (2, t, 4, t2
) = (2, t) 

R = Z[t] 

D 

Remark 1. 7 Since we can choose the same presentation matrix for any two R

isomorphic modules the Fitting Ideals of R-isomorphic modules are equal. We will 

see later that the converse of this statement is false; namely there exist R-modules 

with the same Fitting Invariants which are not isomorphic as R-modules. 

1.3 Fitting Length of a module 

We now look at the relationship between the sequence of Fitting Ideals we have 

derived. From the Laplace expansion formula for determinants (see [9], 107D), we 

can show that the sequences of Fitting Ideals associated to each finitely generated 

R-module, NI, is increasing. Let us consider Ir(A), for r 2 1. Let Br be any 

r x r su bmatrix of A. Then the Laplace Expansion formula for determinants tells us 

det Br can be written as a sum of products of s x s minors of Br times [r- s] x [r- s] 

minors of Br, for 0 :::; s :::; r. Hence: 
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If A is a presentation matrix for !VI with g generators, setting s = 1 we see that 

Ir(A) ~ J1(A)Ir-I(A) ~ Ir_1(A). Hence, we get a sequence of increasing Fitting 

Ideals: 

We can obtain a more refined sequence of increasing Fitting Ideals to the one above 

by noting that, for 0 :::; t :::; g - 1 we have: 

We see that, if M can be generated by g generators, then the sequence of Fitting 

Ideals always becomes trivial at the g-th Fitting Invariant, i.e. F9 (M) = R. We 

ask ourselves what is the least t such that Ft ( M) = R? This leads us to define the 

Fitting Length of a module. 

Definition 1.8 For any finitely generated R-module, M, the Fitting Length of !vi, 

which we denote by LR(Jv!), is the smallest integer t ~ 0 such that Ft(M) = R. 

We know that 

LR(M) :::; min{g is the cardinality of a generating set for M} 
g 

In fact equality does not always hold as the following example shows: 

Example 1.9 Let R = .Z[y'=6] and let J be the R-ideal J = (2, y'=6). Then 

viewed as a left R-module RJ has a minimal generating set of cardinality 2 and has 

relations: 
yC6x2-2xyC6 0 

3x2+v'=6xv'=6 0 

Hence, a presentation matrix for J as an R-module is simply: 

A= (yC6 -
2

) 
3 yC6 

Then, the Fitting Ideals are: 

Fo( J) (0) 

F1(J) R 
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So we have £R(J) = 1 < 2 in this case. 

D 

We will discuss Fitting Lengths in more detail in chapters 2 and 3. 

1.4 Applications 

In this section we give some uses of Fitting Invariants. Fitting Invariants can provide 

us with useful information about the structure of a module. We will see later that 

in some cases if we know all the Fitting information about a module then we can 

determine the stucture of the R-module completely (this is in fact the case when R 

is a Principal Ideal Domain). Even when this is not the case, the Fitting information 

can still help us to understand the structure of a module and we may be able to 

say something about the relationship between non-isomorphic modules when we 

compare the information from their Fitting Invariants. One frequent use of Fitting 

Invariants is to say something about the annihilator of a module. 

1.4.1 Annihilators 

First, we define the initial Fitting Ideal. 

Definition 1.10 The initial Fitting Ideal of a finitely generated R-module M is 

Fo(lv!). 

We then have the following theorem which gives us a relationship between the 

initial Fitting Ideal and annihilator of a module: 

Theorem 1.11 If M is a finitely generated R-module which can be generated by 

g generators then: 

Proof: 

[AnnR(l\1!)] 9 ~ F 0 (1\II) ~ AnnR(.M) 

where AnnR(M) = {r E Rirm = 0 V mE NI} 

See [13], Theorem 5, pages 60-61. 

D 
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Recent work done by Cornacchia and Greither in [2], shows that the initial 

Fitting Ideal of the Galois module of the ideal class group of a real abelian number 

field with prime power conductor is in fact equal to the initial Fitting Ideal of the 

Galois module of the units modulo the cyclotomic units of the number field. Here 

the Fitting Ideals are calculated in the group ring ZG, where G is an abelian group, 

so the group ring ZG is commutative. Thus, an estimate for the annihilator of the 

ideal class group as a ZG-module is obtained by calculating the initial Fitting Ideal 

of the Galois module of the units modulo cyclotomic units. In fact the initial Fitting 

Ideals give us a relation between these two ZG-modules which are non-isomorphic 

Galois modules; in fact they are not even isomorphic as abelian groups in general. 

We shall see later in Chapter 6 how we can generalise these ZG-Fitting Ideals to 

the case where G is a metacyclic group, so the group ring we are working with is 

non-commutative. The following example shows that we can sometimes find a better 

estimate for the annihilator than the initial Fitting Ideal. 

Example 1.12 Let us work in the polynomial ring R = Z[t] and consider the R

module M given by: 

M = R/(2) EB R/(6t) 

M has generators e1 , e2 with relations 2e1 = 0 and 6te2 = 0, so a presentation matrix 

for 1\!J is: 

Calculating the Fitting Ideals we have that: 

:F0 (M) = h(A) = (12t) and :F1 (111) = 11(A) = (2, 6t) = (2) 

Certainly, 12te1 = 0 and 12te2 = 0 which tells us that 

:Fo(M) ~ AnnR(l\1) 

But, now consider the quotient ideal (:F0 (NI) : :F1(JV1)), where for R-ideals I and Jl 

we have (I: J) = {r E R s.t. rJ ~ 1}. Here, 

:Fo(M) ~ (:Fo(M): :FI(l\1)) = (6t) = AnnR(JVI) 
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So in this example, the quotient ideal lies in the annihilator and it is a better 

estimate of the annihilator than the initial Fitting Ideal. However, the following 

example shows us that it is not always the case that (F0 (M): F 1 (M)) ~ AnnR(M). 

0 

Example 1.13 Consider the non-Dedekind ring, R = Z[yC3] and let 1 denote the 

R-ideal, 1 = (2, 1 + yC3). Consider the R-module: 

M = R/(2) EB R/1 

which has a presentation matrix 

2 0 

A= 0 1+-J=3 

0 2 

Calculating the Fitting ideals we obtain: 

Then: 

Fo(M) 

F1(M) 

(2(1 + yC3), 4) 

(2, 1 + .J=3) 

(2)1 = j2 

1 

since 1 + yC3 E 1 but 1 + yC3tj. AnnR(M). However, note here that 

and it may well be true in general that a power of the quotient ideal lies in the 

annihilator. 

0 

1.4.2 Alexander Ideals 

In Knot Theory, to each knot, or oriented link, we can associate a unique family of 

Fitting Ideals which are known as the Alexander Ideals of the knot. These arise as 

follows. 
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Working over the Laurent polynomial ring, R = Z[t, C 1
], the first homology 

group of the infinite cyclic cover of the complement of a knot, H 1 (X00 , Z), is an 

R-module, which is an invariant for the knot. The Alexander Ideals of the knot are 

then the determinantal ideals of a square presentation matrix for the R = Z[t, C 1
]

module, H 1 (X00 , Z). The Alexander polynomial of the knot is then defined to be the 

determinant of this square presentation matrix; hence, the initial Alexander Ideal is 

the principal ideal generated by the Alexander polynomial. There exist examples of 

different knots with the same Alexander polynomial which are also indistinguishable 

when considering the knot invariants of Jones, Kauffmann and HOMFLY. However, 

the higher Alexander Ideals may be different for these particular knots which tells 

us that the Alexander Ideals can be useful in distinguishing between these knots 

(for details see [14]), where the other invariants cannot. 

Given any R-ideal we ask does this ideal belong to a sequence of Alexander 

Ideals for some knot? Necessary and sufficient conditions for this to be true are 

given in [11]. However, given two or more R-ideals it is not yet known whether 

these ideals belong to the same family of Alexander Ideals for some knot (subject 

to the conditions for each ideal to belong to a family of Alexander Ideals for some 

knot). 

This leads us to a question in general, namely; for a general ring R, if we are 

given a sequence of one or more Fitting Ideals from an R-module, then what can we 

say about the remaining Fitting Ideals in the sequence? For example, suppose we 

know that two of the Fitting Invariants of a given module are equal then, can we 

say anything about the remaining Fitting Invariants? We will study this question 

further in section 2.4. 



Chapter 2 

Behaviour of Fitting Ideals with 

Module Theoretic Constructions 

In this chapter we consider how Fitting Invariants behave for certain module theo

retic constructions. We will consider the Fitting Invariants of exact sequences and 

direct sums of modules and also consider Fitting Ideals when we work over an in

flated ring. Section 2.4 is quite an important section as it considers localisation and 

shows that when the ring is Noetherian Fitting Ideals are a local phenomena- that 

is we can calculate the global Invariants from the local Invariants with respect to 

maximal ideals of the ring we are working in. This will become quite an important 

tool to use in our later work. We will prove that the sequence of Fitting Ideals is 

in fact strictly increasing for modules over commutative Noetherian rings (except 

where the ideals are zero or the whole ring). We end this chapter by considering 

how we can obtain another family of invariants for a module over a Dedekind ring, 

in terms of the initial Fitting Invariants of the alternating product of the module. 

As in chapter 1, we takeR to be a Noetherian commutative ring with a 1, unless 

stated otherwise. 

2.1 Free Modules 

Suppose the non-zero module l'v'I is a free R-module of rank g with generating set 

~ = { e1 , ... , e9 }. As AI/ is free the only relation for the generating set ~ is: 

12 
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Oe 1 + · · · + Oe9 = 0 

so a presentation matrix for .A1 is the 1 x g zero matrix, A = (0 · · · 0). Therefore, 

since I9_ 8 (Mi~) = I9 _ 8 (A) we have: 

Fs(NI) = { 
0 

R if s ~ g 

if 0 ::; s < g 

Hence, for free modules the Fitting Ideals are trivial. 

2.2 Exact sequences 

Here, we consider the relationship between the Fitting Ideals of modules in exact 

sequences. 

Theorem 2.1 For an exact sequence of finitely generated R-modules 

0---tL---tM---tN---tO 

we have for integers r, s ~ 0: 

Futhermore, if the above sequence splits, i.e. M = L EB N, then for each integer 

t ~ 0 we can write: 

:Ft(L EB N) = L Fr(L):Fs(N) (2.1) 
r+s=t 

Proof: 

See [13], pages 90-93. 

D 

We can obtain a stronger relationship between initial Fitting Ideals when N is 

an elementary module. 

Definition 2.2 We call N an elementary R-module if there exists a square presen

tation for N, that is there is a positive integer k such that: 
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is a presentation for N. 

In this case we get a multiplicative version of Theorem 2.1. 

Theorem 2.3 If N is an elementary R-module in the exact sequence of Theorem 

2.1 then: 

:Fo(L):Fo(N) = :Fo(M) 

and here :F0 (N) is a principal ideal generated by the determinant of the square 

presentation matrix. 

Proof: 

See [13), pages 80-81. 

0 

2.3 Ring Extension 

Let S be another Noetherian commutative ring with a 1 and let () : R ----t S be a ring 

homomorphism. We can make S into a right R-module by defining sr = sO(r) for 

all s E S, r E R. If RN is a finitely generated left R-module we can tensor over R to 

obtain a left S-module S 0R N which we call the extension of N over S. Then we 

have a relationship between the Fitting Ideals of N as an R-module and the Fitting 

Ideals of the extended moduleS 0R N as an S-module. 

Theorem 2.4 For any integer t 2 0 

Proof: 

Suppose 

is a presentation for N. Then, since (S 0R-) is a right exact functor the sequence: 

is exact. If the map o: is represented by a presentation matrix A = ( aij) then 

O(A)(= O(ai1)) is the presentation matrix for the extended moduleS 0R N, since 
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O(A) is a presentation matrix representing the map o/. But, then it is clear that, 

for each positive integer v ~ 0: 

O(Iv(A))S = Iv(O(A)) 

and we are done. 

D 

2.4 Localisation 

We now want to consider what happens when we just consider local Fitting In

variants. Can we retrieve the global Fitting information when the local Fitting 

information is known? If we let Op : R ---t Rp, where P is a maximal ideal of R, 

be the localisation map then Theorem 2.4 tells us that for any finitely generated 

R-module, M: 

(2.2) 

where we denote by Mp the extended module, Rp®RM· If we know the local Fitting 

Ideals (i.e. we know the RHS of equation (2.2)) for all maximal ideals, P, does this 

determine the global Fitting Ideals, :FtR(Jvi)? This is an important question because 

it is sometimes easier to calculate the local Fitting Ideals, for example where Rp is a 

PID, than the global Fitting Ideals. In fact we can answer yes to the above question 

if we take R to be a Noetherian ring as the following Theorem shows: 

Theorem 2.5 If R is a Noetherian ring then the local Fitting Ideals completely 

determine the global Fitting Ideals, Indeed, if we denote by Op the localisation 

map, Op : R ---t Rp, for P a maximal ideal of R and lv! is any finitely generated 

R-module, then: 

:FtR(M) = nepl(:FtRp(Mp)) 
p 

Furthermore, for any two finitely generated R-modules Nf and N then: 

Proof: 
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We need to prove that if I and J are R-ideals with Ip = ]p (where Ip = ()p(I)Rp) 

for all P then this tells us that I = J. Since R is Noetherian every R-ideal, I, can 

be represented as an irredundant primary decomposition: 
n 

where the Qi are primary ideals, fori= 1, ... , n (see [21], Theorem 4, page 209). We 

fix P and choose the Qi such that Qi n R\P = 0 for 1 ::; i ::; r and Qi n R\P =/:- 0 

for r + 1 ::; i ::; n. Then 
T 

i=l 

since (Qi)P = Rp for r + 1::; i::; n. Let 
T 

I(P) = n Qi which tells us that Ip = (I(P))P 
i=l 

Now, R\P is prime to I(P) since R\P is prime to each Qi for i = 1, ... , r. Thus, 

under the localisation map ()p : R ---+ Rp, I(P) is a contracted ideal (see [21], 

Theorem 15b, page 223). Hence, 

and so Ip must determine I(P). But, since 

I= ni(P) = ne?1 (Ip) 
p p 

we see that I p must determine I as P runs through the maximal ideals of R. Thus, 

Ip = Jp V P::::} I(P) = J(P) V P::::} I= J 

Now substitute I= J=l(M). 0 

One aspect of localisation is that we can say more precisely what the Fitting 

Length of a localised module is. Before we do this we need a lemma. 

Lemma 2.6 Let R be any commutative ring with a 1 and P some maximal ideal 

of R. If A is an m x h matrix with entries in the localised ring Rp satisfying 

Is(A) = Rp, for some positive integers such that 1 ::; s ::; h, then A can be brought 

to the form: 

A'=(*) 
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where As E M[m-s] x [h-s] ( Rp), by means of elementary row and column operations. 

Proof: 

See [13], Theorem 12, page 18. 

D 

We are now in a position to prove a result about Fitting Lengths. 

Theorem 2. 7 Let R be any commutative ring with a 1 and M some finitely gen

erated R-module. Then if Pis some maximal ideal of R we have: 

.CRp (Mp) = minimum number of generators of Mp over Rp 

Proof: 

Let h equal the minimum number of generators of Mp. Then we know that 

.CRp (Mp) :::; h. Suppose for a contradiction that .CRp (Mp) = h - s, for some 

positive integer s such that 1 :::; s :::; h. Then if A is a presentation matrix for Mp 

with respect to a minimum generating set of size h, we know that: 

Then Lemma 2.6 tells us that A can be brought to the form: 

Hence, the first s generators in this minimum generating set are redundant, so we 

have found a generating set of size h- s < h for Mp, a contradiction. 

D 

One consequence of Theorem 2. 7 is that we can refine the increasing sequence of 

Fitting Ideals we obtained in section 1.3 to obtain a strictly increasing sequence of 

Fitting Ideals. We obtain: 

Theorem 2.8 Suppose R is a Noetherian ring, A1 a finitely generated R-module 

and P runs through the maximal ideals of R. Then there is a maximal ideal Q of 

R such that: 
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for some positive integer h. Furthermore, if FtR(Jvf) =/:- (0) then we obtain a strictly 

increasing sequence of Fitting Ideals: 

Proof: 

We know from Theorem 2.5 that 

FtR(M) = n0?1(FtRp(Mp)) 
p 

so we obtain: 

Thus, there exists a maximal ideal Q of R such that: 

We know from Theorem 2. 7 that we can find some minimum generating set for MQ 

of size h such that LRQ(MQ) =h. We also know from equation (1.4) that: 

for 0::; s::; h- 1. But since LRQ(MQ) = h we must have: 

and therefore: 

where QRQ is the maximal ideal. Now suppose that we have: 

Then Nakayama's Lemma tells us that: 

which is a contradiction for s ~ t - 1. Thus, we must have: 
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for t - 1 ::; s ::; h - 1. Hence, we obtain a strictly increasing sequence of ideals in 

the local ring RQ: 

Now, we know that the local Fitting Ideals determine the global Fitting Ideals so 

we must have a strictly increasing sequence of ideals in the global ring R: 

as required. 

0 

We now return to the question we posed at the end of section 1.4.2 - that is, 

if any two Fitting Ideals in a sequence are equal then what can we say about the 

remaining Fitting Ideals in a sequence? Well, for Noetherian rings the equal Fitting 

Ideals must be trivial as the following corollary shows: 

Corollary 2.9 Suppose R is a Noetherian ring and M a finitely generated R

module with g generators. Then if we have: 

for some s such that 0 ::; s ::; g - 1, then we must have: 

Proof: 

Theorem 2.8 tells us that .CR(M) ::; s and hence :Ffl(M) = R. 

0 

An important theme throughout this work will be that of localising problems in 

order to simplify them. For example, by localisation we can express the annihilator 

of a projective R-module quite succinctly, as the following theorem shows: 

Theorem 2.10 Suppose R is a Noetherian ring and N is a projective R-module. 

Then: 

AnnR(N) = :F/;(N) 
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Proof: 

If we localise at any maximal ideal P of R then we know that, since N is 

projective over R, Np is a free Rp-module. Thus, either AnnRp(Np) = (0) or 

AnnRp(Np) = Rp. But, then Theorem 1.11 tells us that: 

Thus, 

AnnRp(Np) = (0) =? :F(;P(Np) = (0) = AnnRp(Np) 

AnnRp(Np) = Rp =? :F(;P(Np) = Rp = AnnRp(Np) 

2.5 Ring Inflation 

0 

Suppose J is an ideal of R and we know the Fitting Ideals of a finitely generated 

Rj ]-module, N. Is it possible to determine the Fitting ideals of the R-module, N? 

In other words, given Fitting Invariants in the ring R/ J can we find Fitting Ideals 

in the inflated ring, R? Before we answer these questions we first need a lemma. 

Lemma 2.11 If M is a finitely generated R-module, t ~ 0 a positive integer and 

1r J is the natural map 1r J : R --+ R/ J then: 

Proof: 

Since 

RjJ ®R !vi~ MjJM 

Theorem 2.4 tells us that: 

as required. 

D 
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Theorem 2.12 If N is an R/ J-module and t 2: 0 a positive integer then, consider

ing N as an R-module in the obvious way, we have: 

(2.3) 

Consequently, 

(2.4) 

But equality will not necessarily hold in (2.4). 

Proof: 

Lemma 2.11 tells us that 1r1 (:FtR(N))RjJ = :FtRfJ(NjJN) and since N = NjJN 

equation (2.3) follows. 

We know that :FtR(N) ~ 7r .. /(:FtRfJ (N)) and that there exists a one-one corre

spondence between ideals of R/ J and ideals of R containing J, so equality holds in 

(2.4) if and only if :FtR(N) 2 J. This is not always the case as we can see in the 

following counter-example. 

Example 2.13 Suppose R = Z[t], J = (t) and B is a presentation matrix for N as 

an R/ J-module where: 

Then B is a presentation matrix for N as an R-module where: 

Then 

and therefore, 

B= 

2 0 

0 2 

t 0 

0 t 

:F(;(N) = (4,2t,t2
) i (t) = J 

and so equality does not hold for equation (2.4) in this case. 

D 
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Suppose now that we are given the Fitting Ideals of Jvf as an R-module. Consider 

the RIJ-module, MIJM. We know from Lemma 2.11 how to calculate the Fitting 

Ideals of M I FA1 as an Rl ]-module. The following theorem tells us how we can go 

a step further and calculate the Fitting Ideals of M I J !11 in the inflated ring, R. 

Theorem 2.14 Let nM be a finitely generated left R-module with g generators. 

Then, for any integer r, such that 0 :=:; r :=:; g, we have that: 
r 

F:_r(lvf I J M) = L r-t ;::_t(M) 
t=O 

Proof: 

Let B = (bij) be an m x g presentation matrix for the left R-module, M with 

respect to the generating set, ~ = { ej }, for j = 1, ... , g and for some bi,j E R. If C 

is the presentation matrix for M I J M as an R-module then we need to prove that: 
r 

Ir(C) = L r-tlt(B) 
t=O 

From section 2.4 we know that B = (bij) is a presentation matrix for Ml J Mas an 

Rl ]-module. Note that ~ = { ej} is a generating set for M I J M as an R-module. 

Suppose J = (x1 , ... , xs)R for some Xk E R, fork = 1, ... , s. If we let D denote the 

sg x g matrix 

D= 

and C denote the [m + sg] x g matrix 

then we claim that C is indeed the presentation matrix for M I J M as an R-module. 

Note that every row of C is a row relation for M I J M with respect to the generating 

set~' since 

which tells us that: 

g 

Lbijej=O 
j=l 

g 

Lbijej = 0 
j=l 
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and we also have xkej = 0 for j = 1, ... ,g. We now need to show every row relation 

is an R-linear combination of the rows of C. Suppose we have a relation 

then we have: 

g 

Lriei = 0 for some rj E R 
j=l 

g 

Lriei = 0 
j=l 

Hence, the row vector (rl? ... , r 9 ) is an R/ ]-linear combination of the rows of B, say 

m 

(r1, ... , r9 ) = L "Xi("bil, ... , bi9 ) 

i=l 

for some "Xi E Rj J. We then have 

m m 

fj = L >:ibij ::::} Tj = L )..ibij + Yj 

i=l i=l 

for some Yi E J. Thus, we can write 

m s 

Tj = L )..ibij + L /-lkjXk 

i=l k=l 

for some /-lkj E R. Hence, 

m 9 s 

(r1, ... , r 9 ) = L >..i(bil, ... , bi9 ) + L L /-lkj(O, ... , 0, Xk, 0, ... , O)j 
i=l j=l k=l 

where (0, ... , 0, xk, 0, ... , O)j is a row vector consisting of Xk in the lh column and 

zeroes elsewhere, and we have written (r1 , ... , r 9 ) as an R-linear combination of the 

rows of C. Thus, Cis indeed a presentation matrix for MjJM as an R-module. 

Now, we set out to prove the formula. 

Consider the case r · 0: then 10 (C) = R = 10 (B) 

Consider the case r = 1: then h (C) = (b11 , ... , bm9 , x1, ... , xs) = / 1 (B) + J, so 

we can see the formula holds for r = 0, 1. 

Consider the case r 2: J2 (C) is generated by all the 2 x 2 minors of C. Such 

a minor must be either: 

1. A 2 x 2 minor of B, i.e. it belongs to h(B); or 

2. A 2 x 2 minor of D, i.e. it belongs to J2; or 
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3. The determinant of a 2 x 2 matrix, E 2 say, which is made up as a 1 x 2 

submatrix of B and a 1 x 2 submatrix of D. 

For det E2 :f. 0, E2 must be of the form 

for some i,j,u,u' with u # u'. So, det E2 = Xjbiu E Jh(B) and we have 

For the reverse inclusion it is clear J2 ~ /2 (C) and / 2 (B) ~ / 2 (C), so it remains to 

check whether Jh(B) ~ / 2 (C). Well, each generator of JI1 (B) must be of the form 

x1biw for some l, i, w. But, we can always find a 2 x 2 submatrix of C of the form: 

for some w' such that w # w'. Hence, taking the determinant of this submatrix 

we see that det E~ = x1biw E / 2 (C) which tells us that Jh(B) ~ / 2 (C) and thus 

equality holds and the formula is true for r = 2. 

Consider the case 2 ::; r ::; g: Ir (C) is generated by all the r x r minors of C. 

Such a minor must be either: 

1. An r x r minor of B, i.e. it belongs to Ir(B); or 

2. An r X r minor of D, i.e. it belongs to r; or 

3. The determinant of a r x r matrix, Er say, which is made up as at x r sub matrix 

of B, which we can call Bt, and a [r- t] x r submatrix of D, which we can 

call Dr-t, with 1 ::; t ::; r - 1. 

Thus, we write: 

and using the Laplace Expansion formula for determinants (see section 1.3), we see 

that det Er can be written as a sum oft x t minors of Bt times [r - t] x [r - t] 

minors of Dr-t· Hence, det ErE lt(B)Jr-t and thus Ir(C) ~ L~=O r-tlt(B). 
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For the reverse inclusion it is clear F ~ Ir(C) and Ir(B) ~ Ir(C), so it remains 

to check whether r-tlt(B) ~ Ir(C) ' for 1 :::; t :::; T- 1. Well, each generator of 

r-tit(B) must be the determinant of an [r- t] x [r- t] submatrix of D, which we 

call D~_t, times the determinant of a t x t submatrix of B, which we call B~. So. 

such a generator must be of the form det E~ = det B: det D~-t where: 

(
B' B") E' = t t 

r 

0 D~-t 

and where B~' is some t x [r- t] submatrix of B. But, E~ is an r x r submatrix of C 

(up to permutation of columns), so we have det E~ E Ir(C) and hence r-tlt(B) ~ 

Ir(C). Thus equality holds and our formula holds for 2:::; r:::; g. 

0 

2.6 Alternating Products 

For each finitely generated R-module M, we have associated to it a unique family 

of Fitting Invariants, Ft(M), for t ~ 0. In this section we ask whether we can 

obtain a different family of Invariants which is better or easier to use. For example, 

we know that the initial Fitting Ideal F0 (M), is quite useful - it annihilates the 

underlying module and for elementary modules it is a principal ideal generated by 

the determinant of the square presentation matrix. Can we obtain Invariants just 

in terms of initial Fitting Ideals? One avenue of investigation is to consider the 

alternating product of a module. We will show that for R a Dedekind domain we 

can express the annihilator and higher Fitting Ideals of a torsion R-module in terms 

of the initial Fitting Ideal of the r-th alternating product of the module. Suppose 

M is a torsion R-module and denote by 1\r M the r-th alternating product of M, 

for some r E N U { 0}. Suppose M is generated by n generators with m relations so 

we have a map: 

which is represented by some presentation matrix A E Mmxn(R). Then the map 

between r-th exterior powers is given by: 
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which is represented by the r-th exterior power of the matrix A, which we denote by 

A(r). In fact A(r) is the matrix whose entries are the r x r minors of A (see [12], page 

739). Thus, the entries in A(r) generate the (n- r)-th Fitting Ideal, Fn-r(M). So 

we can see there is some relationship between determinantal ideals of a presentation 

matrix and determinantal ideals of the exterior powers of the matrix. 

We know from section 2.4 that we only need to calculate local Fitting Invariants 

so we will assume that R is a local Dedekind ring, hence PID. Thus, we can represent 

each finitely generated R-torsion module as a sum of cyclic modules, where the 

representation is arranged so that each torsion coefficient divides the next. Let P 

be the unique maximal ideal of R which is generated by some prime element 71'. 

Then we can write each torsion R-module, M, as a direct sum of cyclic modules: 

n 

M = E9 R/ pr; where ri are positive integers s.t. r1 :S r2 :::; · · · :::; rn 
i=1 

2.6.1 Initial Fitting Invariants 

We firstly consider what we can say about the initial Fitting Ideals of the exterior 

powers of the module. As the following theorem shows we can obtain an increasing 

sequence of Invariants in terms of the initial Fitting Ideals of the alternating product: 

Theorem 2.15 Let R be a local Dedekind domain and M a finitely generated 

torsion R-module with n generators then: 

Fo(f\ ~ M) ~ Fo(f\ ~+ 1 M) ~ · · · ~ Fo(f\ ~+t M) ~ · · · ~ Fo(f\ n-
1 
M) ~ Fo(f\ n M) 

for n even and l s.t. 0 :::; l :::; ~' and 

n-1 !!.±.! n-1 +I n-1 n 

F0(f\ 
2 

M) ~ Fo(f\ 
2 

M) ~ · · · ~ Fo(f\ 
2 

M) ~ · · · ~ Fo(f\ M) ~ Fo(f\ M) 

for n odd and l s.t. 0:::; l:::; nt1
. 

Proof: 

Since 
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for 1 ::::; i,j ::::; n, it can be shown that: 

1\lM -- n~-=1+11 (nl --1i) ~ R/ pr; for 1 ::::; l ::::; n 

where 

(:) - (m :!s)s! 

is the binomial coefficient form, s E Nu {0}. Thus, calculating initial Fitting Ideals 

we obtain: 

Fo(/\
1 
M) = pL.?~i+ 1 (7~;)r; and Fo(/\ n M) = pr1 

Note here that if we know Fo(l\1 M), for 1 ::::; l ::::; n, this sequence of Fitting Invariants 

enables us to determine the ri, i.e. we can determine the torsion coefficients of M 

(see section 3.2 for more details). 

Suppose now that n is even so we can write n = 2m for some m E N. We will 

show that F0(/\ m+l M) ~ :F0 (1\ m+l+l M) for 0 ::::; l ::::; m- 1. Well, 

and since 

1\
m+l 

Fo( lv!) = 

m+l+l 
Fo(l\ M) = 

'>'m-1+1 ( 2m-i ) 
pL.,i=1 m+l-1 r; 

'>'m-1 (2m-i) 
pwi=I m+l Ti 

(~: z-_\) ~ (2;;: ;/) 
fori ~ 1- 2l, which holds since i ~ 1, we obtain F0 (/\ m+l M) ~ :F0 (1\ m+l+l M) for 

0 ::::; l ::::; m - 1, as required. Thus, we obtain the sequence: 

for n even. 

Suppose now that n is odd so we can write n = 2m+ 1 for some m E N. We will 

show that F0 (/\ m+l M) ~ :F0 (1\ m+l+t M) for 0 ::::; l ::::; m. Well, 

1\
m+l 

Fo( M) = 

m+l+l 
Fo(l\ lvf) = 

and since 

(
2m+ 1- i) 
m+l-1 

'>'~-1+2 (2m+1-i)r. PL.,•=l m+l-1 • 

'>'m-1+1 (2m+1-i)r· 
pL.Ji=l m+l t 

> (2m+ 1- i) 
m+l 
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for i ~ 2- 2l we obtain F 0 (1\ m+l M) ~ F 0 (1\ m+l+l M) for 1 ::; l ::; m. So it remains 

to consider the case l = 0. Now, for l = 0, we have: 

"m+2 (2m+l-i)r· pwt=l nl-1 l 

"m+l (2m+l-i)r· 
pL.....t=l m 1 

We claim that 

~ Cmrr~-1 1- i) _~em :1- i) = 0 

Suppose our claim is true. Then, since r 1 ::; 0 

• 

0 

::; r m+2 and e:~\-i) ~ Cm~l-i) for 

i ~ 2, we must have: 

min{~ Cmm+~ 1-} _ ~ cm:1-}·} 
occurs when r 1 = r 2 = · 0 

• = rm+l = Tm+2 = r, for some r. Thus, the minimum 

value is: 

{~ Cmm+_1;i)-~ cm:1-i) }r=O 
since we are assuming the claim is true. Then this last result tells us that: 

To prove the claim let r = m - i + 1 so we want to calculate: 

1+ t, (~:;) _ t, (m:r) 
Now, 

t (m + r + 1) _ t (m + r) = t (m + r) = ·(2m+ 1) = (2m+ 1) 
r=O r + 1 r=O r + 1 r=O r m m + 1 

and thus 

t (m+r) = t (m+r+1) _ (2m+1) = t (m+r) 
r=O r + 1 r=O r + 1 m + 1 r=l r 

which tells us that 

as required. Thus we obtain the sequence: 
n-1 n+1 n-1 +l n-1 n 

Fo((\ 
2 

NJ) ~ F0((\ 
2 

M) ~ · · · ~ Fo((\ 
2 

!VI) ~ · · · ~ Fo((\ M) ~ Fo((\ lv!) 

for n odd. 

0 
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2.6.2 Annihilators 

We now show how we can express the annihilator of a module in terms of the initial 

Fitting Ideals of the alternating product of the module. 

Theorem 2.16 Let R be a local Dedekind domain and 1\1! a finitely generated 

torsion R-module with n generators then: 

n I 

Annn(l\1!) = IT[Fo(/\ M))(-1
)
1
+

1 

1=1 

Proof: 

From the proof of Theorem 2.15 we know that Annn(M) = prn, since we have 

r 1 :::;: r 2 :::;: · • · :::;: rn, and that we can determine the ri from .1"0 (/\
1 M) for 1::; l:::;: n. 

In fact since we know that: 

1\
l 'l;"""'n-1+1 (n-i) 

.1"0 ( M) = PL..i= 1 1-1 r; for 1 :::;: l :::;: n 

we obtain: 
n I 

IT[Fo(/\ M))(-1)1+1 = P' 
1=1 

where 

'Y = ~ n~I (-1)1+1 (~ ~ ;)r; + (-lt+1
r 1 

Now, the coefficient of r 1 in 1 is obtained from all exterior l-th powers where l 

satisfies 1 :::;: l ::; n. So, the required coefficient is: 

If we now consider 

and let r = l - 1 we get: 

Hence, the coefficient ofr1 in 1 is (-1)n+(-1)n+l = 0. Next, the coefficient ofri in 

1, for 1 < i < n is obtained from those exterior l-th powers where 1 :::;: l :::;: n- i + 1. 
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So, the required coefficient is: 

Lastly, the coefficient of r n in 1 only comes from the 1-st exterior power and the 

coefficient is simply 1. Thus we have shown that 1 = rn as required. 

0 

2.6.3 Higher Fitting Invariants 

In this subsection we deduce the higher Fitting Invariants from the initial Fitting 

Ideals of the alternating product of a module. Before we state and prove a theorem 

about the higher Fitting Invariants we need a lemma concerning the sums of binomial 

coefficients. 

Lemma 2.17 For l, k, s non-negative integers: 
k 

"'""'(l + k) (s + l-1) (-l)s = 1 
~ s+l l-1 
s=O 

Proof: 

We have that for positive integers, t, w: 

(I+y)-' ~C~~~w)yw(-1lw (2.5) 

(l+y)' ~ t. (~)Yw (2.6) 

In equation (2.5) put t = l, s = w and y = x to obtain: 

(1 + x)-1 ~ t, (s; ~ ~ 1)x'(-I)' + .t.t (s; ~ ~ 1)x'(-I)' 

and in equation (2.6) put t = l + k and y = ~ to obtain: 

(I+ ~rk ~ ~ c:k)x-w+~ c: k)x-w ~ ~ c: k)x-w+ t, (~:~)x-(HI) 
when we substitute w = s + l in the second summation. Now, 

( 
1 )l+k 

1 + -;; (1 + xt1 
= [t, (~: ~)x-1•+1) + ~ c: k)x-w] 
X [t, (s; ~ ~ 1)x'(-l)' + .t.

1 

(s; ~ ~ 1)x'(-1)'] 
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Hence the coefficient of x-1 in the RHS of the above equation is: 

k L (l + k) (s + l- 1) ( _1Y 
s+l l-1 

s=O 

However, the coefficient of x-1 in 

is equal to 1, and we thus obtain: 

k L (l + k) (s + l- 1) ( _ 1)s = 1 
s+l l-1 

s=O 

0 

We now have the following theorem which shows the relationship between higher 

Fitting Ideals and the initial Fitting Ideals of the alternating product of a module. 

Theorem 2.18 Let R be a local Dedekind domain and M a finitely generated 

torsion R-module with n generators then, for 0 ~ l ~ n: 

n 

:FI(M) = IT [:Fo(Ar M)Ji3r 
r=l+l 

where 

Proof: 

We know that 
A T "'n-r+l (n-i) :Fo(, \ M) = PL-i=l r-1 Ti 

Hence, 
n 

II [:Fo(A r M)J!3r = p-r 
r=l+l 

where 

F "~I [n~J (~ ~ ;)r;] G ~ D (-1)"-1+1 

Now, the coefficient of ri, fori = 1, ... , n- l, in 1 is: 

n~l (n- i) (r- 2) ( -1r-l+l = 1 
L....t r-1 l-1 

r=l+l 
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(by substituting s = r- l- 1 and k =n-i-l in Lemma 2.17). Thus, 

n-l n 

"( = L ri =? II [Fo((\r NI)]f3r = p'£?~11 

r; = F1(M) 
i=l r=l+l 

as required. 

0 

2.6.4 Elementary Modules 

To end this section we briefly study elementary modules and see whether we can 

say anything further about these particular modules and their relationship with the 

alternating product. Suppose that E is an elementary R-module, so there exists n E 

N such that the sequence: 

is a presentation for E. We now ask whether the sequence: 

is exact? The following counter-example shows that this is not always the case. 

Example 2.19 Suppose E is the R-module: E = R/ PtBR/ P 2
• Then a presentation 

forE is: 

where a is given by the presentation matrix 

and where 1r R = P. Now 1\2 E = R/ P so we get a sequence: 

Now if Sis any commutative ring with a 1 and the map 'Y : sn ---+ sn is represented 

by the matrix B, then we know the map /\r 'Y : /\r sn ---+ 1\r sn is given by the 
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r-th exterior power of B, namely B(r). Thus, returning to our example, A (2) = ( 1r3) 

represents (\ 2 a. Hence: 

2 2 
Im (\ a = P 3 =/= P = ker (\ o 

and the sequence is not exact. 

0 

However, we can still obtain an exact sequence after taking the alternating prod

uct by defining a new module. Suppose N is any finitely generated S-module (not 

necessarily elementary) with presentation: 

where a is given by the presentation matrix A. If we now let A(r)(N) = coker (\r a, 

then, for r ::; g: 

is an exact sequence of S-modules. However, A(r)(N) is not an invariant of N as 

it depends on the number of generators used in the presentation. Consider the 

following example: 

Example 2.20 Let N be an S-module with presentation: 

So, we obtain: 

and (\ 2 a is given by the presentation matrix A (2) = ( det A). But of course we can 

obtain another presentation for N by just adding a redundant generator to get: 

where (3 is given by the presentation matrix: 

B = ( ~ ~) 
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Then we obtain: 

B(2) = (de~ A :) 

and calculating Fitting Invariants we see that: 

:F0 (B(2)(N)) = (detA) 2 =1- (detA) = :F0 (A(2)(N))::::} B(2}(N) ~ A(2)(N) asS-modules 

0 

These results work for local Dedekind rings since, after localising, we can rear

range the cyclic summands of a torsion module such that the torsion coefficients 

divide each other. For rings where this arrangement is not possible we can maybe 

obtain some similar results to the ones above. However, we leave this study as an 

area for future possible research. Instead we investigate in chapter 3 how useful 

our Fitting Invariants really are and we consider what information they can tell us 

about the underlying module structure. 



Chapter 3 

Determination of the Module 

In this chapter we consider how the Fitting information can be used to determine 

the structure of a module. We will see that for certain rings, such as Principal 

Ideal Domains and Dedekind rings, if we know what the Fitting Ideals of a module 

are, then we can completely determine the underlying module. For other rings the 

Fitting information may tell us something useful about the module and its relation 

with other modules over that particular ring, but it may not tell us the whole picture. 

We firstly look at cyclic modules. 

3.1 Cyclic modules 

A cyclic R-module, M is of the form M = R/ J for some R-ideal J. As this module 

has only one generator, Theorem 1.11 tells us that F0 (M) = AnnR(M) = J and 

Ft(M) = R fort > 0. So, if we have two cyclic modules M and N with the same 

Fitting Ideals we have M = R/F0 (M) = R/F0 (N) = N. Hence, the Fitting Ideals 

completely determine cyclic modules. 

3.2 Principal Ideal Domains (PIDs) 

Suppose now that we are working in a PID, R. For any finitely generated torsion 

module over R the Fitting information completely determines the module structure. 

35 
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Theorem 3.1 Let M be a finitely generated torsion module over a PID, R. Then 

the Fitting Ideals over R uniquely determine the module structure of M. 

Proof: 

M can be written as a sum of cyclic modules over R, namely: 

g 

M = E9 Rf(di) where d1 I d2 I · · · I dg-l I d9 

i=l 

The { di}f=1 E Rare the torsion coefficients of M. So a presentation matrix for M 

is the diagonal matrix, A, where: 

A= 
0 

0 0 dg 

Calculating the Fitting Ideals we have: 

Fo(M) = (d1 · · · d9 ) 

F1 (M) = (d1 · · · d9_I) 

F 9-1 (M) = (di) 

:F9 (M) = R 

We ask how, if we know this Fitting information, we can then find the torsion 

coefficients? Well, if we simply consider quotients of these Fitting Ideals we can 

indeed retrieve the torsion coefficients of the underlying module. Calculating the 
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quotient ideals we obtain: 

(Fo(M) : F 1 (M)) = (d9 ) 

(F1(M): F2(Jv!)) = (d9-1) 
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Hence, the Fitting Ideals completely determine the torsion coefficients of the module 

and we can write: 
g-1 

M = EB R/(Fi(M) : Fi+l(M)) 
i=O 

0 

Remark 3.2 From the above analysis we can see that, working over a PID, the quo

tients of successive Fitting Ideals generalise the invariant factors of a finite abelian 

group, or finitely generated Z-module. We also note that the initial Fitting Ideal 

F 0 , generalises the order of a finite abelian group. 

3.3 Dedekind Rings 

We can do a similar thing for Dedekind rings and use the Fitting Ideals to tell us 

the underlying structure of torsion modules. 

Theorem 3.3 Let R be a Dedekind Ring and M a torsion R-module. Then the 

R-ideals Ft(M), fort ~ 0, uniquely determine M. 

Proof: 

As R is Dedekind we can write the initial Fitting Ideal F0 (M) as a product of 

prime ideals in R, say, 

r 

F 0 ( M) = IJ Pt; for some distinct prime ideals Pi and ai E N 
i=1 
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Since F0 (.M) ~ AnnR(M) we have F0 (M)M = {0}. Then the Chinese Remainder 

theorem tells us that: 
r 

M = MI{O} = MI[F0 (M)M] = IJ MI[Pt; M] 
i=l 

Suppose now that N is another torsion R-module with the same Fitting Ideals as 

.A1. We must show that M and N are isomorphic R-modules. Let Ji = Pt; for 

i = 1, ... , r, then we firstly show that 

as R-modules. Now, Theorem 2.14 tells us that the Fitting Ideals of MjJiM as an 

R-module can be calculated from the Fitting Ideals of Mas an R-module. Since M 

and N have the same Fitting Ideals this tells us that M I JiM and N I JiN have the 

same Fitting Ideals. If we now localise at a prime ideal Pi then equation (2.2) tells 

us that: 

Since R is Dedekind the ring RP; is a PID. Therefore, we know from Theorem 3.1 

that, since the Fitting Ideals in a PID determine the module uniquely, 

as Rp;-modules. But then (see [16), Theorem 3.13, page 36), there is an Rp;

isomorphism: 

and therefore 

as Rg-modules. Hence 

as R-modules. Therefore, we obtain: 

r r 

i=l i=l 

Hence, we have shown that the Fitting Ideals in a Dedekind ring uniquely determine 

the underlying torsion module. 
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0 

However, for torsion-free modules over Dedekind rings which are not PIDs we 

will show the Fitting Ideals do not determine the module structure. We first consider 

a theorem about the Fitting Invariants of R-ideals. 

Theorem 3.4 Let R be a Dedekind ring and I be an R-ideal. Then: 

:Fo(I) (0) 

:Ft(I) R fort ~ 1 

Proof: 

I is a torsion-free R-module so we must have :F0(I) = (0). Now, we know from 

Theorem 2.5 that if P runs through the prime ideals of R then: 

But, since R is a Dedekind ring we know Rp is a PID so each I p can be generated 

by one generator. Thus, LRp(lp) = 1 for all P, which tells us £R(I) = 1. Hence, 

:Ft(I) = R fort ~ 1. 

0 

Corollary 3.5 Let R be a Dedekind ring which is not a PID. Then the Fitting 

Ideals of torsion-free modules over R do not determine the module. 

Proof: 

We can easily choose an R-ideal I which is not isomorphic to R when viewed as 

R-modules. Then we know from Theorem 3.4 that: 

(0) 

R 

:Fo(R) 

:Ft(R) for t ~ 1 

But, I is not isormorphic to R as R-modules so the Fitting Ideals do not determine 

the module. 

0 
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3.4 Non-Dedekind Rings 

When we work over non-Dedekind rings the Fitting Invariants do not determine the 

module structure. Let us return to example 1.13 and work in the ring R = Z[y'=3J, 

which is not integrally closed in Q[J -3], so is non-Dedekind. As before, let J = 

(2, 1 + y'=3) and let M be the R-module: 

M = R/(2) EB R/J 

Now if we let N be the R-module, 

N = R/JEBR/J 

then, on calculating the Fitting Ideals of M and N using the direct sum formula, 

equation (2.1), we obtain: 

(0) =/:- F0 (M) = (2)J = J 2 = F0 (N) and F 1 (M) = (2) + J = J = F 1 (N) 

Thus, M and N are torsion R-modules with the same R-Fitting Invariants, however, 

they are not isomorphic as R-modules. In fact they are not even isomorphic as Z

modules. If we let ."D"n denote the ring of integers modulo n, then we find that as 

Z-modules 

under the Z-module homomorphism: 

a+ b..;=3 H a - b(mod 2) 

and 

under the Z-module homomorphism: 

a+ b..;=3 H (a(mod 2), b(mod 2)) 

Hence as Z-modules, 
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which are non-isomorphic Z-modules. So, M and N cannot be isomorphic as R

modules and the Fitting Ideals of torsion modules in non-Dedekind rings do not 

determine the module structure. However, note that in this example, the Fitting 

machinery is still useful. Firstly, we have a relationship between M and N as R

modules, in terms of equal Fitting Invariants. Secondly, we have a relationship 

between them as Z-modules or Abelian Groups, which again can be expressed in 

terms of Fitting Invariants; here the Fitting Invariants are not equal so they tell us M 

and N are different as Abelian Groups. In general, we may have two non-isomorphic 

R-modules with the same R-Fitting Invariants and try to find some subring S of R, 

such that the S- Fitting Ideals are not equal. 

3.5 Unique Factorisation Domains (UFDs) 

We saw in section 3.4 that for torsion modules over the ring Z[ J=3], which is not 

a UFD, the Fitting Ideals do not determine the module structure. Indeed even for 

torsion modules over UFDs we still cannot use the Fitting Invariants to tell us about 

the module structure as the following counter-example shows. 

Example 3.6 Let R be the polynomial ring R = Z[t] over the indeterminate t. Let 

I= (2, t) and J = (4, t 2 ) be R-ideals. Further, let 

M = R/I {f) RjJ 

N = R/ I {f) R/ I 2 

be torsion R-modules. Then, calculating Fitting Invariants we obtain: 

( 0) =I :F0 ( M) = I J = I 3 = :F0 ( N) and :F1 ( M) = I + J = I = I + I 2 = :F1 ( N) 

Thus, M and N are R-torsion modules with the same R-Fitting Invariants. However, 

we will show that they are not isomorphic as R-modules. A presentation matrix for 

!vi with respect to generators { e1 , e2 } is: 

2 0 

t 0 
A= 

0 4 

0 t 2 
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and a presentation matrix for N with respect to generators {h, h} is: 

2 0 

t 0 

B = 0 4 

0 2t 

0 t2 

42 

Suppose for a contradiction that in fact M is isomorphic toN as R-modules. Then 

there exists an R-isomorphism c/> : N ---+ M, such that: 

c/>(r h + sh) = e2 for some r, s E R 

Thus: 

0 = c/>(2t[r h + sh]) = 2te2 

and the hence row (0, 2t) is a row relation for M with respect to generators { e1 , e2 } 

and therefore must be an R-linear combination of the rows of A. But, 2t t/:. ( 4, t2
) so 

we have our contradiction and no such isomorphism can exist. So we see that there 

exist torsion modules over UFDs where the Fitting information does not determine 

what the underlying module is. 

0 



Chapter 4 

Modules over Group Rings 

In this chapter we turn our attention to the group ring A= ZG, where G is a cyclic 

group of order pk. We wish to calculate the Fitting Invariants of all A-lattices, M. 

Each such M is a direct sum of indecomposable A-lattices so we do this by calculating 

the Fitting Invariants of each such indecomposable. Once we have calculated the 

Fitting Ideals of the indecomposables we will investigate how useful they are in 

telling us about the underlying structure of the A-lattices. In fact in the case k = 1, 

we prove in Theorem 4.2 that the Fitting Ideals uniquely determine the structure 

of A-lattices. We first define what we mean by a lattice. 

Definition 4.1 Let R be a commutative ring with a 1. Then an R-lattice is a 

finitely generated projective R-module. In the commutative group ring RG an RG

lattice is an RG-module whose underlying R-module is an R-lattice. 

Note that if R is a Dedekind ring then a module is an R-lattice if and only if 

it is a finitely generated torsion-free module. In fact if we allow Z-torsion modules 

then there are infinitely many non-isomorphic indecomposable ZG-modules. Of 

course in the case G = {1} non-isomorphic modules are determined by the Fitting 

Ideals (see Theorem 3.1) but this seems unlikely to be true for more general G. So 

we will study A-modules which are torsion-free as Z-modules, in cases where there 

are only finitely many indecomposables. We know from Theorem 2.5 that the local 

Fitting Invariants will determine the global Fitting Invariants in this case. So we will 

43 
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work locally over the ring Ap = ZpCpk· Now, the Krull-Schmidt-Azumaya (KSA) 

Theorem (see [3], page 128), tells us that every Ap-lattice can be written as a sum of 

indecomposable Ap-lattices, so we will study the indecomposable Ap-lattices. In fact 

M is an indecomposable A-lattice if and only if Mp is an indecomposable Ap-lattice, 

so global indecomposables are equivalent to local indecomposables. Indeed, once we 

have determined Mp this determines Mq, for q an integer prime not equal top. So 

we only need consider localising at the integer prime p. 
Throughout let wk be a primitive pk-th root of unity and <Ppk (X) denote the 

cyclotomic polynomial of order pk over the indeterminate X. We first consider the 

indecomposables when k = 1 and we are working in the group ring 'llpCp. 

4.1 Fitting Invariants of 7lpCp - lattices 

In this section let A = ZCP and let Cp =< z >. We know from [4] and [15] that 

every indecomposable Ap-lattice is isomorphic to one of the following: 

3. the non-split extensions of Zp[w1] over 'llp· In fact it can be shown that these 

are all isomorphic to 'llpCp 

We can easily calculate Fitting Invariants of these indecomposables. 

1. Zp[wl] ~ Apf<Pp(z)Ap, so .rtp('llp[wl]) = (<Pp(z))Ap and FtAp(Zp[w1]) = Ap, for 

t > 0; 
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We see that each indecomposable AP-lattice is either an indecomposable cyclic mod

ule or the whole ring. Thus, each finitely generated Ap-lattice, M, can be written 

as a sum of cyclic modules: 

for some a, b, c E N U { 0}. We now prove the Fitting Ideals uniquely determine the 

lattice. 

Theorem 4.2 The Fitting Ideals of a finitely generated Ap = ZpCp-lattice uniquely 

determine the lattice. 

Proof: 

First note that we can generalise the direct sum formula (see Theorem 2.1) to: 

Ft(MlEB"·EBMr)= L Fn1 (Ml) ... Fn,(Mr) ( 4.1) 
ni+ .. ·+nr=t 

for modules Mi and where t 2 0 and ni 2 0, for i = 1, ... , r. Let l = LAp(A1). 

Then, fort= a+ b + c we see from equation (4.1) that: 

If t < a+ b + c then FtAp(M) contains the zero ideal (since (z- 1)<I>p(z) = 0), or 

non-zero ideals strictly contained in Ap. Thus, 

l=a+b+c 

Next, let the s-th Fitting Ideal be the first non-zero Fitting Ideal, i.e. (0) =/= .r:P(M). 

Then using (4.1) again, we see that if t = c +min( a, b) then 

which is a non-zero ideal. For t < c + min( a, b), FtAp ( A1) contains only zero ideals. 

Hence: 

Then: 

s = c + min( a, b) 

for a> b 

( z - 1) b for a < b 

((<I>p(z))a, (z- 1)a) for a= b 
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If a= b then F~P(M) determines a and we know c =s-a. Now suppose a> b so 

F..~P ( M) determines a. Then using ( 4.1) we find that: 

and 

so we can determine c and b. We can do a similar thing for a < b. 

0 

In the next section we will see what the Fitting Invariants tell us when G is a 

cyclic group of order p2 . 

Now let A= 'llCp2. From the work of Heller and Reiner [7] we know we can classify 

all indecompoable ZCP2 - lattices. Let us denote by (A, B) the non-split extensions 

of A over B as Ap-modules. Then, working locally there are exacly 4p + 1 non

isomorphic indecomposable Ap-lattices as follows (see [3], page 736): 

2. The indecomposable lattices in: 

3. The indecomposable lattices in: 



47 

The Fitting Ideals of the lattices in 1. are straightforward to calculate as they are 

just Fitting Ideals of cyclic modules. In order to illustrate the type of techniques 

used, we will only consider how to calculate Fitting Ideals for the indecomposable 

lattices in (Zp[w2], Zp), (Zp[w2], ZpCp) and (Zp[w2], Zp EEl ZpCp)· The Fitting Ideals 

of the remaining indecomposable lattices in 2. and 3. can then be calculated using 

similar methods. Now, let CPz =< x > and Cp =< z >. We first consider: 

The following sequence, E 1 , is a non-split exact sequence: 

where N is the Ap-ideal, N = ((x- l)<I>pz(x)) and 

In fact every non-split extensions of Zp[w2) over Zp is isomorphic to ZPCPz/N, so.we 

have found the unique indecomposable up to isomorphism. 

We next consider: 

Consider the following non-split short exact sequence, E 2 : 

where 

Before we classify the non-split extensions of Zp[w2) over ZPCP we first prove a 

lemma. 

Lemma 4.3 
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Proof: 

From our non-split exact sequence, E2, we obtain a long exact sequence: 

HomAp (Zp[w2], ZpCp) --t HomAp (Zp[w2], ZPCP2) (7j;
2
)) HomAp (Zp[w2], ZP[w2]) 

6 1 1 . 
--t ExtAp(Zp[w2], ZpCp) --t ExtAp(Zp[w2], ZpCp2) --t · · · 

where ( 'lj;2)* is the composite map induced by 'lj;2 such that: 

Now, since Ap = ZPCP2 is a Gorenstein order (see [3], pages 778-779) Ap is weakly 

injective, so Ext~P(N, Ap) = 0 for every Ap-lattice N. Then take N = Zp[w2] to 

obtain Ext~P (Zp[w2], ZPCP2) = 0. Hence, 

If we denote by <P the isomorphism which identifies HomAp (Zp[w2], Zp[w2]) with 

Zp[w2], then we claim that kerb= </J- 1((1- w2P)Zp[w2]). 

Well, suppose that J1 = (1- w2P)g(w2) E (1- w2P)Zp[w2] for some g(x) E ZpCp2. 

Define a E HomAp (Zp[w2], ZPCP2) such that 

Now a is well defined since if we have f(w2) = h(w2) for some h(x) E ZpfJp2, then 

we must have <I> p2 ( x) I f ( x) - h( x). This tells us that: 

so we obtain: 

If we denote by it the map left multiplication by J1 then: 

or in other words, 
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For the reverse inclusion suppose 1 E kerb= Im ('1/J2)*, so we can write 1 = 'lj;2of3 

for some (3 E HomAp (Zp[w2 ], ZPCP2). Now 

Suppose we write 

Then: 

So we can write 

p-1 p-2 

p2-1 

/3(1) = L bixi for some bi E Z 
i=O 

p-1 

= 0 =} L bpi+r = 0 for r = 0, 1, ... , p- 1 
i=O 

/3(1) = L L bpi+r(1- xp(p-i- 1))xPi+r =} 1- xP I (3(1) =} (3(1) = h(x)(1- xP) 
r=O i=O 

and thus we have kerb~ ¢-1((1- w2P)Zp[w2]) and our claim is true. 

Hence, we have shown there exists a one-one correspondence between ker b and 

(1 - w2P)Zp[w2] so we must have 

as required. 

0 

We will now classify all non-split extensions of Zp[w2] over ZpCp-

Theorem 4.4 The indecomposable non-split extensions of Zp[w2] over ZpCp are 

isomorphic to the ZPCP2-ideals: 

Proof: 



50 

Let K = (1- w2P)Zp[w2] be a Zp[w2]-ideal and J = (1- w2)Zp[w2] be the unique 

maximal ideal in Zp[w2]. From Lemma 4.3 we know that 

so we can identify the non-split extension class [ZpCp2] with 1 + K E Zp[w2]/ K. 

Since (1-w2t ¢ K for 0 ::; r ::; p-1, any non-zero element ofExtlP (Zp[w2], ZpCp) 

can be identified with the element (1- w2Yu + K for some u E Zp[w2] \ J. Suppose 

P is a non-split extension of Zp[w2] over ZPCP such that we can identify [P] with 

the element (1- w2Y + K. Suppose Q is another non-split extension of Zp[w2] over 

ZpCp such that we identify [Q] with the element (1- w2Yu + K. Then we claim 

that [P] = [Q]. We start with our short exact sequence E2: 

Then we can form succesive pullbacks P; and Q~ as in the following commutative 

diagram: 
Zp ------+ Q~ ------+ ZP[w2] 

1 1 1u 
Zp ------+ P' r ------+ ZP[w2] 

1 1 1/fr 
Zp ------+ ZPCP2 ~ Zp[w2] 

where f3r = (1-w2Y and u and rJr denote left multiplication by u and f3r respectively. 

Now, u E Zp[w2] \ J which tells us that u E U(Zp[w2]). Thus, u is an isomorphism 

and Q~ and P; must be equivalent extensions so we have [Q~] = [P;]. But, since 

[Q~J = [Q] and (P;] = (P] :::;. (P] = [QJ 

as required. Hence, P I".J Q, and the non-isomorphic non-split extensions of Zp[w2] 

over ZpCp can be identified with the following elements of Zp[w2]/ K: 

ar = (1 - w2Y + K for r = 0, 1, ... , p- 1 

We wish to find the corresponding ZpCp2-modules. Now, each ar comes from a 

pullback 
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T(j(w2), g(x)) = g(x) 

Then Tis a ZpCp2-module homomorphism. Note that 

soT is injective. Suppose now that g(x) E Im T then we must have 

for some l(x) E ZPCP2. Hence, we see that 

It is easy to show that Ir ~ Im T and so we see that: 

Note that Ir ~ Is for r =/=- s so we have calculated a set of p non-isomorphic inde

composable non-split extensions of Zp[w2] over ZPCP' 

We lastly consider in this section: 

Consider the following non-split exact sequence, E3 : 

where 

TJI(m, f(z)) = (m, j(x)<I>p2(x)) and TJ2 (n, g(x)) = g(w2) 

HomAp(Zp[w2], Zp EB ZpCp) ------t HomAp(Zp EB ZPCP2, Zp EB ZpCp) 

(7Jil* HomAp(Zp EB ZPCP, Zp EB ZpCp) ~ Ext~p(Zp[w2 ], Zp EB ZpCp) 

------t Ext ~p (Zp EB ZPCP2, Zp EB ZpCp) ------t · · · 

D 
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where (771)* is the composite map induced by 771 such that: 

We wish to consider the elements of Ext~P(Zp[w2 ], Zp EB ZpCp)· Well if a is some 

element in HomAp(ZpEBZpCp2, ZpEBZpCp) then a must be represented by the matrix: 

for some a, bE Zp, f(z), g(z) E ZpCp. Here, Ep2 is the augmentation map given by: 

and T is the map: 

T: h(x) f---+ h(z) 

Now we know that 771 is represented by the matrix: 

and therefore (77I)*(a) =a o 771 is represented by the matrix: 

( 
a bp ) 

f(z)<I>p(z) g(z)p 

since <I>p2(1) = p and <I>p2(z) = <I>p(zP) = p. Hence, 

The non-split extensions correspond to the non-zero elements of Ext~P (Zp[w2], Zp EB 

ZpCp) which can be represented by the matrix: 

(
0 Ep ) 

Cr = 0 (1- zY 

for 0 :::; r :::; p - 1, where Ep is the augmentation map given by: 
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We can write the matrix in this way since if d </- (p) then dE U(Zp) and if g(z) </- (p) 

then we can write: 

g(z) + (p) = (1 - zYu + (p) for some u E U(ZpCp) and 0 :S r :::; p- 1. 

Now, if we denote by /r : Zp EB ZPCP ----t Zp EB ZpCp the map which is multi plication 

on the left by Cr, then each non-zero element of Extlv (Zp[w2], Zp EB ZpCp) can be 

represented as a pushout or fibre sum of the exact sequence E3 as follows: 

Zp EB ZPCP2 -----+ Zp[w2] 

1 1 
where Pr denotes the pushout of 'f/1 and /r· If r = 0 then Po gives the decomposable 

non-split extension, Zp EB ZPCP2. If r = p- 1 then Pp_1 gives the decomposable non

split extension, ZpCpEBZPCP2IN. In fact for 1 :S r :S p-2 we obtain indecomposable 

non-split extensions as required. 

From our work above we obtain a theorem: 

Theorem 4.5 There are precisely p- 2 non-split indecomposable Ap-lattices which 

arise from the non-split extensions of Zp[w2] over Zp EB ZpCp. These are given by the 

pushouts Pn as above, for 1 :::; r :::; p- 2. 

4.3 Fitting Invariants of 'llPCp2 - lattices 

We now come to calculate the Fitting Invariants of the indecomposable non-split 

extensions discussed in section 4.2. 

Indecomposable Ap-lattices in (7Lp[w2], 'lLp) 

We know that any such non-split extension is isomorphic to the cyclic module, 

ZPCP2 IN. Hence, calculating the Fitting Ideals we simply obtain: 

FtP (ZpCp2 IN) 

Fti\p (ZpCp2 IN) 

( (X - 1) <I> p2 (X)) Ap 

AP for t ;::: 1 
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We know from Theorem 4.4 that any such extensions are isomorphic to the 

'llPCP2-ideals: 

for r = 0, 1, ... , p- 1. Well, we claim that a presentation matrix for Ir as a 7lCP2-

module is: 

_ ((x -1Y -<I>p2(x)) 
Ar-

(xP- 1) 0 

with respect to the generating set {<I> p2 ( x), ( x - 1 Y}, for 1.::; r ::; p - 1. Indeed, the 

rows of Ar are row relations for this generating set. Suppose now that we have a 

relation 

j(x)<I>p2(x) + g(x)(x- 1Y = 0 

with repect to this generating set, for some f(x),g(x) E 'llpCp2· Then for Ar to be 

a presentation matrix we need to show that the row vector (f(x), g(x)) is a 7lPCP2-

linear combination of the rows of Ar. Now, working in the ring 'llp[X], where X is 

an indeterminate, we must have: 

and thus 

for some h(X) E 'llp[X]. Therefore 

X- 1 I f(X) and <I>p2(X) I g(X) 

thus 

f(X) = fr(X)(X- 1) and g(X) = g1(X)<I>p2(X) 

for some fr(X),g1(X) E 'llp[X]. Hence 

<I>p(X)h(X) = f1(X) + g1(X)(X- 1y-1 
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This tells us that: 

-g1(X)((X -1r, -<I>p2(X)) + h(X)((XP- 1),0) 

(-g1(X)(X -1r + h(X)(XP -1),g1(X)<I>p2(X)) 

(h(X)(X- 1),g1(X)<I>p2(X)) 

(f(X), g(X)) 
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Hence, we have shown any relation for this generating set is a Zp[X]-linear combi

nation and thus a ZPCP2-linear combination of the rows of Ar, and we conclude Ar 

is indeed a presentation matrix for Ir, for 1 ::; r ::; p - 1. When r = 0, we have 

10 = Ap· Then, calculating the Fitting Invariants we obtain: 

for 0 ::; r ::; p - 1. 

F~P(Ir) 

Ftp(Ir) 

FtP(Jr) 

(O)Ap 

(<I>p2(x), (x -1r,xP -1)Ap 

Ap fort~ 2. 

We know from Theorem 4.5 that any such extension is in fact a pushout Pr for 

r = 1, ... ,p- 2. Now Pr can be written in the form Pr = M/ L where 

M Zp EB ZpCp EB Zp EB ZPCP2 

L {(!r(m, f(z)), -1]1 (m, f(z))) V (m, f(z)) E Zp EB ZpCp} 

Now a presentation matrix for M as a ZPCP2-module is: 

X -1 0 

0 xP -1 

0 0 

Also we have: 

0 0 

0 0 

X -1 0 

L { (!(1), f(z)(1 - zr, 0, 0) - (0, 0, m, f(x )<I>p2 (x))} 

{f(x)(1, (1- zr, 0, -<I>p2(x))- m(O, 0, 1, 0)} 
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Hence a presentation matrix for Pr = M / L is: 

x-1 0 0 0 

0 xP -1 0 0 x-1 0 

0 0 x-1 0 ,....., 0 xP -1 

1 (1- xY 0 -<I>P2(x) 1 

0 0 1 0 

We then calculate the Fitting Ideals to be: 

(O)Ap :F~P(Pr) 

FtP (Pr) 

:FtAp(Pr) 

(x - 1 )( <I>p(x), <l>p2 (x), (x - 1 r)AP 

Ap fort~ 2. 

Note that: 

and since we can write: 

(X- 1)P-1 = <I>p(X) + <l>P2 (X)h(X) + (XP- 1)g(X) 

for some h(X), g(X) E 'llp[X] then: 

:F~P(Pp_ 1 ) = :F~P('llpCp Ef! 'llpCp2jN) 

0 

0 
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for all integers s ~ 0, as we would expect. We want to investigate whether the 

Fitting Ideals do in fact determine the ZG-lattices in the case k = 2. Well, we can 

consider calculating Fitting Ideals of certain combinations of indecomposables. For 

example, let us consider the decomposable module 'llp EB fp_ 1. On calculating its 

Fitting Ideals we obtain: 

:F~P ( 'llp EB I p- t) 

Ftp('llp Ef! fp_t) 

:F~P('llp EfJ fp_t) 

(O)Ap 

(x- 1)(<I>p2(x), (x- 1)P-1
, xP- 1)Ap = (x- 1)(<I>p(x), <I>P2(x))Ap 

(x- 1, <I>P2(x))AP = (p, (x- 1))Ap 

If we now compare these Fitting Ideals with those of the decomposable module 

'llpCp EfJ 'llvCv2/N (which has the same 'llv-rank as 'llp EB fp_ 1 , namely p2 + 1) we see 

that: 
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for s = 0, 1, but equality breaks down for s = 2. Further research has failed to find 

two non-isomorphic Ap-lattices M 1 and M 2 such that: 

for all values of s ~ 0. Therefore, it is possible that the Fitting Invariants do in 

fact determine the indecomposable ZG-lattices when G is a cyclic group of order p2
. 

However, it is difficult to prove that this is indeed the case. 

When G is a cyclic group of order pk, for k > 2, a complete classification of all 

indecomposable A = ZG-lattices is not possible, in fact there are infinitely many 

non-isomorphic indecomposable ZG-lattices (see [8]). Similarly, Heller and Reiner 

in [7] show that for G an arbitrary finite group containing a non-cyclic p-Sylow 

subgroup, for some integer prime p, then the indecomposable ZG-lattices are also of 

infinite representation type. In these cases we may be able to obtain some partial 

results and obtain Fitting Invariants which are useful in telling us some information 

about the underlying ZG-lattices, but not the whole picture. However, we leave this 

area of research for future consideration. 



Chapter 5 

Fitting Invariants over 

Non-Commutative Rings 

In the first four chapters we have defined Fitting Ideals for modules over commu

tative rings and considered various properties of Fitting Ideals in the commutative 

case. We will now generalise this to construct a useful definition of Fitting Invariants 

for modules over certain non-commutative rings, and to extend some of our earlier 

results. In this chapter we first review what has been done to date in the non

commutative case and construct Fitting Invariants for modules over matrix rings, 

where the underlying ring is commutative. The main part of this chapter will deal 

with a construction of Fitting Invariants for modules over hereditary orders by con

sidering the effect of maximal orders and projectives in the hereditary order. This 

will enable us to prove the main result of this chapter, Corollary 5.24, that this set 

of invariants will enable us to completely determine the isomorphism class of torsion 

modules over hereditary orders. 

5.1 Review of work to date 

The literature to date shows that little has been written about Fitting Ideals for 

modules over non-commutative rings. Some work has been done by Susperregui 

in [19] who constructs Fitting Invariants for modules over skewcommutative graded 

rings and rings of differential operators satisfying the left Ore condition. In these 

58 
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two cases a concept of determinant can be defined and hence a definition of determi

nantal ideals given. In the work in [20] Susperregui constructs Fitting Invariants for 

modules over anticommutative graded rings, where a reasonable definition of deter

minant is given in terms of the exterior algebra of the anticommutative graded ring. 

Fitting Invariants are then derived with respect to a particular set of homogenous 

generators. Other than this little has been done in the non-commutative case. 

We first turn our attention to the case of modules over the matrix ring Mn(R), 

where the underlying ring, R, is Noetherian and commutative. 

5.2 Matrix Rings over Commutative Rings 

Let R be a Noetherian commutative ring with a 1 and let A = Mn(R) denote the 

ring of n x n matrices over R. Suppose that AN is a finitely generated left A

module. We will construct Fitting Invariants for AN. Our problem is that here A is 

a non-commutative ring so we need a notion of determinant to obtain determinantal 

ideals. To do this we first notice that there is an equivalence of categories between 

the category of all finitely generated left R-modules, RMod and the category of all 

finitely generated left A-modules AMod, via the Morita map, M. We have: 

M : RMod -----+A Mod via 

where M is a finitely generated left R-module. As this Morita map defines an 

equivalence of categories there is an inverse map, N, where: 

VIa N(N) = HomA(Rn, N) 

and in fact N(N) is a finitely generated left R-module. We now ask given a presen

tation matrix for N as a A-module, what is the presentation matrix for N(N) as an 

R-module? We have the following lemma: 

Lemma 5.1 Suppose that AN has a presentation matrix B = (Bi,j) for some Bi,j E 

lvfn(R), fori = 1, ... , m and j = 1, ... , g. Then B = (bk,L) is a presentation matrix 

for N(N), where we write Bi,j = (bk,l) for k = n(i- 1) + u, l = n(j- 1) + v and 

u, v = 1, ... , nand bk,l E R. We refer to B E Mmnxgn(R) as the unboxed matrix of 

BE Mmx 9 (A). 
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Before we prove this lemma we illustrate what it is saying in the case m = g = 2. 

Example 5.2 Suppose m = g = 2 and B = (Bi,j) is a presentation matrix for N. 

Now we can write Bas: 

B= 

and hence the unboxed matrix is simply: 

bu bl2 bl3 bl4 

B= 
b21 b22 b23 b24 

b31 b32 b33 b34 

b41 b42 b43 b44 

which is a presentation matrix for N(N). 

Proof: (of Lemma 5.1) 

Suppose B is a presentation matrix for N with respect to a generating set { ej}. 

Let 'Y E N(N) = HomA(Rn, N) and let Yu be the n-column vector with a 1 in the 

u-th row and zeroes elsewhere. Then, 'Y is determined by 

g 

'YY1 = L Aje.j 
j=l 

for some Aj E A. Let Eu,v denote the n x n matrix with a 1 in the ( u, v )-th position 

and zeroes elsewhere. Then, we can write 

g 

'YY2 = 'Y E2,1Yl = E2,1 "/Yl = L (.QT' al' QT' . .. 'QTf ej 
j=l 

where aj denotes the first row of Aj· But, 

g 

'YY1 = E1,2'YY2 = E1,2E2,I'YY1 = L(a/,Qr, ... ,Qr)rej 
j=l 

and so we see that 'Y is determined by the first rows of each of the Aj. 
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Now, N(N) has ng generators as an R-module, namely {]j,w} for w = 1, ... , n, 

where Jj,wYI = E1,wej. Let b!;j denote the w-th row of Bi,j· Then 

j=l j=l j=l 

since the i-th row of B is a coefficient vector of a relation for N with respect to the 

generating set { ej}. Hence, the row vector b~i is a coefficient vector of a relation for 

N(N) with respect to the generating set {]j,w}· That is, every row of the unboxed 

matrix B = (bk,l) is the coefficient vector of a relation for N(N). It remains to show 

that any relation for N(N) with respect to the generating set {]j,w} is an R-linear 

combination of the rows of B. 
Well, suppose that we have a relation 

g n 

LLCj,whw =0 
j=l w=l 

for N(N) as an R-module, for some Cj,w E R. Then 

g n g n g 

LLCj,wJj,wYl = LLcj,wE1,wej = L(c/,!f ... ,Qrfej = 0 
j=l w=l j=l w=l j=l 

where Cj = (cj,l, ... ,Cj,n)· If we let cj = (c/,QT, ... ,QT)T E Mn(R) then we have 

the relation: 
g 

L:cjej = o 
j=l 

Now, since B is a presentation matrix the row vector (C1 , ... , C9 ) must be a A-linear 

combination of the rows of B. So, 

m 

(Cl, ... 'Cg) = L >..i(Bi,l, ... 'Bi,g) 
i=l 

for some >..i E A. So we can write 

m 

cj = L:>..iBi,j 
i=l 

which tells us that: 
mg 

(c1, ... , c9 ) = L xkbk 
k=l 
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for some xk E Rand where bk is the k-th row of the unboxed matrix, B. Hence, we 

have shown every row relation for N(N) is an R-linear combination of the rows of 

B and thus the unboxed matrix B is indeed a presentation matrix for N(N) as an 

R-module. 

0 

Now let r be a Noetherian ring such that we have a representation, p : r ---t 

A = Mn(R). Let rM be a finitely generated left f-module with presentation matrix 

A E Mmxg(f). Then by extending the scalars we can make Minto the left A-module 

A C>9p(r) M. Then, since p(A) is a presentation matrix for A C>9p(r) M, Lemma 5.1 

tells us that the unboxed matrix p(A) is a presentation matrix for the left R-module 

N(A C>9p(r) M). This leads us to define a set of Fitting Invariants as follows: 

Definition 5.3 The s-th Fitting Invariant of rM with respect top is defined to be: 

Ff(M) = Ign-s(p(A)) 

From this definition we deduce that Ff(M) does not depend on A, I.e. it is 

independent of the particular generating set used for rM. For, if C E M1xh(r) is 

another presentation matrix for rM then Definition 1.4 tells us that: 

Note that in the special case r = A we just take p to be the identity map, IdA and 

the s-th Fitting Invariant of AM is simply F~dA(M) = Ign-s(A). 

However, as it stands the invariants derived from Definition 5.3 are in general 

quite crude. The invariants Ff(M) will in fact determine the structure of a torsion 

module, M in the special case r = A and R a Dedekind ring. But for more general 

cases, for example where r is a hereditary order spanning A (see section 5.3), these 

invariants will only provide us with partial information about the structure of torsion 

modules. We will show how we can construct a finer set of invariants in the next 

section for modules over Hereditary Orders. 
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5.3 Hereditary Orders 

We start this section with a definition and short discussion about hereditary rings. 

Definition 5.4 A ring S with a 1 is (left) hereditary if every (left) ideal of S is a 

projective S-module. 

We use the term left hereditary here as there exist examples of rings which are 

left hereditary but not right hereditary. For example, the ring 

S = { (: :) I a E Z, b, c, E Q} 
is left but not right hereditary (see [18]). However, it can be shown that if S is 

a left and right Noetherian ring then S is left hereditary if and only if S is right 

hereditary. From now on we will only be concerned with rings which are both left 

and right hereditary which we will just refer to as hereditary rings. 

Example 5.5 Every Dedekind domain is a hereditary ring. Indeed Dedekind do

mains are precisely hereditary integral domains. 

D 

In fact hereditary rings are precisely those rings where submodules of free mod

ules are projective. This last fact enables us to find a structure theorem for sub

modules of free S-modules, where S is hereditary. This structure theorem extends 

the classical structure theorem for modules over PIDs (since PIDs are hereditary). 

We now say what we mean by an order. Let R be a Noetherian integral domain 

and K its field of fractions. Let A be a finite dimensional K -algebra. Then we first 

define: 

Definition 5.6 For any finite dimensional K-space, V, a full R-lattice in V is a 

finitely generated R-submodule, Min V, such that K.M = V. 

By an order we mean: 

Definition 5. 7 The ring S is an R-order in the K -algebra A if it is a su bring of A 

such that S is a full R-lattice in A, i.e. K.S = A. 

Examples of R-orders are: 
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Example 5.8 Let A= Mn(K) and S = Mn(R) then Sis an R-order in A. 

D 

Example 5.9 Let R be a Dedekind domain and let L be a finite separable extension 

of K. If S denotes the iQtegral closure of R in L, then Sis an R-order in L. 

D 

Example 5.10 Let G be a finite group and let A= KG be its group algebra. Then 

the group ringS= RG is an R-order in A. 

D 

We now present a structure theorem for finitely generated modules over heredi

tary orders due to Drozd [5). 

Theorem 5.11 Let S be a hereditary R-order in A and 8 M a finitely generated 

left S-module. Then we have: 

k 

sM = E9 coker fi 
i=l 

where for each i, fi is an S-homomorphism of indecomposable projective S-modules. 

Proof: 

See [5) Theorem 1. 

D 

We use this theorem in section 5.5 in order to construct our Fitting Invariants 

for modules over hereditary orders. 

5.4 Hereditary Orders in central simple division 

algebras 

The problem of determining the structure of hereditary orders can be reduced to 

the study of hereditary orders in division algebras over local fields. By a local 

field we mean a complete discrete valuation field with finite residue field. Let R 

be a Dedekind ring with quotient field K. Suppose S is a hereditary R-order in a 
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separable finite dimensional K -algebra, A. Then we can write A as the sum of its 

\iVedderburn components. That is: 

where each Wedderburn component, Ai, is a central simple algebra over its centre 

Ki. So we can write Ai = Mm; (Di) for some division algebra, Di, over Ki and where 

the integer mi is such that (Ai : Ki) = m;(Di : Ki)· 

If we let { ei} denote the corresponding idempotents of { Ai} then we can write 

the hereditary order S as: 

where each Sei is a hereditary R-order in Ai. Thus, we have reduced to the case 

of hereditary R-orders in central simple algebras over Ki. Furthermore, if R is a 

complete discrete valuation ring (dvr) then the above remains true whenever A is a 

semisimple K-algebra, whether or not separable over K. 

We now reduce further to the local case. Let P range over all the maximal ideals 

of R and let Rp denote localisation at P. Then the local ring, Sp, is a hereditary 

Rp-order in A and we can write: 

Thus, we need only consider hereditary orders in central simple algebras over local 

fields. So, from now on we will work locally and we will let R be a complete dvr 

with quotient field, K. We can now obtain a structure theorem for hereditary orders 

in this reduced case. In fact, it can be shown that there exists a unique maximal 

R-order in D which we denote by ~D· It turns out that ~Dis the integral closure of 

RinD and behaves very much like a dvr, except it is not necessarily commutative. 

This fact allows us to describe hereditary orders in matrix rings as the following 

theorem shows: 

Theorem 5.12 Let R be a complete dvr with quotient field K and D be a finite 

dimensional division algebra over its centre, K. Denote by ~D the integral closure of 

RinD and let P = rad ~D, which is generated by some prime element 1r. Suppose 
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A = l\1t(D) and that S is a hereditary R-order in A, then there is an isomorphism 

such that 

(~D) (P) (P) 

where the (i, j)-th entry in S(n1 , ... ,nr)(~D) is the nix nj matrix with entries in ~D for 

i 2: j or P for i < j. Furthermore, the cycle (n1 , ... , nr) of type r are isomorphism 

invariants of S(n1 , ... ,nr)(~D) up to cyclic permutation such that 2::~~~ ni+l = t. 

Proof: 

See [16], Theorem 39.14, page 358. 

D 

From now on we identify S with S(n1 , .•. ,nr)(~D)· We will callS principal if each 

ni+l = w for some positive integer w. We wish to calculate Fitting Invariants for 

finitely generated S-modules. The problem is that ~D may not be a commutative 

ring. If it is commutative then we can use our construction for Fitting Invariants for 

modules over matrix rings, as in section 5.2. However, if it is not commutative we 

can overcome this problem by considering splitting fields for the division algebra, 

D. 

Suppose now that S is simply a hereditary R-order in a finite dimensional division 

algebra Dover K. We wish to embed Din a matrix ring over a commutative ring 

by considering splitting fields of D. In fact (D : K) = n2 for some n E N, and as we 

are working locally, we can find a unique unramified extension, L over K of degree 

n such that L is a splitting field for D (see [17], page 183). In other words, we can 

find L such that: 

If we denote by OL the valuation ring of the field L then OL ®oK Sis a hereditary 

R = 0K-order in Mn(L). This is true since hereditary orders remain hereditary 

under unramified extensions of the ground ring (for details see Janusz [10], Theorem 

6). So in fact, when D is non-commutative, our strategy will be to work over the 

ring OL ®oK S which we know is a hereditary order in the matrix ring Mn(L). 
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We are now in a much stronger position to construct our Fitting Invariants. 

5.5 Construction of Fitting Invariants 

In this section we use the results of the previous section, in particular the structure 

theorem of Drozd, Theorem 5.11, to construct Fitting Ideals. Let S denote the 

hereditary R-order S(nt, ... ,nr)(~v) of type r. Then each indecomposable S-lattice, 

indeed each indecomposable projective of S, is isomorphic to: 

for some i = 0, 1, ... , r- 1, where [~v]k denotes the set of k-column vectors with 

each entry in ~D· But, 

(n!, ... ,nr) 

(P) 

rad S = 

and hence, 

i.e., each Pi consists of the column vector which has the first L~=o nv entries lying 

in P and the next :E:=i+1 nv entries lying in ~D (where we set n0 = 0). Note that 

in a very natural way: 
r-1 

S '::: E9 ni+ 1 Pi 
i=O 

(5.1) 

Now the structure theorem due to Drozd, Theorem 5.11, tells us that every finitely 

generated S-module consists of direct summands of the form coker f where f is a 

S-homomorphism of indecomposable S-lattices, i.e. f : Pj ----t Pi for some i, j = 
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0, 1, ... , r- 1. But the map f must be just the map which is right multiplication 

by some element of flD, that is right multiplication by u1r1 for some u E U(!lD) and 

for some integer l 2: 0. So we write each f as: 

Then coker Jf,j = Pd Pj1r1
, is a quotient of projective modules, where if l = 0 we 

must have i < j. Now let: 

Pd Pj7rk for i 2: j 

Pd Pj7rk-l for i < j 

for integers k 2: 1. We obtain the following structure theorem for finitely generated 

S-modules. 

Theorem 5.13 If Sis a hereditary R-order in Mt(D) of type r, then every finitely 

generated left S-module, 5 M, can be written as a sum of quotients of projectives in 

the form: 

M ·,EB k Ak s = a-· ·. l,J l,J 

i,j,k 

where the sum is over i, j and k, for 0 ~ i, j ~ r- 1, for some atj E N U {0}. 

Therefore, we will calculate the Fitting Ideals of the quotient modules A7,j m 

order to determine the Fitting Ideals of 5 M. We will first of all consider what we 

can say in the simplified case when D = E for some field E. In this situationS is a 

hereditary R-order in Mt(E). Then the integral closure of R in E, which we denote 

by !lE, is of course a commutative ring. Thus, we are working in the hereditary R

order S = S(n1 , ... ,nr)(flE) which lies inside the matrix ring Mt(flE)· If we denote by 

p the inclusion map p: S -+ Mt(.t~.E), then Definition 5.3 tells us we can calculate 

the s-th Fitting Ideal of A7,j to be: 

Ff(A7,j) 

We next calculate these Fitting Ideals explicitly. In order to do this we will find a 

presentation matrix for the A7,j in S. It is instructive to initially consider the case 

ni = 1, for all i, i.e. when S is a principal hereditary R-order in Mr(E). Then a 
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presentation matrix for the module A7,j (fori~ j) is given by B = (Bs) E Mrx 1(S), 

where: 

{ 

Ej+1,i+1 ( 1rk) for s = i + 1 

Bs = Es,s(1) for 1 :::; s :::; r and s =f i + 1 

for 1 :::; s:::; r. Here Eu,v(K) denotes the r x r matrix with Kin the (u, v)-th position 

and zeroes elsewhere, for 1 :::; u, v :::; r. We can see this is the case since the map 

(3 : sr ---t S, represented by the matrix B, has 

Now, we have: 

T 

Im (3 = sr B = E9 S Bs 
s=1 

i 

~ k ( o I .. · I o I Pj1r I o I .. · I o ) 
s-1 
~ 

SBs= (OI .. ·IOIPs-1101 .. ·10) fors=fi+1 

which tells us that: 

as required. For i < j we just replace 1rk by 1rk-1 throughout. 

The above analysis carries through to the case when S is a hereditary R-order 

in Mt(E), for some positive integer t. Again we initially assume that i ~ j. Then, 

the presentation matrix B = (Bs) E Mtx1 (S), where S = S(n1 , ... ,nr)(~E) and where 

s = 1, ... , t. We have that: 

for s = 2.:~=0 nv + 1 

for s =f L~=O nv + 1 

Here Ck = diag(1rk, 0, ... , 0) and we write s in the form s = L~=o nv + w for 

1 :::; w :::; n1+1 . Then the map (3 : st ---t S is represented by the matrix B and we 

obtain: 

which tells us that: 
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as required. Again, for i < j we just replace 1rk by 1rk-l. 

We can now calculate the Fitting Invariants of A7,j in terms of the presentation 

matrix given above. We obtain: 

Hence, dropping the symbol p since it is just the inclusion map, calculating the 

Fitting Ideals we obtain: 

Fo(Af) = { 

and 

for i 2: j 

fori< j 

We know from Definition 5.3 that these Fitting Ideals are independent of the pre

sentation matrix used for each Af,j· The Af,j are cyclic modules and we just use 

the simple presentation matrix B with one generator to calculate the Fitting Ideals. 

Thus, the Fitting Ideals of some finitely generated left S-module sM can be calcu

lated using the direct sum formula, equation (2.1), as a sum of the Fitting Ideals of 

each of the cyclic modules. However, these Fitting Ideals do not in fact reveal too 

much information about the underlying module structure, as the following example 

shows: 

Example 5.14 Let r = 2, then calculating Fitting Ideals of certain cyclic modules 

we obtain: 

so we can see that the definition so far, even though it tells us some information, 

does not allow us to distinguish between these four different cyclic modules. 

0 

In the next section we go one step further and refine our definition in order to 

obtain more information about the underlying module structure. 
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5.6 Fitting Invariants with respect to Maximal 

Orders 

If S is a hereditary R-order of the form S = S(n 1 , ... ,nr)(6v) then S is contained 

in precisely r maximal orders. If we denote these maximal orders by ri, for i = 

0, 1, ... , r- 1, then in fact we can write S as the intersection of all maximal orders 

containing it, i.e. 
r-1 

If we take S to be a hereditary R-order in A= Mt(D), where t =I:~,:~ ni+l, then 

each maximal order is given by: 

where Pi are the indecomposable S-lattices. We can then calculate the ri to be: 

(n1 , ... ,nr) 

(6v) (6v) (P) (P) 
'/, 

ri= (6v) (6v) (P) (P) 
(P-1) (P-1) (6v) (6v) 

(P-1) (P-1) (6v) (6v) 

for 1 ~ i ~ r- 1 and where f 0 = Mt(6v). The point of considering maximal 

orders which contain the hereditary order is that we can think of the presentation 

matrix for some finitely generated S-module with respect to each of the maximal 

orders. In the case we are dealing with, when S is a hereditary R-order with K a 

local field, even stronger results are available and all maximal order are conjugate 

to each other (see [16), Theorem 17.3, page 171 for details). In this case we have an 
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and such that each maximal order ri can be expressed as: 

i 

where ti = :2::: ns 
s=O 
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We now need a lemma which shows how we can find presentation matrices for certain 

C-modules when we know the presentation matrix as a r 0-module. 

Lemma 5.15 Suppose sN is a finitely generated left S-module with presentation 

matrix E = (Ek,1), for some Ek,l E S. Then E is also a presentation matrix for 

ri ®s N as a left C-module. Furthermore, the matrix x~ 1 EXt; = (x~ 1 Ek,lxt;) is 

a presentation matrix for ri ®s N as a left f 0-module (where the action of f 0 on 

ri ®s N is given by /o·n = Xt;/OX~ 1n for alllo E ro, n E ri ®s N). 

Proof: 

Let (}i be the inclusion mapping £Ji : S ---+ ri· Then we know from the proof 

of Theorem 2.4 that £Ji(E) = E is a presentation matrix for r;N' = ri ®s N as a 

left ri-module. Now, we know ro = Xt~ 1 fiXt hence Xt~l Ext must be a presentation 
t l ' l 

matrix for r;N' as a left f 0-module. 

0 

Thus, we can see that from Definition 5.3, the calculation of the Fitting Ideals of 

sN is equivalent to calculating Fitting Ideals for r;N' = ri ®s Nasa ri-module. If 

instead we calculate Fitting Ideals for r; N' as a r 0-module we get a new set of Fitting 

Invariants for each maximal order ri· We do this by considering determinantal ideals 
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~ 

of the unboxed matrix, x~ 1 Ext;. Let us now return again to the simplified case where 

D = E for some field E. This leads us to a new definition. 

Definition 5.16 Let S = S(n 1 , •.. ,nr)(~E) be a hereditary R-order in Mt(E), for 

some field E. If 5 N is a finitely generated S-module then we define the s-th Fitting 

Invariant of 5 N with respect to the i-th maximal order, ri to be: 

where Pi is the map Pi : fi ----t fo, fori= 0, 1, ... , r- 1. 

Note that when i = 0 we obtain: 

which agrees with Definition 5.3. 

If E is a presentation matrix for 5 N with g generators then, since Pi(E) 

xt~ 1 Ext we obtain: ' . 

Thus, we have a whole new set of Fitting Invariants for each maximal order which 

gives us finer information about the underlying module structure. However, as the 

following example shows, it is still not quite enough to tell us completely what the 

module structure is. 

Example 5.17 Let r = 2 and consider the Fitting Invariants of the cyclic modules 

we considered in Example 5.14. On calculating initial Fitting Ideals we obtain: 

sN :F8 :FJ 

A5o 7r2 7r2 
' 

A~ I 7r2 7r3 
' 

A~ o 7r2 7rl 
' 

A~,l 7r2 7r2 

So here we can see we have improved on the situation in Example 5.14 in that we 

can now distinguish between most of the cyclic modules if we consider the Fitting 

Ideals with respect to each maximal order. Whereas previously, when we calculated 
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the Fitting Ideals with respect to only one maximal order we could not distinguish 

between any of these cyclic modules. However, in this example we still require more 

information as these Fitting Ideals do not allow us to distinguish between A5,o and 

AL. 
' 

D 

We will remedy this in the next section where we construct an even finer set 

of invariants dependent on the projectives inside the hereditary order. We will 

then see how this finer set of invariants will enable us to completely determine the 

isomorphism class of torsion modules. 

5. 7 Fitting Invariants with respect to Projectives 

Recall that in the decomposition of a hereditary R-order, S in A = Mt(D) of type 

r (see (5.1)), there are ni+1 copies of each~' fori= 0, 1, ... , r- 1. Let Pf denote 

one of these copies which is the left ideal of S which consists of all matrices in S in 

which all columns are zero except the (L::~=o nv + 1 )-st column which is an element 

of Pi. That is: 

Pf = { (OI·. ·IO l;fiOI·. ·IO) I ;f E Pi} ..___...., 
L:~=O nv 

We can obtain further invariants by 'hitting' each S-module by one of the Pf, or 

more precisely by calculating PfN, where N is a finitely generated left S-module. 

Hitting with projectives in this way we obtain: 

for i 2: j 

fori< j 

Note that here we are considering Pf Pj as a submodule of Pj since Pi and 1r Pi are 

isomorphic as abstract modules. This gives us a new module and a new presentation 

matrix for each projective, ~ and thus a new set of invariants. Thus, for each N, 

we have a total set of r 2 Fitting Invariants, with respect to the projectives, Pi and 

the maximal orders rj, for i, j = 0, 1, ... , r- 1. So we can now construct a notion 

of Fitting Invariant with respect to the two variables Pi and r j. We first do this in 

the caseD= E. 
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Definition 5.18 Keeping the notation of Definition 5.16 we define the s-th Fitting 

Invariant of 5 N with respect to Pi and rj to be: 

for i, j = 0, 1, ... , r- 1. 

We can easily extend this definition to the case of D a division algebra (not 

necessarily commutative) over K. 

Definition 5.19 Let S be a hereditary OK-order in Mt(D), where D is a division 

algebra over a local field, K. Further let L denote the unique unramified extension 

of K of degree n = J D : K. Then the s-th Fitting Invariant of the finitely generated 

left S-module, 5 M with respect to Pi and rj is defined to be: 

for i, j = 0, 1, ... , n - 1. 

Since OL ®oK Sis a hereditary OK-order in Mnt(L) Definition 5.19 tells us that 

the Fitting Ideals we obtain are in fact ideals in the ring OL· 

Before we go further we illustrate the effectiveness of the above definition by 

continuing with Example 5.17. 

Example 5.20 In this example r = 2 so the S-projectives are just P0 and P1 . 

Calculating Pf N for i = 0, 1 we obtain: 

sN P.'N 0 

P~Po/1r2 Po_..:. Po/7r2 Po = A~.o 

P~Po/1r2P1 = Po/1r2P1 = A~ 1 
' 

P{N 

P{ Poj1r2 Po = PI/1r2 Po = Ai,0 

P{ Po/1r2 P1 = PI/1r2 P1 = Ai,1 

P{ PI/1r2 Po = PI/1r2 Po = Ai 0 
' 

and on calculating the initial Fitting Invariants Po·j (N) we obtain: 

sN :Fg.o :Fg·l :F~·o :F~·l 

A~o 1f2 1f2 1f2 1fl 
' 

A~,l 1f2 1f3 1f2 1f2 

Ai o 1fl 1fl 1f2 1fl 
' 

AL 1fl 1f2 1f2 1f2 
' 
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In this example we have r 2 = 4 sets of Fitting Invariants for each cyclic module and 

we see that the sequence of invariants, :Po'1, is different for each cyclic module. So in 

this case we can tell which of the cyclic modules we are dealing with just by looking 

at the Fitting information. 

0 

In the next section we extend this idea to the general case and we will prove the 

main result of this chapter, Corollary 5.24, that this finer set of Fitting Invariants 

uniquely determines the structure of torsion modules over hereditary orders. 

5.8 Determination of the Module 

We will initially continue to study the simplified case D = E and r = 2 and will 

show that if 3 N is any finitely generated S-module, where S = S(n 1 ,n2 )(llE), such 

that: 

i,j,k 

then our Fitting Invariants will completely determine the structure of 3 N. We 

extend Example 5.20 to the case for general cyclic modules Af,j and we find that 

the initial Fitting Invariants are: 

sN _rg,o Pa'1 F~,o .r~,1 

A~o 1rk 1rk 1rk 7rk-1 

' 
A~ 1 

7rk-1 1rk 7rk-1 7rk-1 

' 
A~o 7rk-1 7rk-1 1rk 7rk-1 

' 
A~ 1 

7rk-1 1rk 1rk 1rk 
' 

We can actually write sN as: 

m 

sN = ffi Nk where Nk = ffi ak .Ak. w w t,J t,J 
k=1 i,j 

for some integers af,j :2: 0 and for i, j = 0, 1. We will call Nk the k-th stratum occur

ing in 3 N. Thus, Nm is the maximum stratum occurring. The point of decomposing 

3 N this way is that we can now calculate succesive quotients of the F!,1(N) (as we 

did in section 3.2 for PIDs) to determine the coefficients in the m-th stratum, aij. 
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Considering quotients of: 

:F~·o(N) determines m ao,o 

FI·1(N) determines m 
a1,1 

:F~·1(N) determines m+m+m:::}m ao o ao 1 a1 1 ao 1 
' ' ' ' 

FI·0(N) determines m+m+m:::}m ao o a1 o a1 1 a1 o , ' ' ' 

Thus, we have determined Nm and we repeat this procedure for the (m - 1)-st 

stratum, Nm_ 1 . By considering quotients of the Fitting Ideals again and, since we 

know the aiJ, we can determine the a::J-1 and therefore determine Nm_ 1 . We repeat 

this procedure until all the strata, Nk, are known and thus we have determined 

sN, which is the direct sum of all the strata. We illustrate this procedure with an 

example: 

Example 5.21 Suppose we are given the Fitting Invariants of some finitely gener-

ated 5-module, sN, as powers of 1r as follows: 

sN ord7r ( F.?·0
) ord7r ( F.?·1

) ord7r ( FI ,o) ord7r(FI·1
) 

s=O 22 27 25 22 

s = 1 18 23 21 18 

s=2 14 19 17 14 

s=3 11 15 13 11 

s=4 8 11 9 8 

s=5 5 8 6 6 

s=6 3 5 4 4 

s=7 1 2 2 2 

s=8 0 0 0 0 

We immediately see that as the Fitting Ideals become trivial at s = 8 then sN must 

consist of exactly 8 cyclic summands. Let us now consider the quotient ideals of 

:F!·j for i, j = 0, 1. Since, (:F// : :F{'j) = 1r
4 for i, j = 0, 1 we see that the maximum 

stratum is N4 . Next consider the quotient ideals of :F~·0 : 

(:Fg·o : :F~'o) 7r4 

(J=il'o : :Fg'o) 7r4 

(~,0 : :Ff'O) 7r3 
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which tells us that a~ 0 = 2. If we now look at quotients of Fi·1 we see that af 1 = 2. , , 

Now consider quotients of :P}·1 : 

(ro·1 : 11.1) 7r4 

(.11,1 : ;:-g,1) 7r4 

( ;:-g,1 : ~,1) 7r4 

(Ff,l : ~,1) 7r4 

(~,1 : .rg•1) 7r3 

which tells us that: 

4 4 4 4 4 0 ao o + ao 1 + a1 1 = =? ao 1 = 
1 ' ' , 

and repeating for quotients of F}•0 we obtain: 

4 4 4 4 4 0 ao o + a1 o + a1 1 = =? a1 o = 
' ' ' ' 

Hence, we have determined the maximum stratum N4 to be: 

We then repeat the procedure for the next stratum down, N3 . Again, considering 

quotients of :P}·0 we obtain: 

( ;:-g.o : ~,o) 7r3 

(~,o: F~'o) 7r3 

(~,o : .rg.o) 7r3 

(.rg,o : ~,o) 7r2 

which tells us that: 

( 4 4 4) 3 3 3 1 ao 1 + a1 o + a1 1 + ao o = =? ao o = 
1 1 1 I 1 

Again, considering quotients of F}•1 we obtain: 

( 4 4 4) 3 2 3 0 ao o + ao 1 + a1 o + a1 1 = =? a1 1 = 
' ' , 1 ' 

and repeating for quotients of F~· 1 we obtain: 

4 (3 3 3) 3 3 2 a1 o + ao o + ao 1 + a1 1 = =? ao 1 = 
' , ' ' ' 
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and repeating for quotients of :F}•0 we obtain: 

4 (3 3 3) 1 3 0 ao 1 + ao o + al o + al 1 = '* al o = 
' , ' , l 

and hence: 

We now see that N 4 tBN3 has 7 cyclic summands so we just need to find the remaining 

cyclic summand. If this time we consider the remaining quotients of :F}·1 we obtain: 

( 3 3 3) 2 4 2 1 ao,o + ao,I + al,O + al,l = '* al,l = 

and thus: 

We therefore uniquely determine sN to be: 

0 

We will now extend this idea in the case r = 2 to the case of general r. As before, 

given a finitely generated S-module, sN, we write it as a direct sum of its strata: 

m 

S N = ffi Nk where Nk = ffi ak .Ak. w w t,J t,) 

k=l i,j 

for some integers af,j ~ 0 and i,j = 0.1, ... ,r- 1. We can calculate the initial 

Fitting Ideals, :F"t/ of the cyclic modules Af,j for i, j = 0, 1, ... , r - 1 and put this 

information into the form of an r 2 X r 2 matrix. Denote this matrix by ck, where 

the (u,v)-th entry ofCk is ordn(.'F~1 ,m2 - 1 (A71 h_ 1 )), where we write u = rlt +l2 for 

0:::; l1 :::; r -1 and 1 :::; l2 :::; r, and v = rm1 +m2 for 0 :::; m1 :::; r -1 and 1 :::; m2 :::; r. 

Thus, Ck will only consist of entries of the form k, k- 1 or k- 2 (if k ~ 2), since 

k- 2:::; ordn(.'F~ 1 ,m2 - 1 (At~z- 1 )):::; k. For example, if r ~ 4 then :Fg'2 (A~, 1 ) = nk-2. 

If we now consider the maximum stratum Nm, then the contributions to Nm will 

come from those entries of Cm which are equal to m; the entries equal to m - 1 

or m- 2 do not contribute to Nm. Thus, we can concentrate on those entries m, 

and ignore the rest. So we replace Ck by Bk where Bk is the r 2 x r 2 matrix with 



5.8. Determination of the Module 80 

a 1 replacing k and zeroes replacing k - 1 and k - 2 in Ck. So from the m-th 

stratum we obtain· a matrix Bm. We wish to determine the ai,j and by considering 

the contributions to Nm we get a series of simultaneous equations of the form: 

where ~m is the r 2-column vector given by: 

T (m m m m ) 
~m = Xoo' · · · ,Xor-ll· · · ,Xr-10' · · · ,Xr-1 r-1 , , ' , 

Thus, gm denotes the r 2-column vector of the coefficients of the maximum stratum, 

Nm and 12m denotes the r 2-column vector of positive integers which are derived from 

the quotients of the Fitting Ideals (as in Example 5.21). We calculate the positive 

integers bi,j as follows: 

1. Calculate ord']f(Po'i) -ord7r(.r1'i) = c;•i for some positive integer c;·i which may 

not always be equal to m; 

2. Keep repeating this calculation for higher Fitting Invariants until we find the 

positive integer bi,j such that: 

ord']f ( F{bL. _11 ) - ord']f ( :F~:/,.) 
J.,) t,j 

ord7r(.1i!f) - ord']f(.r{b~+l]) 

for some positive integer cii. 

ci,j 
1 

c~i < ci'j 

We repeat this procedure for each i, j so we can determine 12m· Then we know we 

can uniquely determine the ai,j if and only if the equation B~gm = 12m has a unique 

solution, or in other words, if and only if det Bm f=. 0. Furthermore, if we show 

that det Bm = ±1 then we can uniquely determine the ai,j as integers. We will 

determine det Bm in the following lemma: 

Lemma 5.22 With the notation as above, the r 2 x r 2 matrix Bm, derived from the 

Fitting information of the cyclic modules Ai,j, has a determinant equal to +1. 

Proof: 

Let us write Cm = (Cq,p) for p, q = 0, 1, ... , r- 1, where Cq,p is the r x r matrix 

with the following entries: 



~~- ·- ---~~-- --------· 
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A~0 0 0 

A~r-l 0 0 

for some entries 0, which are equal to m, m -1 or m- 2. Let us now denote the r x r 

matrix Bp,q to be the matrix derived from Cq,p by replacing each entry m with a 1 

and each entry m- 1 or m- 2 with a zero. Then we see that B~ = (B~q). We will 

first consider what B~P looks like. Let wand z be integers such that 0 :::; w, z :::; r-1. 

Then: 

Thus, 

ord,(.P,'•0(A;,,)) = { 
m 

m-1 

for p 2: z 

for p < z 

Then for w :::; p we have: 

and for w > p we have: 

Hence: 

ordn ( Fb'0 
( A;,z)) - 1 

ordn ( Fb'0 
( A;,z)) 

ordn ( FC·0 
( A;,z)) 

ordn ( Fb'0 
( A;,z)) + 1 

for z < w 

for z 2: w 

for z < w 

for z 2: w 

m for p 2: z, w :::; p and z 2: w 

m 

m 

m-1 

for p 2: z, w > p and z < w 

for p < z, w > p and z 2: w 

otherwise 

Note that ordn(FC'w(A;,z)) = m - 2 is not a possibility since this reqmres the 

condition p < z, w :::; p and z < w which gives w > p, a contradiction. Similarly, 

ordn ( FC'w ( A;,z)) = m + 1 is not a possibility since this requires the condition p 2: z, 

w > p and z 2: w which gives p 2: w, a contradiction. We can put these values into 

tabular form as follows: 
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A;:P_ 1 m 

A;,P m 

A;:P+l m -1 

A;,w'-I m- 1 

A;::w' m-1 

A;:r_2 m- 1 

A;:r-1 m -1 

m-1 

m-1 

m-1 

m 

m 

m 

m-1 

m-1 

m-1 

m-1 

m-1 

m-1 

m -1 

m-1 

m-1 

m -1 

m 

m-1 

m-1 

m-1 

m-1 

m-1 

m 

m 

m 

m 

m 

m 

m-1 

m-1 

m 

m 

m 

m 

m 

m 

m 

m 

m 

m -1 

m-1 

m-1 

m-1 

m 
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for 1 S w < p and p < w' S r- 1. We replace the entries which are m's by 1's and 

put zeroes elsewhere in order to determine the matrix: 

p+1 

1 

p+1 0 1 

0 

1 

1 

Now we will consider BJ,q for p < q. Well, 

Am-1 p,z 

P~A;,z = A;,z 
Am-1 p,z 

Thus, 

1 

1 

0 1 

1 

1 

0 

0 

1 

0 

0 

for z S p 

for p < z S q 

for z > q 

m-1 

m-2 

for z S q 

for z > q 

0 

0 

1 

0 1 
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Then for w ::; p we have: 

for z < w 

for z 2: w 

and for w > p we have: 

for z < w 

for z 2: w 

Hence: 

m for z ::; q, w > p and z 2: w 

m-1 for z ::; q, w ::; p and z 2: w 

m-1 for z :S q, w > p and z < w 

ordn(FC'w(A:,z)) = m-1 for z > q, w > p and z 2: w 

m~2 for z ::; q, w :S p and z < w 

m-2 for z > q, w :S p and z 2: w 

m-2 for z > q, w > p and z < w 

Note that ordn(FC'w(A~z)) = m - 3 is not a possibility since this requires the 

condition z > q, w ::; p and z < w which gives p > q, a contradiction. We can go 

straight to the matrix: 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

0 

0 

1 

0 

0 

0 

0 

q-p 

0 0 0 

0 0 0 

1 0 0 

0 1 0 0 

0 0 0 

0 0 0 
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Now we will consider BJ.q for p > q. Well, 

A;,z 

P;A:,z = Am-1 p,z 

A;,z 

Thus, 

ord,(.P,''0(A~,)) = { 

Then for w :::; p we have: 

and for w > p we have: 

Hence: 
m 

m 

m 

ord7r ( :FC'w ( A:,z)) = m-1 

m-1 

m-1 

m-2 

for z:::; q 

for q < z:::; p 

for z > p 

m 

m-1 

for z:::; q 

for z > q 

for z < w 

for z 2: w 

for z < w 

for z 2: w 

for z :::; q, w :::; p and z 2: w 

for z :::; q, w > p and z < w 

for z > q, w > p and z 2: w 

for z :::; q, w :::; p and z < w 

for z > q, w:::; p and z 2: w 

for z > q, w > p and z < w 

for z > q, w :::; p and z < w 
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Note that ord7r(Po'w(A:,z)) = m + 1 is not a possibility since this requires the 

condition z :::; q, w > p and z 2: w which gives q > p, a contradiction. We thus 
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obtain the matrix: 

B~q = 

1 

0 

0 

0 

0 

1 

1 

q+l 

1 

0 1 

0 

0 

1 

1 

0 

0 

0 

0 

0 

0 
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p-q 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

0 1 1 

0 

0 0 0 1 

We wish to calculate det Bm and to do this we will rearrange B~ into a simpler 

form by permuting rows and columns of this matrix. Consider the r x r matrix BJ,q 

and suppose we perform the following operations: 

Column Permutes to Row Permutes to 

1 r-q 1 r-p 

2 r-q+1 2 r-p+1 

q r-1 p r-1 

q+1 r p+1 r 

q+2 1 p+2 1 

r r-q-1 r r-p-1 

--- --for every p, q. Denote by B'!:t = (Bl,q) the resulting matrix after these column and 

row operations have been made on B~. In fact these column permutations are given 

by the ( r - q - 1 )-st power of the r-cycle ( 1 2 · · · r) and so the effect on det BJ.q is 

a sign change of ( -l)(r-l)(r-q-l). Similarly, the effect on det BJ.q of performing the 

row operations is a sign change of ( -l)(r-l)(r-p-l). Thus, the overall effect of these 
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----operations gives det Bl,q = ( -1)(r-l)(p+q) det B~q· Hence, when p = q we obtain 

det iiJ:; = det B~p· Now 

----BT = p,p 

p+1 

and for p < q we have: 

0 

0 

0 

----BT = 
p,q 

0 

. . . 

1 

0 1 

0 

0 

0 ... 

. . . 0 0 

0 0 

0 0 

0 0 

1 

1 

0 1 

0 

. .. 0 

. .. ... 

1 

1 

1 

0 

0 

0 

0 

1 

0 

0 

0 0 

1 

1 

1 

0 1 

q-p 

1 

0 1 

0 

0 0 0 
------ ------ ------

0 0 0 0 0 0 

0 . . . . . . 0 0 . . . . .. 0 0 . . . . . . 0 
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and for p > q we obtain: 

p-q 

0 

0 

0 1 

0 

1 

0 0 0 1 
------ ------

0 0 0 0 

---BT = p,q 

0 0 0 0 
------

q+l 

1 . . . .. . 1 

1 

1 

0 

0 

1 

1 

0 1 

0 0 0 0 0 0 

0 0 0 0 

If we denote by Ek the r x r matrix: 

0 ...... 0 1 

0 

0 

0 

0 

for k = 1, ... , r, then we have that: 

---BT = p,q 

0 0 

0 0 

0 0 

Er for p = q 

Eq-p for p < q 

Er-p+q for p > q 

0 ...... 0 

k 

1 

0 1 

0 

0 

87 
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We can then write: 

Er E1 

---- Er-1 Er 
BT = m 

E1 

Now, letT be the r x r matrix: 

0 1 0 0 

0 0 0 0 

for u = 1, ... , r- 1 and Tr = 0. Thus, we can write Er-u = Tu Er and hence: 

Er rr-lEr TEr 

---- TEr Er 
BT = m rr-IE r 

rr-lEr TEr Er 

----Now think of B~ as a block r x r matrix, with each entry equal to ru En for some 

u. Now we can perform block row operations: 

Block row u- Tu[Block row r] for u = 1, ... , r- 1 



5.8. Determination of the Module 89 

to obtain: 

0 0 

0 

Note that these block operations are achieved by a sequence of ordinary elementary 

row operations and thus the determinant is unchanged. Then, since each r x r block 

entry Tu Er is a square matrix we have: 

---det B'f:t = (det Err= 1 

Then: -- ---det Bm = ( det B~Pr = ( det BJ,Pr = det B'f:t = 1 

0 

We are now in a position to prove the main results of this chapter. 

Theorem 5.23 LetS be a hereditary R-order in Mt(E), for some field E, and 5 N 

be a finitely generated left torsionS-module. Then the set of Fitting Ideals :F;•j (sN) 

uniquely determine s N up to isomorphism. 

Proof: 

From Lemma 5.22 we know det Bm = 1 so we can therefore uniquely determine 

Qm and thus uniquely determine the maximum stratum, Nm of 5 N. We next consider 

the (m -1)-st stratum. We know Ck is a matrix consisting of the entries k, k- 1 or 

k- 2 in exactly the same places as the entries m, m -1 or m- 2 respectively in Cm. 

Thus, Bk = Bm and det Bk = det Bm. Since the Qm are known and det Bm- 1 = 1 

we can uniquely determine the Qm_ 1 . Thus, we can determine Nm-l and we repeat 

this procedure in order to determine Nk fork= m- 2, ... , 1. Since 5 N = E9 Nk we 

have determined 5 N uniquely up to isomorphism. 

0 

We can easily extend this result for hereditary orders in matrix rings over division 

algebras. 
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Corollary 5.24 Let 5' be a hereditary R-order in Mt(D), for some division algebra 

D over K, and s'M a finitely generated left torsion 5'-module. Then the set of 

Fitting Ideals F;,j (s' NI) uniquely determine s' M up to isomorphism. 

Proof: 

Now we know that fh®oK 5' e::t 5, where 5 is a hereditary R-order in Mw(L), for 

some w and where L is the unique unramified extension of K of degree n = J D : K. 

Suppose we let sN =s (Ch ®s' M), then Theorem 5.23 tells us that the F;•1( 5 ,M) 

uniquely determine 5 N as an 5-module. However, the functor: 

(Ch ®oK-): s'Mod --+s Mod 

is one-one on isomorphism classes. To see this suppose that: 

Then by the KSA Theorem we must have M 1 rv M 2 . Therefore, S' M must be 

uniquely determined by the Fitting Invariants up to isomorphism. 

D 

Thus, we have constructed a notion of Fitting Invariant for modules over hered

itary orders with respect to maximal orders and the projectives in the hereditary 

order. We have shown that the Fitting Ideals derived give us enough information to 

completely determine the structure of torsion modules over hereditary orders. In the 

next chapter we consider modules over non-hereditary orders. In this case the option 

of considering projectives is not a viable one, so we need an alternative viewpoint. 

We do this by considering how we can adjust the presentation matrix of a finitely 

generated module over a non-hereditary order in order to derive some invariants. It 

will be shown that if we then use this 'matrix' procedure back in the hereditary case 

we again obtain enough information to tell us the structure of torsion modules. 



Chapter 6 

Non-Herditary Orders 

In this chapter we will construct a notion of Fitting Invariant for modules over 

certain orders, which may not be hereditary. We will prove in Theorem 6.5 that 

we can derive a series of invariants by considering adjustments or operations on 

the presentation matrix of a finitely generated module over such an order. We will 

call these Q-invariants. This construction works well for modules over principal 

hereditary orders where we prove in Corollary 6.15 that there exists a sequence 

of Q-invariants which enable us to completely determine the isomorphism class of 

torsion modules. As an application we see what these Q-invariants can tell us in the 

case of modules over twisted group rings and we then obtain significant invariants 

for modules over group rings of metacyclic groups. 

6.1 Construction of Q-invariants 

In sections 5.6 and 5.7 we derived finer Fitting Invariants for modules over hered

itary orders when we considered the action of the maximal orders and projectives 

in the hereditary order on the modules. We saw that this procedure gave us some 

new information which enabled us to completely determine the structure of torsion 

modules. The problem with this approach is that it is difficult to extend to more 

general orders and also it involves operations on modules, which can be quite cum

bersome. So, instead we consider how we can derive extra information by considering 

adjustments to the presentation matrix of a finitely generated module. 

91 
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Let r be a Noetherian ring such that r is a subring of some Noetherian ring 

D. Let R be an integral domain with field of fractions L. Suppose that we have a 

representation p: D ----t Mn(L), such that p(f) ~ A= Mn(R). Define a fractional 

R-ideal to be a finitely generated R-submodule of L. We now define the Fitting 

Ideals or Fitting Invariants of a matrix, which we will need for our subsequent 

discussion. 

Definition 6.1 Let C E Mmxg(D) be a matrix over D. Then the s-th Fitting 

Invariant or Fitting Ideal of C with respect to p is defined to be: 

-------:Ff(C) = Ign-s(p(C)) 

Note that the ideals we obtain are fractional R-ideals. We next consider a simple 

example which will give us some idea as to how we should adjust the presentation 

matrix in order to provide us with more Fitting information. 

Example 6.2 Let us work over the 2-adic ring, Z2 and let z 2 M be a finitely gener

ated Z2-module, with presentation matrix: 

Of course we know from Theorem 3.1 that the Fitting Ideals :Fo(z 2M), :F1 (z 2 M) and 

:F2 (z 2M) will tell us the structure of z 2M completely. Indeed, 

Suppose however we consider the matrix: 

then the Fitting Ideals of this matrix tell us A2-1 is a presentation matrix for: 

and similarly the Fitting information derived from the matrix A2-2 tells us this is 

a presentation matrix for 22 [z 2M]. 
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0 

This example showsus that in general maybe we can consider deriving invariants 

from Aa-r, for some presentation matrix A, and some appropriately chosen element 

a E r. We want to construct invariants which are independent of the particular 

generating sets or presentation matrices chosen. Suppose A is a presentation matrix 

for some finitely generated left f-module, rM. Then we see that: 

B=(*) 
is also a presentation matrix for rM, but that the matrices Aa-r and Ba-r will not 

in general have the same Fitting Ideals. Indeed, in example 6.2, where a = 2, we 

see that the matrix: 

1 0 0 

B = 0 22 0 

0 0 23 

is also a presentation matrix for z 2M but the matrix: 

has different Fitting Ideals to the Fitting Ideals of A2- 1 (e.g. F 0 (A2-1
) = (2) 3 =/= 

(2) 2 = F 0 (B2-1 )). 

If A= (ai,j) for some ai,j E r, then we write w1 Aw2 = (w 1ai,jw2 ) for all w1 , w2 E 

0. We will choose a E r such that a is a unit in r2 and consider determinantal 

ideals of the unboxed matrix of p( a-b Aa-r ab) for integers b and integers r ~ 0. We 

first of all need to choose an appropriate a. 

Definition 6.3 We say that a subring E of r is a-stable with respect to r if 

a-br;ab ~ r for all b E Z. Simply say that f is a-stable whenever r is a-stable with 

respect to r. 
We suppose now that r is a-stable. We will construct invariants for finitely 

generated f-modules which are independent of the particular generating set chosen. 
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To do this let A E Mmx 9 (f) be a presentation matrix for rM with respect to some 

generating set ~· Let us define the matrix 

A~,b = (-a-_-b-A-:-_-r_+_b +-a_-_b I_tO_a_-_r+_b-) 

for b E Z, r, t 2:' 0 and where It is the txt identity matrix. We will consider Fitting 

Ideals of A~,b· We first need a lemma: 

Lemma 6.4 If t 2:' s 2:' 0, then: 

:FP(At+1) = :F.P(a-r):FP(At ) 
s r,b 0 s r,b 

Proof: 

First note that we can obtain an analogous result to the direct sum formula (see 

equation (2.1)) for non-integral matrices, namely: 

s 

:Ff(A;~1 ) = '2: :FC(a-r):F:_k(A;,b) (6.1) 
k=O 

We next proceed by induction on t. Consider t = 0. Then, using equation (6.1) we 

obtain: 

and so the lemma is true for t = 0. Next assume the lemma is true for t = k- 1, 

for an integer k 2:' 1, so that: 

:FP(Ak ) = :F.P(a-r):FP(Ak-1) 
s r,b 0 s r,b 

for 0 ::; s ::; k- 1. Consider t = k. Then, using equation (6.1) we obtain: 

:FP(Ak+1) = :F.P(a-r):FP(Ak ) + :FP(a-r):FP (Ak ) + ... + :FP(a-r):F.P(Ak ) s r,b 0 s r,b 1 s-1 r,b s 0 r,b 

= :F.P(a-r) [:F.P(a-r):FP(Ak-1) + ;:_P(a-r):FP (Ak-1) + ... + :FP(a-r):F.P(Ak-1)] 
0 0 s r,b 1 s-1 r,b s 0 r,b 

= :F.P(a-r):FP(Ak ) 0 s r,b 

for 0 ::; s ::; k - 1. So it remains to prove the assertion for s = k. \i\Tell, 

:FP(Ak+1) = :F.P(a-r):FP(Ak ) + :FP(a-r):FP (Ak ) + ... + FP(a-r):F.P(Ak ) k r,b 0 k r,b 1 k-1 r,b k 0 r,b 

= :F.P(a-r)FP(Ak ) + :F.P(a-r) [:FP(a-r):FP (Ak-1) + ... + :FP(a-r):F.P(Ak-1)] 
0 k r,b 0 1 k-1 r,b k 0 r,b 

= :F.P(a-r):FP(Ak ) 
0 k r,b 
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since using equation (6.1) again we see that: 

[FP(o:-r)FP (Ak-1) + ... + FP(o:-r):F.P(Ak-1)] C FP(Ak ) 
1 k-1 r,b k 0 r,b - k r,b 

0 

In view of Lemma 6.4, and since :Fg(o:-r) is a principal fractional R-ideal and 

hence invertible, we define: 

for 0 ~ s ~ t. 

The main theorem of this section shows that the Qf(A)r,b are in fact invariants 

ofrM. 

Theorem 6.5 Suppose r is o:-stable. Then, for rM a finitely generated left f

module the R-ideals Qf(A)r,b, as defined above, are independent of the particular 

presentation matrix A chosen to compute them. 

Proof: 

Let C E Mm'xk(r) be another presentation matrix for rM with respect to some 

generating set 1__. Now, 

( 

0 -b] -r+b ) +2t 0: g+2t0: cg -
r,b - b b 

0:- co:-r+ 0 

We will show that A~,t2t and C;!,t2
t both have the same Fitting Ideals with respect 

top. Well, we know from Lemma 1.1 that we can find a matrix Q E M[k+2t]x 9 (r) 

such that the matrix: 

is a presentation matrix for rM with respect to the extended generating set~ U L U 

Q(2t), where Q(2t) is the set consisting of 2t generators { 0, ... , 0}. Similarly, we can 

find a matrix P E Mr9+2t]xk(r) such that: 
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is a presentation matrix for rM with respect to the extended generating set 1 U ~ U 

Q(2
t). We can perform elementary column operations on Be to bring it to the form 

B~, where B~ is a presentation matrix with respect to~ U 1 U Q( 2t). Hence, we can 

write: 

BA =TIE~ 

B~ = T2BA 

for some matrices T1 and T2 over r. Then: 

-bE -r+b -bT B' -r+b -bT b -bE' -r+b a Aa =a 1 0 a =a 1a a 0 a 

Hence: 

(see [13), page 7). Furthermore, since a-bT1ab is a matrix over r (as r is a-stable) 

we obtain: 

:FP(a-b B a-r+b) C :FP(a-b B' a-r+b) 
s A - s C 

Similarly, we can show that: 

:FP(a-b B' a-r+b) C :FP(a-b B a-r+b) 
s C - s A 

and therefore: 

Now, we can perform column operations on a-b BAa-r+b to obtain: 

since a-b+rQa-r+b E M[k+2t]xg(f). Hence, using the same argument as in the proof 

of equation (6.2), we have Ff(A~,!2t) = :Ff(a-bBAa-r+b). Similarly, :Ff(C;,t2t) = 

:Ff(a-b Bca-r+b) and hence: 

Now, using Lemma 6.4 we obtain: 
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for 0 ~ s ~ t, which tells us that: 

for 0 ~ s ~ t and hence 9f(A)r,b is independent ofthe particular presentation matrix 

chosen. D 

We now define our invariants. 

Definition 6.6 For a given a, if r is a-stable and rM has a presentation matrix 

A, we define the s-th 9-invariant of rM with respect to p, r and b to be: 

9f(rM)r,b = 9f(A)r,b 

Remark 6. 7 We can calculate 9f(rM)r,b for all values of s by just making the 

positive integer t sufficiently large. We also note that when r = b = 0, we obtain 

determinantal ideals of the unboxed matrix of p(A) and we thus obtain the Fitting 

Ideals :Ff(rM), which coincide with our definition of Fitting Invariants for rings 

which can be represented inside matrix rings, Definition 5.3. 

Remark 6.8 Now suppose a-brab C£_ r, but we can find a subring E of r such that 

a-bEab ~ r for all b E Z (i.e. E is a-stable with respect to f). Suppose we choose a 

generating set~ which generates rM over E. In this case, the argument given in the 

proof of Theorem 6.5 breaks down for b =I= 0, since the Ti may not be matrices over 

E and therefore it may not be true that a-bTiab ~ r, fori= 1, 2. However, we can 

still obtain a partial series of 9-invariants by taking b = 0. When b = 0 equation 

(6.2) holds and the matrix Q is such that Q E M[k+Zt]x9 (E), since ~generates rM 

over E. Thus, arQa-r E M[k+Zt]x 9 (f). Therefore, the proof of Theorem 6.5 holds 

forb= 0 and we obtain the partial set of 9-invariants, 9f(rM)r,O· We will construct 

partial 9-invariants for the case b = 0 in section 6.4. 

We now obtain generalisations of some of the results we considered in the commu

tative case in chapters 1 and 2. We first consider the relationship between 9f(rM)r,b 

and 9:+1 (rM)r,b, where for b =I= 0 we have r is a-stable and for b = 0 we have E is 

a-stable with respect to r. 
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Theorem 6.9 For any finitely generated left f-module, 1 M: 

Proof: 

Consider Ff(A~,b). Every [(g + t)n- s] x [(g + t)n- s] minor of p(A~,b) can be 

written, by the Laplace expansion formula for determinants, as a sum: 

L Jv,1 Jv,[(g+t)n-s-1] 
v 

...--...-
where Jv,w is some w x w minor of p(A~,b) (where the minor includes the sign). 

Now, each Jv,[(g+t)n-s-1] E F:+l (A~,b). Let us consider Jv, 1. Such a minor is either 

a 1 x 1 minor of p(a-b lta-r+b), and so lies in F~_ 1 (a-r), or, it is a 1 x 1 minor of 

...--....- ...--....- ...--...-
h(p(a-bAa-r+b)) ~ Il(p(a-bAab))I1(P(a-r)) ~ I1(p(a-r)) 

...--...-
since a-bAab is a matrix over r. Therefore, h(p(a-bAa-r+b)) ~ F~_ 1 (a-r) and we 

have: 

as required. 

0 

We next obtain some results concerning exact sequences of finitely generated 

r-modules. 

Theorem 6.10 For a short exact sequence of finitely generated left f-modules: 

0 --t L --t lv! --t N --t 0 

and for integers s, s' ~ 0 we have: 

Proof: 

Suppose A E Mmx 9 (f) is a presentation matrix for 1L and C E M1xk(r) is a 

presentation matrix for 1 N. The first part of the proof of Theorem 2.1 generalises 
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to the non-commutative case giving us a matrix B E M1x 9 (f) such that the matrix: 

E=(-$-) 
is a presentation matrix for rM. Now let us consider the matrix: 

E2t - (--0----+_a_-_b I_2t_a-_r_+b-) 
r,b - a-b Ea-r+b 0 

Then: 

0 0 0 -bJ -r+b a ta 

E2t rv 

a-bBa-r+b 0 a-bca-r+b 
r,b 

0 -bJ -r+b 0 0 a ta 

a-b Aa-r+b 0 0 0 

Now let 

~1 be a [(g + t)n- s] x [(g + t)n- s] minor of p(A;,b) 

and ~2 be a [(k + t)n- s'] x [(k + t)n- s'] minor of p(C~,b) 

[(g + k + 2t)n- (s + s')] x [(g + k + 2t)n- (s + s')] 
____....___.. 

minor of p(E;,~) and such a minor lies in :F:+s' ( E;,~). But, 

:Ff(A; b) is generated by all such minors of the form ~1 , 

and :F:, ( c~,b) is generated by all such minors of the form ~2 

which tells us that: 

and hence: 

as required. 

D 

We next consider how we can calculate Q-invariants of direct sums of r-modules. 
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Theorem 6.11 If L EB N is a finitely generated left f-module then for each integer 

s 2 0 we have: 

Q~(L EB N)r,b = L Q~(L)r,bQ~(N)r,b 
u+v=s 

Proof: 

We have a short exact sequence: 

0 ---+ L ---+ L EB N ---+ N ---+ 0 

and so by Theorem 6.10 we see immediately that: 

and hence: 

L Q~(L)r,bQ~(N)r,b ~ Q~(L EB N)r,b 
u+v=s 

We now consider the reverse inclusion. Keeping the notation used in the proof 

of Theorem 6.10, it can be shown that the matrix: 

is a presentation matrix for L EB N and hence: 

2t- (*ht) Doo-
' D 0 

is also a presentation matrix for L EB N. Now, 

0 0 0 -bJ -r+b a ta 

D2t '"" 
0 0 a-bca-r+b 0 

r,b -bJ -r+b 0 a ta 0 0 

a-b Aa-r+b 0 0 0 

so every [(g + k + 2t) - s] x [(g + k + 2t) - s] minor of p(D;tb) must be of the form 
' 

det J where: 
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where 
~ 

J1 is a w1 x [(g + t)n- u] submatrix of p(A;,b) 

and 12 is a w2 x [(k + t)n- v] submatrix of p(C;,b) 

and where w1 + w2 = (g + k + 2t)n- s and u + v = s. So, we must have det J = 0 

unless w 1 = (g + t)n- u which tells us that w2 = (k + t)n- v and hence: 

which tells us: 

But Q~+v(L EB N)r,b is generated by all elements of the form [FC(a-r)J-[g+k+2tl det J 

so we must have: 

g~+v(L EB N)r,b ~ L Q~(L)r,bQ~(N)r,b 
u+v=s 

as required. 

D 

6.2 Determination of torsion modules over hered-

itary orders 

Having now defined some different invariants we will check how useful they are. 

We want these Q-invariants to provide us with as much information as possible 

about the underlying module structure. We return to the case of modules over 

hereditary orders to show us that in this case, if we choose a appropriately then 

we can find a series of Q-invariants which completely determine the structure of 

torsion modules. We return to the notation of chapter 5 and let R be a complete 

dvr with S = S(1, ... , 1 )(~v) a principal hereditary R-order in .Afn(D) of type n, for 

some division algebra, D and where K, the field of fractions of R, is a local field. 

First of all we consider the simplified case D = E. Suppose that 5 N is a finitely 

generated torsion S-module. We will use the Q-invariants to determine 5 N. Let a 

be the element: 

(ft1f) a- E S 
ln-1 0 
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Note that a- 1 E Mn(E) and that a- 1Sa = S. Thus, Sis a-stable with respect to S 

and we can choose any generating set for 5 N to calculate a full set of 9-invariants. 

Note also that: 

Now, if m = kn + l for 0 ~ l ~ n- 1, we let Pm = rrk ~- Then: 

CYr Pi = Pi+r for i = 0, 1, ... , n - 1 

so we can write each quotient of projectives as: 

fori 2: j and i, j = 0, 1, ... , n- 1. We will now determine what the 9-invariants of 

5 N can tell us. 

Lemma 6.12 Let 5 N be a finitely generated torsion S-module. Then the 9-

invariants, 9f(5 N)r,b determine the torsion coefficients of rb @s ar N when viewed 

as a left f 0-module, where rb is one of the maximal R-orders containing S, for 

b = 0, 1, ... , n- 1 (as defined in section 5.6). 

Proof: 

Here, p is just the inclusion map, p : S ---+ Mn (b.E ), where b.E is the integral 

closure of R in E. Suppose A E Mmx 9 (S) is a presentation matrix for sN. Then: 

and thus 

Now, we have an isomorphism, S::: Sa-r under the map: 0 : s H sa-r for all s E S. 

Thus, due to the way we have chosen CY, we have O(ar S) = Qr sa-r = S, which tells 

us that: 

Now, since S is hereditary, any S-lattice U is S-projective and thus we can write 

rb @s U ~ rbu. Also, since Sis hereditary, rb isS-projective and thus it is flat over 

S. Hence, from the exact sequence 
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we obtain the exact sequence: 

Therefore, we can write: 

Suppose that V is another S-lattice. Then, from the short exact sequence: 

0-----tUnV-----tUEBV~U+V----+0 

(where 0( u, v) = u - v for all ( u, v) E U EB V) we obtain the short exact sequence: 

Then rbU n rbV = ker 0' = rb[U n V] and therefore: 

Note that we can write: 

r -br b o =a ba 

and thus: 

Now, on calculating the Qf(N)r,b we are effectively calculating determinantal ideals 

of the unboxed matrix of p(A;,b). Thus, it can be seen that the torsion coefficients 

derived from quotients of the Qf(N)r,b are precisely the torsion coefficients of the 

~E-moduleN(fo®pb(rb)fb®sar N), where Pb is the representation Pb: fb----+ fo (as 

in Definition 5.16). Here, fo®pb(rb) fb®sar N is simply fb®sar N when viewed as a 

left f 0-module. Since ~Eisa complete dvr hence PID, we know from Theorem 3.1 

that the torsion coefficients will uniquely determine N(r o®pb(rb) fb®sar N) as a ~E

module. But, since N is a bijective functor this means that (f0 ®pb(rb) rb ®s ar N) 

must be uniquely determined as a f 0-module. Therefore, rb ®s ar N is uniquely 

determined as a fo-module by Qf(N)r,b· 

0 
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Now, let r0 be the positive integer such that: 

r b ®s aro N = 0 \:1 b 

and rb ®s aro-1 N =I- 0 for some b 

By Lemma 6.12 we see that if we calculate Q~(N)r,b we will be able to determine 

r0 . Let Rk(N) denote the rank or number of cyclic summands of N. Then the 

Q-invariants will tell us that Rk(a~N) = 0 and that Rk(aro- 1N) = R0 , for some 

R0 E N. We can think of aro as the smallest annihilator of 5 N. Hence, we can write: 

where aro- 1 N(0) = 0 and 

n-1 

Nro = EB n ;ro) Cij Po I Cij+ro Po 
j=O 

for some n)ro) E N U {0}. We can think of Nro as the direct summand of sN which 

is annihilated by aro but not annihilated by aro- 1
. We will now determine Nro by 

considering rb ®s aro- 1 N. Let us first consider: 

Well, if m = kn + l for some l such that 0 :::; l :::; n- 1, then: 

k { 1rk H for b :::; l 
fbPm = fb1r P, = 

1rk-l Pb for b > l 

which tells us that: 

r,Pm = { 
Cink+bpo for b :::; l 

Cink+b-np
0 forb> l 

But we can write: 

[ m- b l { nk 
for b :::; l 

-n- n = n(k- 1) forb> l 

Thus we obtain: 

We now use this to obtain: 

n-1 

rb ®s Ciro-1N = EBnYo)abPo/n8iabPo 
j=O 
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where 

if j + r 0 = b(n) 

if j + r 0 =/:- b(n) 

So we can see that each b will determine j uniquely where j + r0 b( n) and thus: 

Then the set of Q-invariants Qf(N)ro- 1,b will determine the torsion coefficients of 

rb ®s aro-1 N which tells us Rk(fb ®s aro- 1 N) = njro). Thus, we have determined 

the njro) and we then know what Nro is. Furthermore, we can then calculate 

n-1 

Ro = Rk(aro-1 N) = L nYo) 
j=O 

Next, from the Q-invariants Qf(N)r,b we continue to calculate Rk(fb®saro-tN), for 

t E .N, until we find the greatest positive integer r 1 < r 0 such that, for some b we 

have Rk(fb ®s ar 1 -
1 N) > R0 which tells us that there exists R1 E .N such that: 

We can then write: 

where ar1 - 1 N(1) = 0 and 

n-1 

Nr
1 

= E9 n]r!)aj Po/ai+r1 Po 
j=O 

for some n]r!) E .N U {0}. Again, we can think of NTJ as the direct summand of 8 N 

which is annihilated by aTJ but not annihilated by ar 1 -
1

. We will now determine 

NTJ by considering rb ®s aTJ-l N. Well, 

rb ®s O.r 1 -
1 N = [ED n]TJ)ab Po/1f8

j ab Po] EB [ED n]ro)ab Po/1f'Yj ab Po] 
]=0 ]=0 

where /j ::::= 1 are known from our previous work in determining Nro and: 

if j + r 1 b(n) 

if j + r 1 =/:- b(n) 
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So we can again see that each b will determine j uniquely where j + r1 - b( n). Then 

the 9-invariants 9f(N)T! -l,b will tell us the torsion coefficients of rb ®s on - 1 N, 

which give us Rk(rb ®s on- 1N) and we have the equation: 

n-1 

Rk(rb ®s on-l N) = n]ri) + L n]ro) 
j=O 

so we can determine the n]T!), and hence determine Nr 1 • 

We then repeat the above procedure to find the greatest positive integer r 2 such 

that 

for some R 2 E N. This will enable us to write: 

and we then determine Nr2 • We continue in this way until the rank of N is deter

mined and we obtain a sequence: 

Module Rank 

ar0 N = 0 0 

aro-1 N =/=- 0 Ro 

aTI N =/=- 0 Ro 

ar1 -
1 N =/=- 0 R1 

where the ranks satisfy: Rk > Rk-l > · · · > R 1 > R0 . We will consequently obtain: 

and hence we have determined sN. We have thus given a procedure for using the 

9-invariants for determining the structure of sN. The case where Sis the principal 

order s(t, ... ,t)(6E) generalises easily. Hence, we have proved the main theorem of 

this section: 
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Theorem 6.13 Let R be a complete dvr with S = S(t, ... ,t)(6E) a principal heredi

tary R-order in .Mn (E), for some field E. Suppose that 5 N is a finitely generated 

torsion S-module. Then we can find an appropriate a E S such that the set of 

9-invariants 9f(N)r,b completely determine the structure of 5 N. 

We now extend Theorem 6.13 to the case where D is a division algebra (not 

necessarily commutative). In order to do this we first need a lemma. 

Lemma 6.14 LetS'= S(w, ... ,w)(6n) be a principal hereditary R-order of type kin 

Mt(D), for some division algebra Dover K and where kw = t. Let L be the unique 

unramified extension of K of degree m = J D : K. Then there is an isomorphism: 

where S = S(w, ... ,w)(th) is of type mk. 

Proof: 

We sketch the proof. Consider the case t = 1. Suppose the residue class field 

OK has cardinality q. Then L = K(w), where w is a primitive (qm- 1)-st root of 

unity (see [16], Thereorm 5.10, pages 72-73). The galois group Gal(L/K) is cyclic 

of order m and has as a generator the Frobenius automorphism a, where a(w) = wq. 

Let nOL = rad 0£. Then there is a prime element z E D such that: 

m-1 

D = LziL 
i=O 

where zm = 1r and z-1(3z = ak(/3) for all f3 E L. D uniquely determines the integer 

k modulo m, where gcd(k, m) = 1. We can then write S' as: 

m-1 

S' = L:ziOL 
i=O 

Now, OL = OK[w], so we can viewS' as an 0K-module with 0K-basis {zuwv}, for 

u, v = 0, 1, ... , m- 1. Define the map: 

(where 6L = OL and s(l, ... ,l)(6L) is of type m) by: 
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where {.L denotes left multiplication by J-L E L and ({L)* is the matrix representation 

of {1. Then, it can be shown that the map 1 is one-one and, since L is an unramified 

extension of K, 1 is onto. The case of general t extends easily. 

0 

Corollary 6.15 LetS'= Scw, ... ,w)(6D) be a principal hereditary R-order of type k 

in Mt(D), for some division algebra Dover K and where kw = t. Let L be the unique 

unramified extension of K of degree m = J D : K. Let s' M be a finitely generated 

torsion S'-module. Then there exists a representation T and an appropriate a E S' 

such that the set of Q-invariants Q;(M)r,b completely determine the structure of 

s'M. 

Proof: 

6D may not be commutative so we use the splitting field L of D and calculate 

the Q-invariants of OL 0oK M. We have a composite map: 

where 1 is as given in Lemma 6.14. This tells us that we have a composite map: 

where pis just the inclusion map. Then 'we know that: 

Now, Theoem 6.13 tells us the Q-invariants Qf(OL 0oK M)r,b (and thus the Q

invariants Q;(M)r,b) will completely determine the isomorphism class of OL 0oK M. 

But, we know from the proof of Corollary 5.24 that the functor (OL 0oK -) is 

one-one on isomorphism classes. 

0 

We next illustrate the above procedure and Theorem 6.13 with an example. 

Example 6.16 Let S = S(l,l) (6E) be a hereditary R-order in l\ll2(E) and let 5 N 

be a finitely generated left torsion S-module .. We wish to use the Q-invariants to 

determine 5 N precisely. Well, suppose we are given a complete set of Q-invariants 

as follows: 
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ord7TQf(N)r,o r=6 T=5 r=4 r=3 r=2 T = 1 r=O 

s=O 5 11 16 22 27 36 43 

s = 1 4 10 14 20 24 33 39 

s=2 3 9 12 18 21 30 35 

s=3 2 8 10 16 18 27 31 

s=4 1 7 8 14 15 24 27 

s=5 0 6 6 12 12 21 23 

s=6 0 5 5 10 10 18 20 

s=7 0 4 4 8 8 15 17 

s=8 0 3 3 6 6 12 14 

s=9 0 2 2 4 4 9 11 

s = 10 0 1 1 2 2 6 8 

s = 11 0 0 0 0 0 3 5 

s = 12 0 0 0 0 0 2 4 

s = 13 0 0 0 0 0 1 3 

s = 14 0 0 0 0 0 0 2 

s = 15 0 0 0 0 0 0 1 

s = 16 0 0 0 0 0 0 0 

where 9f(N)r,o = (0) for r 2: 7. 
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ordn9f(N)r,l r=6 r=5 r=4 r=3 r=2 r = 1 r=O 

s=O 2 7 13 18 24 31 40 

s = 1 1 6 11 16 21 28 36 

s=2 0 5 9 14 18 25 32 

s=3 0 4 8 12 16 22 29 

s=4 0 3 7 10 14 19 26 

s=5 0 2 6 8 12 16 23 

s=6 0 1 5 6 10 13 20 

s=7 0 0 4 4 8 10 17 

s=8 0 0 3 3 6 8 14 

s=9 0 0 2 2 4 6 11 

s = 10 0 0 1 1 2 4 8 

s = 11 0 0 0 0 0 2 5 

s = 12 0 0 0 0 0 1 4 

s = 13 0 0 0 0 0 0 3 

s = 14 0 0 0 0 0 0 2 

s = 15 0 0 0 0 0 0 1 

s = 16 0 0 0 0 0 0 0 

where Qf(N)r,l = (0) for r ~ 7. We see immediately that o? N = 0, but a 6 N =!= 0 so 

we can write 

sN = N(o) El7 N1 

where a 6 N(o) = 0 and 

N (7) p, I 7 p, (7) p, I 8 p, 1 = n 0 0 a 0 El7 n1 a 0 a 0 

Now, the columns ordn9f(N) 6,b, forb= 0, 1, tell us that: 

Rk(f0 ®s a 6 N) = 5 = n~7) since 1 + 7 = 0(2) 

Rk(f1 ®s a 6N) = 2 = n67
) since 0 + 7 = 1(2) 

and hence: 

N1 = 2Pol a 7 Po El7 5aP01 a 8 P0 

Ro = Rk ( a 6 N) = 2 + 5 = 7 
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Next we consider the columns ord71"Qf(N)s,b, which tell us that: 

Rk(r sN) R (6) (6) 
0 ® s a = 11 = 0 + n0 =} n0 = 4 

Rk(f1 ®s a 5 N) = 7 = Ro + ni6
) =} ni6

) = 0 

and hence we can write: 

where 

N6 4Po/a6P0 

R1 Rk(a5N)=11 

Looking at the next set of Q-invariants we find that: 

R 1 = Rk(a4 N) = Rk(a3 N) = Rk(a2 N) = 11 

so we next consider the columns ord71"Qf(N)t,b, which tell us that: 

Rk(r o ®s aN) = 14 = R 1 + n~2) =} n~2) = 3 

Rk(f 1 ®s aN) = 13 = R 1 + ni2
) =} ni2

) = 2 

and hence we can write: 

where 

But then 

Rk(N2 EB N6 EB N 7 ) = 5 + 4 + 7 = 16 = Rk(N) 

and so we must have determined N. Thus, we can write: 

sN = N2 EB N6 EB N1 

= [3P0/a
2 P0 EB 2aP0 /a3 Po] EB [4P0 /a

6 Po] EB [2P0/a
7 Po EB 5aP0 ja8 Po] 

= 3A~,o EB 2AL EB 4A~,o EB 2A6,1 EB 5Ai,0 

0 
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6.3 Twisted Group Rings 

In this section we consider how we can apply the Q-invariants we constructed in 

section 6.1 to the case of modules over a twisted group ring. LetT be a commutative 

ring with a 1 and G be a finite group which acts as a group of automorphisms on 

T. Then, by the twisted group ring ToG of Gover T, we mean: 

ToG=E9Tg 
gEG 

where {gig E G} form aT-basis forT o G and multiplication inTo G is defined as: 

Let R be an integral domain with quotient field K and let L be a finite Galois 

extension of K with Galois group G, of order n. Let T be an R-order in L such that 

Tis stable under G. Now if g E G then g determines a K-automorphism of L which 

induces an R-automorphism ofT. Then we may form the twisted group rings: 

LoG = E9 Lg and ToG = E9 Tg 
gEG gEG 

In order to construct Q-invariants we will embed LoG into Mn(L), via a particular 

representation which we denote by p0 . Let G = {g1 , ... , gn} and write: 

A = L o G = { t, g;a; I a; E L, g; E G where g .a = g( a )g II g E G, a E L} 

We view A as a right L-module AL, and consider the L-endomorphisms of AL which 

will act on the left. Now, let a E L and let a denote left multiplication by a. Then, 

since {gi} form an £-basis for AL we see that: 

and hence the matrix representation of a (where the matrix acts on the left) is: 

Similarly, since 99s = 9r for some r, s such that 1 ::::; r, s ::::; n, the matrix representa

tion of 9 which we call (9)*, is the n x n matrix: 

(9)* = (69;,99J for 1::::; i,j::::; n 
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where: 

if 9 = h 

if 9 =1- h 

for all 9, hE G. Then the map p0 defined by: 

Po : a H ( iL) *, 9 H (g)* 

yields an n-th degree representation of LoG over L: 

which when restricted toT gives us: 

Po: ToG----+ Mn(T) 
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Let A= ToG, then for AM a finitely generated left A-module, we can construct the 

Q-invariants with respect to p0 to be Qf0 (AJ\!I)r,b, which give us invariants as ideals 

in the ring T. We ask ourselves can we do any better than this in order to obtain 

finer invariants? For example, given a Q-invariant Qf0
, which is an ideal of the ring 

T, can we find an ideal J of the fixed ring T 0 , such that when J is extended to the 

larger ring T we obtain JT = Qf0 ? The following example shows we cannot always 

do this. 

Example 6.17 Let T = Z[iJ3] and let G = C2 =< 9 > be such that G acts on T 

by complex conjugation. Suppose we have a finitely generated left A= ToG-module, 

AM, with presentation matrix: 

( 
2.1 + 0.9 ) 

c = 0.1 + (1 + iJ3)9 

with respect to one generator e, say. Then 

Po(C) = 
c ~) 

( 
0 1 + iJ3) 

1- iJ3 0 
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and thus 

Po(C) = 

2 0 

0 

0 

2 

1 + iv'3 

1 - iv'3 0 
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We will calculate Qf0 (AM)o,o in this case which is the same as calculating Ff0 (AM). 

We obtain: 

FC0 (AM) 

Ff0 (AM) 

( 4, 2(1 + iv'3) )T 

(2, 1 + iv'3)T 

Let us consider :Fg0
• A short calculation shows that (:Fgo n TG)T = (4)T. But, 

2(1 +iv'3) E Fgo \ (4)T so we see that (FC0 nTG)T ~ Fgo and thus we cannot find 

a TG-ideal J such that the extended ideal JT = FC0
• However, note that: 

g(FC0
) = (4, 2- 2iv'3) 

g(Ff0
) = (2, 1- iv'3) 

_ 'LPO 
- .ro 

_ -rPo 
- .rl 

So, in this case, we see that each Ff0 is fixed under the action of G = C2 . 

We can extend this idea to the general case as the following theorem shows: 

D 

Theorem 6.18 Let A= To G. Then for any finitely generated A-module, AM, we 

have: 

for all g E G and for all integers s 2: 0. 

If G has order n then we know that rA ~ rn as left T-modules. Thus, we can 

view AM as a left T-module which we denote by rM. In order to prove Theorem 

6.18 we first need a lemma which shows the relationship between certain presentation 

matrices for AM and certain presentation matrices for rM. 

Lemma 6.19 Suppose C = P·k,t) is a presentation matrix for AM, for some >.k,l E 

A, fork= 1, ... , m and l = 1, ... , h. Then, if g E G: 

1. gC = (g(Ak,t)) is also a presentation matrix for AM; 

2. gCg- 1 = (g>.k,lg- 1) is also a presentation matrix for AM; and 
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3. p0 (C), p0 (gC) and p0 (gCg- 1) are all presentation matrices for rM. 

Proof: 

Suppose C is a presentation matrix with respect to the generating set ~ = { e1}. 

Then we have a set of m relations: 

h h h 

L >.k,lel = 0 {:::} g L >.k,lel = 0 {:::} L g>.k,1e1 = 0 
1=1 1=1 1=1 

for k = 1, ... , m. Hence gC is indeed a presentation matrix with respect to ~-

Furthermore, 
h h 

L g>.k,lel = 0 {:::} L g>.k,lg-1 [get] = 0 
1=1 1=1 

and hence gCg- 1 is a presentation matrix with respect to the generating set {get}. 

Thus, it remains to prove 3. We have a presentation for ~~.M: 

Now, since rA rv Tn as left T-modules, we see that there is a presentation for rM: 

________... 
We claim that A and p0 (C) are equivalent matrices by means of elementary row 

and column operations; if this is the case we write A rv p0 (C). We first consider the 

simplified case m = h = 1. Then we can write C = (>.) for some >. E A. We also 

write: 

so we have the relation 

n 

>. = L ajgj for some aj E T 
j=1 

n 

>.e1 = 0 i.e. L ajgje1 = 0 
j=1 

If we multiply the relation >.e1 = 0 by gi 1 on the left we obtain: 

If we let gi-I gj = gr for some r, such that 1 :::; r :::; n, then gj = gigr. Hence, 

p0 (gi) = (§i)* has a 1 in the (j, r)-th entry and consequently p0 (C) has gj 1(ai) in 
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the (j, r)-th entry. Next, multiplying the relation Ae1 = 0 by gj 1 on the left we 

obtain: 

If we let gj 1gi = 9s for somes, such that 1 ::; s::; n, then as aT-module the above 

is a relation for rM with respect to the generating set {gjei}. So this equation gives 

us the entry gt(ai) in the (j, s)-th position of the matrix A. Since 9s = g;1 each s 

is uniquely determined by r. Thus, if we take the matrix A and interchange columns 

sand r for each s, which is equivalent to swapping the generator g5 e1 with gre1, we 

obtain p0 (C). Thus, we have proved that in the case m = h = 1, A rv p0 (C) as 

required. The general case follows easily. For if C = (.-\,j) then Po (C) = (Po ( Ai,j)) 

is an m x h matrix with entries in Mn(T). If we take them relations: 

and, as before, multiply on the left by g;1
, then we see that each p0 (Ai.j) is the 

matrix with gj 1(ai) in the (j, r)-th position, as we had in the m = g = 1 case. 

Similarly, if we now multiply the above relations on the left by gj 1 then we obtain 

relations with respect to the nh generators {gje1}. Thus, A is an nm x nh matrix. 

If we think of it as an m x k block matrix, with each block an n x n matrix, then 

each of these n x n blocks has the entry gj 1(ai) in the (j, s)-th position, as before. 

Thus, swapping columns s and r for each s, in each of then x n blocks, we obtain 

A rv Po(C). 

Hence, as the matrices C, gC and gCg- 1 are presentation matrices for AM we 

see that p0 (C), p0 (gC) and p0 (gC g-1) must be presentation matrices for T M. 

We are now in a position to prove Theorem 6.18. 

Proof: (of Theorem 6.18) 

0 

Assume that C is a presentation matrix for ANI and that A is a-stable with 

respect to A. We know from Lemma 6.19 that p0 (C) and p0 (gCg- 1) are both 

presentation matrices for rM with respect to the same size generating sets so we 

must have :Ff0 (C) = :Ff0 (gCg- 1
). Since A is a-stable with respect to A we obtain 

------------- ------------:Ff0(C;b) = :Ff0 (gc;bg- 1
). Suppose we also know that p0 (gCg- 1 ) rv g(po(C)) and 

' ' 
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FPO (et ) = FPo (get g-1) = FPo (get ) = gFPo (et ) s r,b s r,b s r,b s r,b 

which tells us that: 

So it remains to prove that p0 (geg- 1 ) "' g(p0 (e)). Let g = gr. Again, we first 

consider the case m = h = 1 and write e = (,\) where ,\ = 'I:/j=1 aigi. Let us 

consider: 

Now, using similar methods to those used in the proof of Lemma 6.19, we can show 

that Po(gr,\g;1
) is then x n matrix with the entry gJ; 1gr(ai) in the (k, s)-th position 

where gk = grgig; 1g5 • Now, we can find a p such that g; 1gr = grgJ; 1
. Further, if we 

let: 

-1 ga,(p) = gr gpgr 

then we see that ga,(p) = gk· Define t such that: 

-1 gp = grgigr gt 

then the (p, t)-th entry of Po(gr,\g; 1
) is equal to g; 1gr(ai) = grgJ; 1 (ai)· Let us 

now consider grPo(A). Well, the (k, u)-th entry of Po(A) is gJ; 1 (ai) where gk = gigu. 

Hence, the (k, u)-th entry of grp0 (,\) is grgJ; 1(ai)· Let us revert back to the matrix 

p0 (gr>..g; 1
) and perform the following permutations: 

Colt H Col u 

Row pH Row k 

and call the resulting matrix p~(gr>..g; 1 ). Then the (k,u)-th entry of p~(gr,\g; 1 ) is 

equal to grgJ;1(ai) which is precisely the (k, u)-th entry of grPo(>..). It remains to 

verify that ga,(t) = gu. Well, 

-1 -1 -1 -1 
ga,(t) = gr gtgr = gi gr gpgr = gi gk = gu 

Hence, 
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For the general case, we can easily repeat the above argument, performing the 

permutations on each of the n x n blocks of p0 (grC g; 1) to obtain: 

as required. 

D 

We finish this section by proving a result about the relationship between the 

initial Fitting Ideal and the annihilator of a finitely generated A-module. 

Theorem 6.20 For any finitely generated left A-module, AM, we have: 

Proof: 

Suppose we have the following presentation for AM: 

where the map T is represented by the matrix C E Mmxh(A) acting on the right, 

with respect to the generating set f.= {e1}, for l = 1, ... , h. Now, since rA"' yn as 

left T-modules, we see that there is a presentation for rM: 

where we can represent r' by the unboxed matrix p0 (C) acting on the right. Since T 

is a commutative ring :Fg0 (AM) ~ AnnrM (see Theorem 1.11) and thus ynh:Fgo ~ 
------- ---------ynmPo(C). Now choose x E :Fg0 nTG, so ynhx ~ ynmp0 (C) and hence, Ahx ~ AmC. 

But, x E ya so A hx = xA h and we obtain: 

Now, suppose mEA M, so we can write: 

Then: 

h 

m = L>..1e1 for some >..1 E A 
l=l 
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and thus 

Therefore 

h 

0 = x(x/\1, ... , x.\h) = L XAtel = xm 

1=1 

6.4 Metacyclic Groups 
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0 

We now consider how we can apply the work in section 6.3 to obtain Q-invariants 

for modules over group rings, where the underlying group is metacyclic. Let Gs be 

the metacyclic group given by: 

where p and q are distinct primes with p odd and t is a primitive q-th root of 1 

modulo p8
• Let fs denote the group ring, fs = 'llpGs· Then we can represent fs as 

a twisted group ring: 

where Cq =< 'Y > and 'Y acts as yon x; the action given by 'Y(x) = xt. 

We first consider the case s = 1. If we denote by A the semisimple Q-algebra 

A= QpG1 , then we have a representation for A: 

where e1 = <I>p;x) and e2 = 1- e1 are primitive idempotents, <I>p(x) is the cyclotomic 

polynomial of order p and ( is a primitive p-th root of 1. However, for f 1 the 

analogous result is only an inclusion: 

since e1 and e2 do not lie in r 1 . If we let S = 'llp[(] o Cq then, since 'llp[(] is a 

tamely ramified extension of its fixed ring 'llp[(]Cq, S is a hereditary 'llp[(fq-order in 

QS = Qp[(]oCq (see [1], Corollary 3.6). Thus, f 1 can be projected onto a hereditary 

order, namely S. 
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We will calculate a set of Q-invariants for finitely generated r 1-modules. We 

have a representation for r 1: 

where 

where p0 is the representation we defined in section 6.3. Thus, calculating our Q

invariants with respect to p0 we will obtain a set of ideals in Zp[x]. Let r 1 M be 

a finitely generated left torsion r 1-module. We want to choose an appropriate a 

to provide us with a useful set of Q-invariants. We also choose a such that the 

projected element ae2 E Scan be used to calculate Q-invariants for the underlying 

module over the hereditary order, S, such that they completely determine the S

module structure. For a full set of Q-invariants (i.e. b =1- 0) we want an a such that 

r 1 is a-stable with respect to r 1 and which provides a useful set of Q-invariants. 

However, research has failed to find such an a (of course we can always take a = 1 

but the subsequent Q-invariants we obtain are not very useful). However, we can 

take L: = Zp[x] and choose: 

Then a- 1Zp[x]a = Zp[x] s:,;; f 1 and thus Zp[x] is a-stable wih respect to f 1 . We 

then need to choose a set which generates r 1 M over L: to give us a partial set of 

Q-invariants. Note that a is not a zero-divisor in r 1 so the element a-1 E A = Qr 1 . 

The projection of the element a onto f 1e2 is ae2 = 1- ( E S. Let R = Zp[(] and 

R 0 = Rcq. Then we have a representation: 

Ro Po Po 

Ro 

Po 

Ro 

(1, ... ,1) 

where S(1, ... ,1)(R0 ) is of type q. Here P0 is the unique prime ideal in R0 such that 

P0 = 1r0 R 0 , for some 7ro E R 0 , and such that P0 R = 1rq R, where 1r = 1- (. In fact r 2 
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is an isomorphism. To see this note that since R = R0 [1f], we can writeS= R0 [1f, 1]. 

Thus, {1ri1j} constitutes an R0-basis for S, for i,j = 0, 1, ... ,q- 1. Then, we can 

make S = R o Cq act on the R 0-module, R, via left multiplication and we define: 

72 (.A) = (~)* for all A E S 

So, we have a representation: 

for some si E R0 , fori= 1, ... , q-1 and s0 E U(Ro). Then, using similar techniques 

to those used in the proof of Lemma 6.14, it can be shown that 7 2 is both one-one 

and onto. Now, the element 72 (ae2 ) has the same properties as the a we chose in 

Theorem 6.13, so it can be used to calculate Q-invariants with respect to 7 2 which 

will completely determine the underlying S-module structure of r 1 M. 

Remark 6.21 Since L: = Zp[x] £;; r 1 we only obtain a partial set of Q-invariants, 

Qf0 (r1 1\1)r,o. Indeed, if we could find an a such that r 1 is a-stable (with respect to 

fi), it is debatable whether the fuller set of Q-invariants, Qf0 (r1 M)r,b would in fact 

give us any more useful information. 

Remark 6.22 The partial set of Q-invariants we obtain for f 1-modules via p0 are 

ideals in the ring Zp[x], whereas the Q-invariants we obtain for S-modules via 7 2 

are ideals in the ring R0 . However, under the projection 02 : r 1 ---+ r 1 e2 ~ S, the 

Q-invariants with respect to p0 do not necessarily correspond to the Q-invariants 

with respect to 7 2 . That is, in general: 
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since Qf0 (r 1 M)r,o is an ideal of Zp[x] which is projected under ()2 into an ideal of 

Zp[(] which may not lie in Z(S), the centre of S. 

However, we will remedy these above problems for the cases > 1, which we now 

study showing a slightly different approach. Consider the element {3 = 1 - X E r s. 

Now {3 is not an invertible element of Qf s since 1-x is a zero divisor in r s· However, 

if we quotient out by the ideal J = c~:::::j:~ 1 xi)tzp[x] to obtain the quotient ring: 

then {3 = f3 + J is not a zero divisor in r s. In fact since we can write: 

s 

(QpCp.jJ) o Cg = E9Qp[(p:i] o Cq 
j=1 

where (p:i is a primitive pi-th root of unity, then we can express 73 as 73 = ({31 , ... , {38 ), 

for some {3i E Qp[(p:i]· Thus, 73 is invertible in (QpCp.jJ) o Cq if and only if each 

{3i is invertible in QP [(p:i] o Cq· But, {3i = 1 - (p:i is a non-zero element in the field 

Qp [(p1] so must be invertible. We next prove a lemma which shows that the {3 we 
--1-- -

have chosen satisfies f3 r s f3 = r s. 

Lemma 6.23 

Proof: 

Let 

Then 

--1-- -
{3 fsf3=fs 

q-1 

A= L ani E rs for some ai E Zp[x] 
i=O 

q-1 q-1 

[.A+ J]/3 = L ai'·{[1- x] + J = L ani(1- x)ri + J 
i=O i=O 

But, 1i(1- x) = 1- xt; so we obtain: 

q-1 q-1 

[.A+ J]/3 = L ai(1- xti)ri + J = L ai(1- x)hi(x)ri + J 
i=O i=O 
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and thus rs 73 <::;; 73 r s· 

The reverse inclusion can be proved by a similar argument. 

0 

Lemma 6.23 tells us that fs is 73-stable with respect to f 5 . Therefore, using the 

element 73, if r.M is a finitely generated left torsion f 8 -module we can choose any 

generating set for r.M to give us a full set of Q-invariants. Now, letT= Zp[x] and 

T = T / J, so we can write: 

fs =To Cq 

We can view the twisted group ring T o Cq as a right T -module and let T o Cq act 

onTo Cq as aT-module to obtain the representation: 

- - - f"V -q f"V -

Po: To Cq--+ Endr(T o Cq) = Endr(T) = Mq(T) 

This is one way of unboxing presentation matrices over T o Cq with respect to T to 

give Q-invariants Qf0 (M)r,b, which are ideals in the ring T. However, if we unbox the 

presentation matrices in a different way, via an alternative representation ofT o Cq 

into a matrix ring over a commutative ring, we can obtain ideals in the fixed ring 

rq. To do this, suppose we view T as a right TCq-module. Now let T 0 Cq act on 

T as a right y;Cq -module via the action: 

to obtain a representation: 

Before we see the significance of this representation we need a lemma. 

Lemma 6.24 We have an isomorphism of TCq -modules: 

Proof: 

Let L = QT and let 'T} be the natural map, 'T} : T --+ T. Let rJ(x) = x so 

then the minimum polynomial of x over L Cq is of degree q and we denote it by 

f(X) E rq(X]. Thus, we can write: 

L - (1 - -q-1) - 'x, ... 'X LCq 
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In fact we know that if xis a root of f(X) then !i(x) must also be a root of f(X) 

and therefore: 
q-1 

f(X) =IT (X _,i(x)) 
i=O 

and thus the coefficients of f(X) lie in Tcq. Thus, we can write: 

T - /1 ~ -;;;q-1) - \ , X, ... , X rcq 

and since the {:riH,:~ are linearly independent over 'Y\ we obtain T c:::,! (fcq)q as 

required. 

D 

Lemma 6.24 tells us we have a representation: 

Therefore, we can construct the Q-invariants in an alternative manner as Q~(M)r,b, 

in order to obtain ideals in the fixed ring Tcq. 

We ask ourselves what is the significance of the alternative construction via o? 

Well, we can project the Q-invariants lying in the ring Tq, derived via o, onto a 

hereditary order in order to determine the original torsion module extended by that 

particular hereditary order. For let Tj = Zp[(p.i] for j = 1, ... , s. Then we have an 

inclusion: 
s 

T 0 Cq ~ EB Tj 0 Cq 
j=l 

If we let Si = T1 o Cq then Si is a hereditary ~cq -order in QSi, since Ti is tamely 

ramified over Trq, for j = 1, ... , s. Thus, we can project fs onto each hereditary 

order sj via the natural map: 

Let us denote by pj : S1 --+ Mq(T1) the inclusion map of the hereditary order S1 

into a matrix ring over a commutative ring. Then, on extending the Q-invariants 

we obtain: 
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But, since S1 is a principal hereditary T1cq-order, Theorem 6.13 tells us that 9:j (S1®r. 

M)r,b will uniquely determine the extended modules S1 ®r. M and we conclude that 

the invaraints 9~(r.M)r,b uniquely determine the S1 ®r. M, up to isomorphism. 

Remark 6.25 If we only consider f 5 -modules then T '# (Tcq)q, so we are unable 

to find a representation which gives 9-invariants in the fixed ring TCq in the same 

manner as 6 does for f 8 -modules as above. One question for future investigation is 

to ask ourselves whether the alternative 9-invariants which lie in the smaller ring 

rq give us finer invariants than the 9-invariants which lie in T. It may be possible 

to find examples of modules where the 9-invariants with respect to 6 can provide us 

with more useful information about the module than the 9-invariants with respect 

to Po· 



Chapter 7 

Conclusions 

To summarise, in the first part of this thesis we have reviewed and extended some 

results about Fitting Ideals and their relation with module structure, where the 

underlying ring is commutative. In chapter 2 we showed that for modules over 

Noetherian rings we can improve upon the sequence of increasing Fitting Ideals to 

obtain a strictly increasing sequence of ideals (except where the ideals are zero or the 

whole ring). We also showed that for modules over Dedekind rings there are some 

intimate relationships between initial Fitting Ideals and annihilators and higher 

Fitting Ideals. For non-Dedekind rings we could try to obtain similar relationships, 

in particular try to find a better estimate for annihilators, or attempt to show the 

relationships between modules in terms of their higher Fitting Invariants. 

In chapter 3 we considered to what extent the Fitting Ideals could be used to 

tell us about the underlying module structure. Our investigation concentrated on 

certain rings- for example, we showed that the Fitting Ideals completely determine 

the module structure for torsion modules over Dedekind rings. We could consider 

other rings and try to say more precisely what the Fitting information tells us, 

especially when it does not provide us with the whole picture. 

In chapter 4 we showed that the Fitting Invariants could determinine the un

derlying lattices over integral group rings, where the underlying group is cyclic of 

order p. For cyclic groups of order p2 we saw that the situation is more complex 

and it is not clear whether the Fitting Ideals determine the lattices over the integral 

group ring in this case. For other finite groups the group ring may not have finite 
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representation type. However, we may still be able to make use of Fitting Invariants 

to tell us something about the underlying group ring modules in these cases. 

In chapter 5 we extended the notion of Fitting Invariants to modules over certain 

non-commutative rings. As mentioned previously, not much work has been done be

fore in this area. We constructed finer Fitting Invariants for modules over hereditary 

orders from a module-theoretic view. In chapter 6 we constructed a set of invariants 

for modules over more general orders, which we called Q-invariants, by considering 

adjustments to presentation matrices. In both these cases the construction works 

well for modules over hereditary orders where the invariants completely determine 

the structure of torsion modules. We could try to generalise this construction for 

other non-commutative rings- for example, rings which can be projected onto hered

itary orders. In the twisted group ring case further work needs to be done in order 

to say more precisely what the invariants tell us. Indeed, for modules over the group 

ring of metacyclic groups we could only obtain a full set of Q-invariants when we 

worked over a quotient ring. Further work needs to be done to see if a full set of 

Q-invariants can be obtained in the whole ring, and if this can be done, then we need 

to investigate what this extra information tells us. One application is to generalise 

the work on Galois modules in [2] to the case where the Galois group is non-Abelian, 

for example where the Galois group is a metacyclic group. 

Overall, we have demonstrated that Fitting Invariants can be a powerful tool in 

telling us information about certain modules. In some cases it may be difficult to 

compare the structure of different modules but we can use Fitting Invariants to tell 

us something about the relationships between these modules. 
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