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Abstract

InN and group III nitride materials have attracted great interest due to their potential applications for

optoelectronic devices, as the range of band gaps cover the ultra-violet to the near infrared. InN and

all In-rich InxGa1−xN alloys exhibit a surface electron accumulation layer. This is due to the unusually

low conduction band minimum (CBM) at the Brouillon zone centre (Γ-point) with respect to the charge-

neutrality level. Electron accumulation has been observed at the surface of almost all n-type and p-type

InN, making proof of p-type doping of this material very difficult. Routine characterization of p-type

conductivity of Mg-doped samples using single-field Hall effect is prevented by the presence of a surface

inversion space-charge layer, and hence the surface electron-rich region dominates the measurements. In

this thesis, the results of investigations on non-polar InN surfaces, Mg-doped InN surfaces and a range of

InxGa1−xN alloys across the composition entire range are presented.

Considerable improvement of the quality of a- and m-plane InN thin films has been achieved

using free standing GaN substrates in conjunction with a GaN buffer layer and grown by PAMBE. Using a

combination of infrared reflectivity (FTIR), x-ray photoemission spectroscopy (XPS) and electrochemical

capacitance voltage (ECV) measurements, the surface space charge properties of these samples have been

investigated. The surface Fermi level has been determined to be lower than previously observed on non-

cleaved InN samples. Additionally a high carrier concentration has been found on the non-polar InN, close

to the interface with the GaN buffer layer, associated with unintentionally incorporated oxygen impurities.

The increased concentration of oxygen impurities near the InN/GaN interface, confirmed by secondary ion

mass spectrometry (SIMS), is due to the relatively low growth temperature (380 - 450 ◦C) used to produce

the non-polar InN films.

XPS has been also used in the investigations of Mg-doped InN. A significant lowering of the

surface Fermi level has been observed with increasing Mg-doping for the highest Mg concentration (>

1 × 1019 cm−3) indicating a highly desirable reduction in the degree of surface electron accumulation.

While for moderate Mg concentrations the surface Fermi level is at the previously determined ‘universal’

value of ∼ 1.4 eV above the valence band maximum, for [Mg]=1.2×1020 cm−3, a value of 0.83 eV is found.

As a consequence, for [Mg]> 1 × 1019 cm−3 the donor surface state density increases while the surface

electron density decreases enormously, resulting in a transition from electron accumulation to almost just

hole depletion layer. This reduction of electron accumulation in high Mg-doped InN can be improved by

additional surface treatment, therefore results of a series of sulfur treated Mg-doped InN sample are also

reported in this thesis.

Finally, the electronic properties of InxGa1−xN alloys with a composition range of 0.20 ≥ x ≥ 1.00

have been investigated, using XPS and FTIR. The transition from electron accumulation to electron

depletion has been observed at a composition of x ≈ 0.20, while for x ≥ 0.20 an increasing electron

accumulation with decreasing Ga fraction has been observed.

ix
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Chapter 1

Introduction

1.1 Why group-III nitride semiconductors?

Indium nitride (InN) is a narrow band gap III-V semiconductor and along with its

related alloys (particularly InxGa1−xN and InxAl1−xN) represents a very important

class of materials for the future development and mass production of electronic and

opto-electronic devices. Excellent predicted transport properties such as a high elec-

tron mobility [1, 2], and large electron velocity [3] without doubt make InN and its

alloys attractive materials for the production of high electron mobility transistors op-

erating at high frequencies up to the several THz range. Additionally, InN together

with InxGa1−xN (and InxAl1−xN) show significant promise for use in inorganic solar

cell fabrication, due to the expansion of the possible operational spectral range from

the ultraviolet to the near infrared (Figure 1.1) offered by the band gap range from

InN (∼ 0.65 eV) through GaN (∼ 3.44 eV) to AlN (∼ 6.25 eV) [4–6]. Investigations

performed in the last decade suggest that two or more InxGa1−xN tandem structures

with different In:Ga ratios may well produce a significant increases in the energy

conversion efficiency of the basic solar cell design to over 50% [7–10]. Moreover,

III-nitride materials and their production are less toxic and more abundant than

the currently used materials such as GaInP/GaInAs [11–13].

Presently, only GaN and Ga-rich InxGa1−xN thin films are used in blue and ul-

traviolet nitride-based light-emitting diodes (LEDs) and laser structures that are, for

example, used for in Blu-ray disc systems [18,19]. In 2009, the first stable InxGa1−xN

green laser diode was produced by researchers at Nichia Corporation [20,21], making

a huge step forward for the production of full colour laser displays. Furthermore,

advanced GaN/AlxGa1−xN high power microwave transistors are now commercially

available [22] and are being applied to low noise amplifiers and RF power control [23].

1
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Figure 1.1: Band gaps of the InxGa1−xN and InxAl1−xN alloy systems, showing their
good matching to the solar spectrum. The dots represent the experimental values, taken
from [14–17]. The solid lines are bowing curves with best-fit bowing parameters.

In spite of the above mentioned positive aspects, the development of device

applications based on InN and In-rich alloys has proved to be much more problem-

atic. The large lattice mismatch between the epilayer and any substrate material

results in a high density of dislocations in the material and consequently in signifi-

cantly enhanced carrier scattering [24, 25]. As-grown materials very often exhibit a

very high concentration of residual donors, typically 1018−1021 cm−3. Moreover, an

electron accumulation layer exists at the surface of both n-type and p-type InN and

In-rich InxGa1−xN alloys [26–28], indicating serious difficulties in the production of

a p-n junction. However, this electron accumulation could potentially be exploited

for gas sensor applications and for the next generation of THz radiation generators

and sensors [29–32].

1.2 Crystal structure

Group III-nitride semiconductors can crystalize in two different stable crystalline

polymorphs either as wurtzite or zinc-blende (cubic) structures. In both of these

crystal structures each In atom is tetrahedrally bounded to four N atoms (and vice
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Figure 1.2: Schematic illustration of InN wurtzite and zinc-blende crystal structure. The
small (blue) and large (yellow) spheres indicate N and In, respectively.

Table 1.1: Basic details about crystal structures of InN

Category
Crystal structure

Wurtzite Zinc-blende

Group of symmetry C46ν − P63mc Td − F4̄3m

lattice parameters [36]
a = 3.54Å

a = 4.98Å
c = 5.70Å

versa). The wurtzite and zinc-blende structures of InN are shown in Figure 1.2, as an

example for InN. Details relating to the group symmetry and lattice parameters of

InN structures are presented in Table 1.1. Wurtzite InN (wz-InN) and zinc-blende

InN (zb-InN) have slightly different electronic and optical properties, however, a

very narrow fundamental band gap and the universality of electron accumulation at

the surface is common for both polymorphs [33–35].

For a wurtzite structure the [0001] and [0001̄] directions are distinguishable,

while for zinc-blende structure the [001] and [001̄] directions are equivalent. In

wz-InN the directions along c-axis determine the type of crystal polarity. The In-

polarity is defined by the crystal orientation [0001] where only single bonds from

the In atoms are oriented toward the surface. The opposite orientation [0001̄] (away

from the surface), where three bonds from the In atoms are directed toward the N

atoms, determines the N-polarity [37]. An important point to note is that in both

cases (irrespective of surface polarity) the surfaces of InN are always terminated by
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Figure 1.3: Ball and stick model illustrating the In-polar [0001] and N-polar [0001̄] di-
rections of wurtzite InN. The small and large spheres indicate N and In, respectively. The
arrows show the directions perpendicular to the proper faces.

In atoms. Hence the polarity along the c-axis is defined by the direction of In-N

bonds. The In- and N-polarity of wz-InN are schematically illustrated in Figure 1.3,

however this figure is not meant to represent a surface formation caused by three

dangling bonds in In-adlayer. The polarity of InN can be determined by valence

band spectrum observed in X-ray photoemission spectroscopy (XPS). Veal et al. [38]

reported that for In-polar InN the valence band peak at ∼ 3 eV is more intense than

the one at ∼ 6.5 eV, while the N-polar films exhibit more intense the valence band

peak at ∼ 6.5 eV than at the ∼ 3 eV peak. In the case of mixed polarity InN films,

the valence band peak intensities lie between those of the In- and N-polarity samples

(Figure 1.4). These results have shown that the valence band spectrum reflects the

polarity dependence of the surface termination.

Besides the polar directions [0001] and [0001̄] in wurtzite structure it is possi-

ble to distinguish the other ones, where the surface is terminated together by In and

N atoms, defining non-polar or semi-polar faces. The [112̄0] and [11̄00] directions

are perpendicular the non-polar faces, these are the a-plane ((112̄0)) and m-plane

((11̄00)) respectively. The non-polar faces are schematically shown in Figures 1.5

and 1.6.

The zinc-blende InN lattice has high symmetry due to its face centered cubic
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Figure 1.4: Valence band photoemission spectra of In-polar InN, N-polar InN and mixed-
polarity InN, taken from [38].
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Figure 1.5: Schematic illustration of (a) a-plane (112̄0) and (b) m-plane (11̄00) InN. The
small and large spheres indicate N and In, respectively. The arrows show the directions
perpendicular to the proper planes

(fcc) structure with two atoms (In and N) basis and has a well defined centre of

symmetry. This is reflected in its electronic and optical properties such as a lack of

piezoelectricity, and an insensitivity to the polarization of light. As a result, cubic

crystals such as zb-InN do not normally show any optical anisotropy. However,

wurtzite InN crystals have completely different symmetry than the cubic one. The

wurtzite unit cell has a hexagonal base, the normal to which defines a unique c-

axis. This lattice arrangement introduces an anisotropy between directions parallel

and perpendicular to the c-axis, therefore only the c-axis does not exhibit optical

anisotropy, because incident light can only be polarized with E ⊥ c. However, for
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Figure 1.6: Schematic illustration of a-plane, m-plane and c-plane in wurtzite InN. The
arrows show the directions perpendicular to the proper planes.

other directions, for example for non-polar InN, the light can be polarized with

E ⊥ c as well as E ‖ c, indicating optical anisotropy [39–41]. Additionally, due to a

presence of the unique c-axis wurtzite InN can exhibit piezoelectric effect [42–44].

1.3 Band gap and energy band structure

One of the most important parameters for a semiconductor is the magnitude of their

energy band gap. Early optical investigations of InN indicated that the fundamental

band gap of this material was in the range 1.7-3.1 eV [45–49]. However, at that time

the material was typically sputter-grown leading to inhomogeneous and polycrys-

taline films with very high defect and electron densities (1 × 1019 − 6 × 1020 cm−3)

and this led to the wrong determination of the band gap. The high electron den-

sity indicates that the Fermi level, EF , is displaced deep into the conduction band.

For degenerate semiconductors, optical absorption is forbidden for transitions be-

low the Fermi level and hence the optical absorption measurements overestimate

the fundamental band gap, leading to a phenomenon known as the Burstein-Moss

effect (Figure 1.7) [50]. In 1986 Tansley and Foley reported the fundamental band

gap of InN to be 1.89 eV with, a low carrier concentration of 1.6 × 1016 cm−3, but

these results have never been reproduced [49]. More recently, the growth techniques
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for InN are much improved, especially by plasma-assisted molecular beam epitaxy

(PAMBE), resulting in high quality InN films. In addition a much better under-

standing of the Burstein-Moss effect has led to a much lower value of InN band gap

of ∼ 0.7 eV [4,14,51–53]. In this thesis, a room temperature band gap of 0.64 eV is

employed, obtained from Varshni parameters derived by Wu et al. [53].

F

g

Figure 1.7: Schematic illustration of the Burstein-Moss effect in InN. A non-parabolic
conduction band (CB) dispersion has been calculated using the Kane model (see Chapter
2). Note the Fermi level is pinned above the conduction band minimum.

The narrow band gap in InN is due to the electron configuration of In

(1s22s22p63s23p64d105s25p1) and N (1s22s22p3) and the interactions between the

orbitals. This electron configuration results in sp3 hybridization, providing the

tetrahedrally bonded configuration of In and N atoms in both wurtzite and cu-

bic crystals. The narrow InN band gap is mainly caused by p-d repulsion, between

N 2p-valence states and shallow In 4d core states, which pushes the valence band

maximum to higher energies [54]. Additionally, the large difference in both ionic size

and the higher electronegativity of nitrogen lowers the energy of the N 2s orbital

and as a result reduces the separation between In 4d and N 2p orbitals, increasing

the p-d repulsion effect. This p-d repulsion effect also occurs in GaN, where the

band gap is ∼ 3.44 eV [55]. However, this repulsion is much smaller than for InN

due to the large Ga 3d and N 2p orbital separation.
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The calculated band structures within a quasiparticle-corrected density-func-

tional theory (QPC-DFT) of wz-InN and zb-InN [56,57] with corresponding Brillouin

zones are shown in Figures 1.8 and 1.9 respectively. The valence electrons in InN

form four doubly spin degenerate valence bands, where three bands have p-orbital

character and one has s-orbital character. The spin-orbit and crystal field inter-

actions in non-isotropic wz-InN split the p-orbital character bands at the Γ-point

into two lower and one upper bands. The conduction band at the Γ-point is highly

non-parabolic, therefore the two-band k ·p approximation outlined in Section 2.1.2
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Figure 1.8: QPC-DFT band structure calculations for wurtzite InN and corresponding
Brillouin zone [56, 57]. The fundamental energy gap across the Brillouin zone is repre-
sented by the shaded area.
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Figure 1.9: QPC-DFT band structure calculations for zinc-blende InN and corresponding
Brillouin zone [56, 57]. The fundamental energy gap across the Brillouin zone is repre-
sented by the shaded area.
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is used in the calculations presented in this thesis. The electronic band structure

for zb-InN is also a little simpler than that for the wz-InN due to the lack of crystal

field splitting.

The band gap of InxGa1−xN alloys is strictly dependent on the composition

x of the material(see Figure 1.1), and the value always lies between the band gap

values of InN and GaN and changes non-linearly with the composition. This is

usually expressed by the conventional equation

EInxGa1−xN
g = (1 − x)EGaN

g + xEInN
g − bx(1 − x), (1.1)

where b is the bowing parameter of 1.7 eV [58]. Whether the single bowing parameter

can describe the band gap over the entire composition range is still controversial

[14, 59, 60]. However, one should note that the band gap of InxGa1−xN alloys also

depends on its lattice constant, which suggests that alloying atom size plays a very

important role in determining the band gaps. Figure 1.10 shows the band gap of

InxGa1−xN, InxAl1−xN and AlxGa1−xN as a function of lattice constant a.

Figure 1.10: The band gap of InxGa1−xN, InxAl1−xN and AlxGa1−xN plotted as a func-
tion of lattice constant a adapted from [6]. Lines are fits to the standard bowing parameter
equation.

The absorption and photoluminescence spectra of InN and InxGa1−xN alloys
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over a wide range of compositions are presented in Figure 1.11, showing a blue

shift from the InN band gap with increasing Ga content and demonstrating that

the InxGa1−xN alloy system covers a wide spectral region from the near infrared to

the ultraviolet [6]. The absorption edge and the PL emission peaks are in excellent

correspondence, indicating that the direct gap of InxGa1−xN was being measured.

Figure 1.11: Photoluminescence (dashed line) and absorption (solid lines) spectra for InN
and InxGa1−xN alloys with different composition. The peak of the PL emission corresponds
with the optical absorption edge. The figure is taken from [6].

1.4 Surface states and the charge neutrality level

The surface of a solid determines the boundary between the periodic potential inside

the crystal and non-periodic potential outside the crystal. The break of the 3D pe-

riodic structure of the bulk together with any surface reconstruction and adsorption

processes, lead to changes in the energetic structure near the surface. These changes

result in the formation of energetic states, namely surface states. Historically, the

first time the concept of the existence of surface states was proposed by Tamm [61]

in 1932. He solved the problem of a perturbation in the periodic potential in a one
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dimensional atomic chain, induced by the existence of the surface.

Within the nearly free electron model, the Schrödinger equation can give

real solutions for real wavevectors, describing energy states for an infinite crystal.

Moreover, the solutions predict the existence of a band gap. With the presence

of the surface, real solutions for complex wavevectors are also possible and the

corresponding wavefunctions physically describe the energy states at the surface

which exponentially decay into the vacuum and into the bulk of the solid crystal.

Additionally, within this model surface states can also be located within the band

gap, and are sometimes named virtual gap states (ViGS) [62,63]. The complex band

structure of a one dimensional lattice within the nearly free electron model is shown

in Figure 1.12.
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Figure 1.12: Schematic band structure of a linear lattice within the nearly free electron
model.

Surface states can have either donor-like or acceptor-like character. They are

separated by the energy level, called the charge neutrality level (CNL) [64,65] or the

branch point energy [65] at which the probability of a state or defect being a donor or

acceptor is the same. The surface states located above the CNL are predominantly

acceptor-like and predominantly donor-like below this energy. The CNL for InN

is located high in the conduction band about ∼ 1.8 eV above the valence band

maximum (VBM) [66]. In InN the surface Fermi level is located just below the

CNL, indicating that some donor-like surface states are unoccupied. For GaN, the
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CNL is located below conduction band minimum at ∼ 2.4 eV above the VBM but

still in the band gap. In this case the surface Fermi level is located above the CNL

indicating that some acceptor-like surface states are occupied. The position of the

CNL for InN, GaN and other semiconductor materials is presented in Figure 1.13.

As the band gap of InxGa1−xN changes with the composition x (see Equation 1.1),

the situation where all surface donor states are occupied and all surface acceptor

states are unoccupied is expected. The investigations of surface electronic properties

of InxGa1−xN are presented in Chapter 7.
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Figure 1.13: The conduction band minimum (CBM) and the valence band maximum
(VBM) with respect to the charge neutrality level for AlN, GaN, InN, InAs and GaAs, and
valence band offsets [55, 66–69]. The CNL for InN and InAs is located in the conduction
band.

Surface Space Charge

If a semiconductor is not placed in an external electric field then it must be elec-

trically neutral. The presence of unoccupied surface donor-like (occupied surface

acceptor-like) states generates positively (negatively) charged surface. Therefore,

the total charge due to surface states, Qss, must be compensated by an equal but

opposite charge within the region near the surface, named the space charge region,

Qsc,

Qss = −Qsc. (1.2)
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In the case of an n-type semiconductor, where the surface Fermi level is located

below (above) the CNL, the surface states are positively (negatively) charged, and

this results in an electron accumulation (electron depletion) layer near the surface

and this is achieved by downward (upward) bending of the bands. If the surface

states are sufficiently negatively charged, then the surface Fermi level is pinned

high above the CNL. Consequently, the upward bands bending is so severe that

the surface Fermi level can be located below the middle of the direct band gap.

This results in an accumulation of holes near the surface, separated from the n-

type bulk region by a depletion region. This is known an inversion layer. When

the surface Fermi level is located exactly at the CNL, then the surface states are

not charged and the bands are not required to bend to maintain charge neutrality.

These considerations are also true for p-type material but in the opposite way. A

schematic representation of the band bending and associated charge profiles for

inversion, depletion, flat bands and accumulation space-charge layers at the surface

of n- and p-type semiconductor is presented in Figure 2.3 in the Chapter 2.2.

Usually n-type III-V semiconductors exhibit an electron depletion layer near

the surface, with the exception of InN and InAs, where an surface electron accumu-

lation layer is observed [70–77]. This electron accumulation in both the materials

can be explained by the extremely low conduction band minimum at the Γ point.

Consequently the CNL is located in the conduction band; very high above the CBM

in the case of InN, and the surface Fermi level is usually pinned below the CNL,

resulting in an electron accumulation layer. Because the CNL for InN is located

much higher in the conduction band than for InAs [66, 73], the degree of surface

electron accumulation for InN is much greater.

If the downward band bending at the surface is narrow and sufficiently deep,

then it can be also treated as a quantum potential well, found between the con-

duction band edge and the surface potential, and where the accumulated electrons

are quantized. This has been confirmed by scanning tunneling spectroscopy (STS)

measurements on InN(0001) [75, 78], as well as by angle-resolved photoemission

spectroscopy (ARPES) [74, 79]. An ARPES photocurrent map of InN showing the
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Figure 1.14: ARPES photocurrent intensity map of the parallel dispersion in the surface
plane of two subbands in InN(0001) at 60 K (data adapted from [74]). The Fermi level
is at 0 eV on this scale. The simulated subbands (red lines) have been calculated by solv-
ing Poisson’s equation within a modified Thomas-Fermi approximation and numerically
solving the Schrödinger equation [79].

quantized states is presented in Figure 1.14.

Segev and Van de Walle [80–82] have suggested that the acceptor-like surface

states in InN are associated with the presence of dangling bonds from InN at the

clean surface, whereas the donor surface states are due to the presence of In adlayers

at the surface. Therefore the absence of surface electron accumulation should be

observed for a perfectly clean surface without any In-adlayers. This has been exper-

imentally demonstrated using synchrotron radiation photoemission by Wu et al. on

in-situ cleaved a-plane InN [83] grown by plasma assisted molecular beam epitaxy

(PAMBE) on a Si(111) substrate with a GaN/AlN buffer layer.

1.5 Doping of InN and InxGa1−xN

As-grown InN and InxGa1−xN semiconductors are always n-type. Modulation of

their electrical properties might be obtained by intentionally introducing suitable

elements inside the bulk of a material. However, control of conductivity type in

semiconductors is an important issue for fabrication of a p-n junction, the most fun-
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damental device structure.

1.5.1 Unintentional and intentional n-type doping of InN and InxGa1−xN

The surface Fermi level in InN and InxGa1−xN is located either in the conduction

band or close to the conduction band edge, suggesting that donors are the dominant

defects in both the materials. Impurity atoms, such as H and O, unintentionally

incorporated during a growth into the bulk of InN and InxGa1−xN significantly

contribute to the native n-type conductivity in these materials [84]. Additionally,

native defects are primarily donor-like, as explained by the amphoteric defect model

(ADM) [85–87]. This is in agreement with experimental results showing that the

undoped InN and InxGa1−xN alloys are always n-type [27, 77, 88, 89].

Intentional n-type doping of InN and InxGa1−xN alloys can be achieved by

introduction of oxygen and silicon into the bulk [66]. In InN, Si is expected to occupy

the In site (SiIn), while oxygen is expected to occupy the N site (ON) [90]. Both

these elements are shallow donors and have much lower formation energy than the

nitrogen vacancy (VN). These calculated formation energies for zb-InN are presented

in Figure 1.15. DFT calculations have shown that formation energies of defects and

impurities for the wz-InN are similar to those in the zb-InN, apart of interstitial

configurations, for which the atomic environments are different [90, 91].

The other excellent candidate as an n-type dopant for InN and InxGa1−xN

alloys could be germanium (Ge), since it is known to be a shallow donor in GaN

[92,93]. However, there are no reports regarding InN:Ge. Recently, Colussi et al. [94]

reported that Ge should occupy In site (GeIn) in InN nanowires.

1.5.2 p-type doping of InN and InxGa1−xN

In terms of p-type conductivity, Mg has been proven to be an effective p-type dopant

in GaN [95–99], therefore Mg is expected to be the most suitable candidate for p-

type InN and InxGa1−xN. Additionally, the atomic radius of Mg (∼ 159.9 pm) is

slightly smaller than atomic radius of In (∼ 162.6 pm). Another promising element

for doping InN would be Mn [100], however, the reported studies of Mn-doped InN
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Figure 1.15: Calculated formation energies for SiIn, ON, VN and MgIn as a function of
the Fermi level with respect to the VBM for zinc-blende InN under In-rich conditions [90].

have been focused mainly on the magnetic properties rather than on the electrical

and optical properties [101, 102].

Similarly to n-type, the surface Fermi level for p-type InN is usually pinned

below the CNL in the conduction band [26, 103] but the electron accumulation in

p-type InN is usually much more severe than for n-type InN, because more donor

surface states are unoccupied. Due to the large electron accumulation, direct mea-

surements, such as single-field Hall effect always reveal n-type conductivity. How-

ever, alternative techniques such multiple-field Hall effect measurements [103] and

thermopower measurements [104] have given a clear indication of the existence of

mobile holes in Mg-doped InN material.

An inversion layers can also be found at In-rich InxGa1−xN surfaces, whereas

Ga-rich InxGa1−xN surfaces tend to exhibit a hole depletion region near the sur-

face. A transition from a surface inversion layer for In-rich alloys to a surface hole
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depletion layer for Ga-rich alloys has previously been observed by King et al. [28].

1.6 Control of surface electron accumulation

Because of the extreme degree of electron accumulation at the surface of InN and

In-rich InxGa1−xN, it is not a desirable feature for fabrication of some electronic

devices. Hence it is necessarily to find an effective method to control the amount of

surface electrons, without any interference on the bulk electronic properties. This

can be achieved by the deposition of a suitable material onto the surface or by

chemical treatment of the surface. A choice of material is very important, because

the effects of controlling the surface accumulation should remain stable over a long

period.

With regard to a reduction of the electron accumulation at InN and In-

rich InxGa1−xN surfaces, a material with a high electronegativity could be used,

due to charge transfer from the InN surface to the highly electronegative material.

According to the Pauling scale, chlorine (Cl) is a highly electronegative element and

its presence at the surface lowers the position of the surface Fermi level, reducing

the electron accumulation [105]. However, In-Cl bonds are not thermally stable, and

after annealing up to 300◦C the chlorine atoms desorb from the surface. The other

promising material is sulfur, which has previously been used to lower the position

of the surface Fermi level in InN [106, 107] and passivate the surface to make it

less chemically active [108]. Sulfur at the surface breaks the bonds between the

indium atoms in the metal adlayers, and forms In-S bonds that enable the charge

transfer. Sulfur has also been used successfully to passivate the surface in other

III-V semiconductors like in InP [109], GaAs [110] or InAs [111–113], however, an

increase of electron accumulation has been observed in the case of InAs, where the

sulfur atoms substitute on the group V sites and act as a source of donors.

With regard to any increase in the surface electron accumulation, the de-

position of an element with a small electronegativity would be required, providing

the charge transfer from the element to the InN surface. The elements from the

first group (alkali metals) of the periodic table have the lowest electronegativity.
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Previous results show that the deposition of caesium onto InAs increases the sur-

face Fermi level by ∼ 0.6 eV [114]. Additionally, recent ARPES results from our

group at the University of Warwick have shown that deposition of rubidium (Rb)

onto the surface of CdO increases the electron accumulation at the surface of this

material [115].

1.7 Thesis organisation

This thesis focuses on the surface and interface electronic properties of undoped

and Mg-doped InN and InxGa1−xN thin films. The basic theoretical details and ap-

proach (band structure, semiconductor space-charge calculations) used to interpret

the experimental results are all outlined in Chapter 2. The experimental and com-

putational methods employed during this research are then described in Chapter 3.

Chapter 4 describes the investigations of the surface, bulk and interface electronic

properties of non-polar InN, and in Chapter 5 the results and analysis of highly

Mg-doped InN samples are described. Chapter 6 contains the results and analysis

of sulfur passivation of high Mg-doped InN surface electron accumulation. The elec-

tronic properties of undoped InxGa1−xN are presented in Chapter 7. Finally, future

work and the main conclusions of this work are summarised in Chapter 8.



Chapter 2

Theoretical Background

This chapter consists of the necessary theoretical background relating to the band

structure models of semiconductors with narrow band gaps. A knowledge of the

relation between the electronic band structure and carrier densities, electron effective

mass and Fermi levels positions allows the interpretation of the results presented

in this thesis. The III-V semiconductors described here all exhibit non-parabolic

conduction band dispersion, therefore the simple parabolic approximation is invalid

for such materials. The non-parabolic approximations applied in this thesis are

described in Section 2.1. Additionally, the solutions of Poisson’s equation, describing

the behaviour of band bending near the surface of a material, forms a very important

component of this work and the theoretical details used are described in Section 2.2

of this chapter.

2.1 Band structure approximations

The theory of band structure is a quantum-mechanical description of the behaviour

of electrons in crystalline solids. The free motion of electrons in a crystal is per-

turbed by the presence of a potential, arising from other electrons and the positive

ions cores. The behaviour of electrons in such a solid is fully determined by the

Schrödinger equation (2.1),

H|ψ〉 = E|ψ〉 (2.1)

where E is energy of electron, ψ is a wavefunction and H is the Hamiltonian operator

that describes interactions between electrons and ions, given by:

H =
∑

i

p2
i

2me

+
∑

l

p2
l

2Ml

+
∑

i.l

V (ri−Rl)+
∑

l,m

U(Rl−Rm)+
∑

i,j

e2

4πǫ0

1

|ri − rj|
(2.2)

19
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where i, j label the electrons, l, m label the ions, me and M are the electron and

ion mass respectively, V (ri −Rl) and U(Rl −Rm) are the valence electron-ion and

interionic potential respectively. The momentum operator p is given by

p = −i~∇. (2.3)

The form of the Schrödinger equation (2.1) with the Hamiltonian given by (2.2) is

very difficult to solve and so the following simplifications are used to reduce the

Hamiltonian as in (2.2) to form equation (2.4)

• adiabatic approximation (Born-Oppenhaimer approximation) - assumes that

ion masses are much bigger than electron masses (M ≫ me) so the distribution

of electrons is immediately established at low variations of motion of the ions

[116];

• one electron approximation - assumes that the interactions between the elec-

trons are averaged [116];

• mean-field approximation - assumes that all electrons are in identical surround-

ings with the ions in their equilibrium positions [116].

H =
p2

2me
+ V0(r) (2.4)

where V0(r) is the periodic potential in the lattice.

Bloch’s theory states that the solutions of equation (2.1) can be written as

the product of complex plane wave and some periodic function

ψν,k(r) = uν,k(r) exp(ik · r) (2.5)

where ν labels the band, k is the wavevector of the electron in the first Brillouin

zone and uν,k(r) is the periodic function with the full translational symmetry of the

lattice. Hence

uν,k(r + T) = uν,k(r) (2.6)

where T is a primitive translation vector.
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2.1.1 Parabolic approximation

The parabolic approximation is useful when considering the energy dispersion around

the centre of the Brillouin zone (the Γ-point) where the maximum of the valence

band (VBM) and the minimum of conduction band (CBM) are located for many

semiconductors. The dispersion relations for electrons or holes can be written as

Ee,h(k) = Ee,h(0) ± ~
2k2

2m∗
(2.7)

where m∗ is the effective electron or hole mass and Ee,h(0) defines the zero of the

energy scale [116]. For semiconductors with a large band gap this approximation

is well satisfied. However, for materials with a narrow band gap, such as InN,

the interactions between the valence and conduction bands cannot be neglected,

therefore equation (2.7) cannot be used for the calculations.

2.1.2 k·p perturbation theory

A more useful and accurate method of band structure calculation is the k·p ap-

proach proposed by Kane [117]. Substituting the momentum operator given by

(2.3) and wave function given by (2.5) into the Schrödinger equation (2.1) with the

Hamiltonian given by (2.4) we obtain

[
H0 +

~

me
k · p + Vso + Vcr

]
uνk(r) = Ẽνk(r)uν,k(r) (2.8)

where H0 = p2

2me
+ V0(r), Ẽνk = Eν(k) − ~

2k2

2me
and Vso and Vcr denotes the spin-

orbit and crystal-field potentials respectively. At the origin (k = (0, 0, 0)) where the

Γ-point is presented, equation (2.8) reduces to

[H0 + Vso + Vcr] uν0(r) = Eν0(r)uν0(r). (2.9)

The solutions of this equation form an orthonormal set. Therefore, the wavefunc-

tions at any value of k around the Γ-point and the energy eigenvalues can be ex-

pressed by treating the k · p interaction between the valence and conduction bands

as perturbations. More details are presented in Appendix A.
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In the region of the Γ-point, the conduction band is reasonably well approx-

imated as isotropic but non-parabolic. The dispersion relation for the conduction

electrons can be described by

E(E + αE) =
~
2k2

2m∗
(2.10)

where α = 1/Eg is the non-parabolicity parameter in the so-called ‘α’ model [118,

119]. For large Eg, the α parameter becomes close to zero and the expressions for a

parabolic conduction band are recovered.

For the zinc-blende structures the interaction between the three highest lying

valence bands and the (doubly degenerate) conduction band is described by the

Hamiltonian [117] given by

H =


H̃ 0

0 H̃


 (2.11)

where

H̃ =




Es 0 kP 0

0 Ep − ∆so/3
√

2∆so/3 0

kP
√

2∆so/3 Ep 0

0 0 0 Ep + ∆so/3



. (2.12)

Here Es and Ep are the conduction and valence band energies respectively, ∆so is

the spin-orbit splitting of the valence band and P is Kane’s matrix element [79],

which is given by

P 2 =
3~2

(
1
m∗

− 1
me

)

2
(

2
Eg

+ 1
(Eg+∆so)

) . (2.13)

For InN the spin-orbit splitting (∆so) is only 5 meV and can be neglected because

∆so ≪ Eg [120, 121] therefore the matrix (2.12) reduces to the form

H =


Es kP

kP Ep


 . (2.14)

The conduction band is described by

Ec(k) = E
′

+ Ek (2.15)
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where

Ek =
~
2k2

2me

(2.16)

and E
′

is the eigenvalue of the Hamiltonian, given by the solution of secular equation

(2.17)

E
′

(E
′

+ Eg) − k2P 2 = 0 (2.17)

where Es = 0 and Ep = −Eg has been chosen to define the zero of energy at

the conduction band minimum (CBM). The solution of the secular equation (2.17)

provides to the two-band k · p analytic form for the conduction band dispersion

Ec(k) =
1

2

[
−Eg +

√
E2

g + 4k2P 2
]

+ Ek (2.18)

where Kane’s matrix element is simplified to

P 2 =
~
2

2me

(me

m∗
− 1

)
Eg. (2.19)

The electron density in a semiconductor depends on the band gap, the po-

sition of the Fermi level and the free carrier effective mass. Within the quantum

mechanical Fermi-Dirac statistics, describing the probability that a set of electronic

states are occupied, the electron concentration is given by

n =

∫ ∞

0

gc(E)fFD(E)dE (2.20)

where the Fermi-Dirac distribution function is given by

fFD(E) =
1

1 + exp[β(E − µ)]
(2.21)

where β = 1/kBT and µ is the chemical potential. The density of conduction band

states is defined as

gc(k) =
k2

π2

[
dEc(k)

dk

]−1

=
k/π2

2P 2[E2
g + 4k2P 2]−1/2 + (~2/me)

(2.22)

and the energy dependent electron effective mass

m∗(E) = ~
2k

[
dEc(k)

dk

]−1

=
~
2/k

2P 2[E2
g + 4k2P 2]−1/2 + (~2/me)

.

(2.23)
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A comparison of the conduction band dispersion relations calculated from the parabolic,

α and two-band k · p approximations near Γ-point for InN is shown in Figure 2.1.
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Figure 2.1: A comparison of the conduction band dispersion relations calculated using
different approximations for zinc-blende InN.

For a wurtzite structure, the k · p Hamiltonian (2.11) should not be used for

calculations, because it does not reflect the symmetry of the crystal. A more useful

approach is an 8 × 8 Hamiltonian (2.24) developed by Suzuki and Uenoyama [122]

that describes the 3 highest-lying valence bands and interaction with the conduction

band.

H =


Hcc Hcv

H†
cv Hvv


 (2.24)

where Hcc and Hvv are 2 × 2 and 6 × 6 matrices for the conduction and valence

band, respectively. Hcv is the 2 × 6 Hamiltonian describing the interaction between

conduction and valence bands and † denotes the Hermitian conjugate. The matrix

elements of equation (2.24) are given by

Hcc =



Ec 0

0 Ec



 (2.25)



Chapter 2. Theoretical Background 25

Hcv =


Q 0 R 0 Q∗ 0

0 Q 0 R 0 Q∗


 (2.26)

Hvv =




F 0 −H∗ 0 K∗ 0

0 G ∆ −H∗ 0 K∗

−H ∆ λ 0 I∗ 0

0 −H 0 λ ∆ I∗

K 0 I ∆ G 0

0 K 0 I 0 F




(2.27)

where ∗ denotes the complex conjugate and

Ec = Es +
~
2k2z

2m
‖
e

+
~
2k2⊥

2m⊥
e

(2.28a)

Q =
1√
2
P⊥k+ (2.28b)

R = P‖kz (2.28c)

F = ∆cr +
∆so

3
+ λ+ θ (2.28d)

G = ∆cr −
∆so

3
+ λ+ θ (2.28e)

H = iÃ6kzk+ − Ã7k+ (2.28f)

I = iÃ6kzk+ + Ã7k+ (2.28g)

K = Ã5k
2
+ (2.28h)

∆ =
√

2
∆so

3
(2.28i)

λ = Ep + Ã1k
2
z + Ã2k

2
⊥ (2.28j)

θ = Ã3k
2
z + Ã4k

2
⊥ (2.28k)

k± = kx ± iky (2.28l)

k2⊥ = k2x + k2y (2.28m)

Es is the average conduction band edge

Es = Ep + Eg + ∆cr +
∆so

3
(2.29)

where Ep is the average valence band edge, ∆cr is the crystal field splitting, ∆so is
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Figure 2.2: A comparison of the conduction band dispersion relations calculated from
different approximations for wurtzite InN.

the spin-orbit splitting. Parameters Ãi describe the valence bands [123]

Ã1 = A1 +
2me

~2

P 2
⊥

Eg

(2.30a)

Ã2 = A2 (2.30b)

Ã3 = A3 −
2me

~2

P 2
⊥

Eg

(2.30c)

Ã4 = A4 +
me

~2

P 2
‖

Eg
(2.30d)

Ã5 = A5 +
me

~2

P 2
‖

Eg
(2.30e)

Ã6 = A6 +

√
2me

~2

P‖P⊥

Eg

(2.30f)

Ã7 = A7. (2.30g)

For wurtzite InN the 8 × 8 Hamiltonian (2.24) reduces to 4 × 4 Hamiltonian

(2.31) as the spin-orbit splitting is very small and can be neglected.
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H =




Ec Q R Q∗

Q∗ F −H∗ K∗

R∗ −H λ H∗

Q K H F




(2.31)

A comparison of the conduction band dispersion relations calculated from

the parabolic, α and 4 × 4 k · p approximations near Γ-point for InN is shown in

Figure 2.2.

2.2 Space charge calculations

2.2.1 Poisson’s equation

If a point charge is put into a locally neutral electron plasma, the electrons in the

neighbourhood will rearrange to compensate for that additional charge; i.e. it will

be screened, such that far away from the charge the electric field vanishes. The

higher the electron density, the shorter the range over which the electrons rearrange

in order to establish an effective shielding. The spatial regions of redistributed

screening charge are called ‘space charge regions’ [124].

The one-electron potential V (z), describing the band bending in space-charge

regions, must satisfy Poisson’s equation [63].

d2V

dz2
=

e

ε(0)ε0
[N−

A −N+
D − p(z) + n(z)] (2.32)

where ε(0) denotes the static dielectric constant, N−
A (N+

D) is the bulk ionized ac-

ceptor (donor) density - p(z) (n(z)) is the hole (electron) density and z is the depth

from the surface into the bulk of semiconductor. The potential V (z) must also

satisfy the boundary conditions

V (z) → 0 as z → ∞ (2.33)

indicating that there is no band bending in the bulk of the semiconductor and

dV

dz

∣∣∣∣
z=0

=
e

ε(0)ε0
nSS (2.34)
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where nSS is the surface state density.

If V (z) < 0, then the bands bend upward and the related space charge has a

positive sign, while for V (z) > 0 the bands bend downward [63].

2.2.2 Modified Thomas-Fermi approximation

Within the modified Thomas-Fermi approximation (MTFA) [125], the potential is

calculated by solving the Poisson equation taking into account the boundary con-

ditions (2.33) and (2.34) with the carrier densities corresponding to the conduction

and valence bands given by

n(z) =

∫ ∞

0

gc(E)f
′

FD(E)f(z)dE (2.35)

p(z) =

∫ −∞

EV

gv(E)f
′

FD(E)f(z)dE (2.36)

where f(z) is the MTFA factor to account for the potential barrier at the surface

[126], and f
′

FD(E) is the Fermi-Dirac function including the potential dependence

f(z) = 1 − sinc

[
2z

L

(
E

kBT

) 1

2
(

1 +
E

Eg

) 1

2

]
(2.37)

f
′

FD(E) =
1

1 + exp[β(E − µ+ V (z)]]
(2.38)

where sinc(x) = sin(x)
x

. L, for non-degenerate semiconductors, is a characteristic

length which describes the range of the influence of the interface in dependence on

the effective mass perpendicular to the interface L = ~/(2m∗
0kBT )1/2. For degenerate

semiconductors, L = 1/kF is Fermi length, where kF is the Fermi wavevector [126].

The correction factor f(z) describes the interference of incident and reflected wave-

functions caused by the potential barrier at the surface and thus leads the carrier

concentration to tend smoothly to zero at the surface.

A numerical solution of equation 2.32, using a trial potential V (z) and interval

bisection method allows the band bending potential and the carrier concentration

profiles to be found as function of depth. Examples are shown in the Figure 2.3.
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Figure 2.3: A schematic representation of the band bending and associated charge profiles
for inversion, depletion, accumulation space charge layers at the surface.
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2.3 Summary

The theoretical details presented in this section are applicable for the materials

considered in this work and they will be widely used throughout this thesis. The

electronic structure approximations used to perform the Fermi-Dirac statistics cal-

culations to determine the density of electrons and holes in the considered materials

have been outlined. Because InN and In-rich InxGa1−xN alloys exhibit an electron

accumulation layer near the surface, therefore the space charge calculations will be

performed by solving the Poisson’s equation within MTFA approximation, described

in this chapter.



Chapter 3

Experimental and computational methods

The following chapter contains an introduction to the physical background of experi-

mental techniques used; including X-ray photoemission spectroscopy (XPS), infrared

reflectance spectroscopy (FTIR), secondary ion mass spectrometry (SIMS), electro-

chemical capacitance-voltage measurements (ECV) and the single-field Hall effect

measurements. In addition, the computational methods of analysing reflectivity

spectra and electrolyte capacitance-voltage Mott-Schottky plots are also described.

3.1 X-ray photoemission spectroscopy

X-ray photoemission spectroscopy (XPS) measures the distribution of emitted pho-

toelectrons following photo-ionisation to study the composition and electronic state

of the surface region of a material. XPS employs the photoelectric effect, discovered

by Hertz in 1887 and explained by Einstein in 1905. A sample is exposed to mo-

noenergetic X-ray photons of energy hν which can be absorbed by a solid, leading

to ionisation and the emission of core-level and/or valence electrons. The simpli-

fied emission process is shown in Figure 3.1. The emitted photoelectrons have a

characteristic kinetic energy Ek, determined by the Einstein equation

Ek = hν −EB − φanal (3.1)

where EB is the binding energy of the electron and φanal is the work function of the

analyser [127]. The binding energy is the difference between the initial and final

energies, which includes the component of relaxation and which is lower than the

energy of the orbital from which the photoelectron was emitted. Photoemission is

a complex process that can be explained by a three step model [128]. In the first

step, interaction with a photon excites the electron from its initial state (Ψi) into

a final state (Ψf). This process is described by the Fermi’s Golden Rule where the

31
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Figure 3.1: Schematic representation of X-ray photoemission spectroscopy and core-level
and valence photoelectron emission processes. The sample is exposed to monochromated
X-ray photons of energy hν, leading to the emission of core level and valence electrons.
The energy distribution of these electrons are measured by the detector.

transition probability (Ω) is expressed as

Ω = | < Ψf |Hint|Ψi > |2δ(Ef −Ei − hν) (3.2)

where Hint is the Hamiltonian for the electron-photon interaction. The electron

transition from the initial state to the final state must obey both energy and mo-

mentum conservation. For an energy E and a wave vector k the internal current is

given by

Iint(E, hν,k) =
∑

f,i

| < Ψf |Hint|Ψi > |2f(Ei)

δ(Ef (k) − Ei(k) − hν)δ(E −Ef (k))δ(ki + G− kf)

(3.3)

where f(Ei) is the Fermi distribution function.
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In the second step a photoelectron has to travel some distance inside the

solid before it escapes into the vacuum. During this time it can be elastically or

inelastically scattered, predominantly by other electrons, but also by ionised impu-

rities or phonons. Elastic collisions do not change the kinetic energy, while inelastic

collisions lead to a decrease in kinetic energy. Inelastically scattered electrons either

contribute to the background of photoemission spectra or do not escape from the

solid. The last step is the transmission of the photoelectron into the vacuum. To

escape the material, the kinetic energy Ek has to be large enough to overcome the

surface barrier. Electrons whose Ek is too small get reflected back inside and remain

inside the solid.

The total intensity of photoelectrons emitted from a depth L below the surface

without loss of energy can be described by the Beer-Lambert law

I(E) = I0(E)e−L/λ sin θ (3.4)

where the parameter λ is the inelastic mean free path (IMFP) of electrons, θ is

the photoemission angle, and I0(E) is the initial intensity of emitted photoelectrons

of energy E. The IMFP for a particular material can be estimated by TPP-2M

predictive equations of Tanuma et al. [129].

Conversion of photoelectron kinetic energy into binding energy using equa-

tion 3.1 requires a knowledge of the analyser work function. Alternatively, the

binding energy of a core level in a metallic reference sample can be used. Through-

out this work the position of Fermi edge of an argon ion bombarded silver (Ag) or

gold (Au) sample has been used for the binding energy scale calibration.

Every element has a characteristic XPS spectrum, therefore the chemical

composition of a sample can be determined. Furthermore, the intensity of the

photoelectron peaks is related to the concentration of the element within the sampled

region. The binding energy of a core-level electron also depends on the chemical

environment of the atom. For instance, an oxidation state or different bonding

configuration leads to binding energy shift, which is usually named a chemical shift.
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3.1.1 Background

The typical structure of an XPS spectrum of InN is shown in Figure 3.2. The

spectrum contains a number of relatively narrow photoelectron peaks, which cor-

respond to core-level states. The step-like background is formed by inelastically

scattered electrons. For non-monochromatic radiation, photoemission increases the

background and the spectra would be complicated by the presence of satellite peaks.

The analysis of the peak shape and the stoichiometry, from an experimental spec-

trum, requires a substraction of the background. Several models of background

shape can be used. A linear-type background can be be used for fast spectra analy-

sis, while for accurate analysis of semiconductor XPS spectra a Shirley background

should be applied [130].

800 600 400 200 0

In 4d
In 4sC 1sN 1s

In 3d

O 1s
 

 

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Binding energy (eV)

In 3p

Figure 3.2: XPS wide energy scan from InN (hν=1486.6 eV). The spectrum shows a
number of photoelectron peaks, which correspond to core-level emission. The step-like
background is formed by inelastically scattered electrons. The Fermi level is defined as
zero on the binding energy scale.
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3.1.2 Core-level peaks

As mentioned above, the XPS spectrum shown in Figure 3.2 consists of a set of

core-level peaks. In accordance with notation universally used in photoemission

spectroscopy, each peak should be labelled in the following format

X nℓj

where X denotes the element, n = 1, 2, 3... is the principal quantum number, ℓ =

(s = 0, p = 1, d = 2, f = 3...) denotes the orbital angular momentum quantum

number and j is the total orbital angular momentum quantum number, including

information about the spin moment of the electron, and defined as j = ℓ ± 1/2.

The s-levels are always characterized by a single peak, as the only source of angular

momentum is the spin moment, whereas core-levels that have ℓ 6= 0 exhibit a doublet

structure due to spin-orbit coupling. The spin-orbit coupling causes a shift of the

energy level by an amount given by

∆Eso ∝ ξ(nℓ)[j(j + 1) − ℓ(ℓ+ 1) − s(s+ 1)] (3.5)

where ξ(nℓ) is the spin-orbit coupling constant [131]. Hence, the doublets of In 3p3/2

and In 3p1/2 or In 3d5/2 and In 3d3/2 are observed with the lower j level occur at

higher binding energy.

The width ∆E of an XPS peak can be defined as the full width at half-

maximum (FWHM) after background substraction. The natural width of a core

level (∆E(n)), spectral width of photon source radiation (∆E(p)), the analyser

resolution (∆E(a)) and the phonon broadening (∆E(ω)) contribute to the FWHM

and therefore

∆E =
√

∆E(n)2 + ∆E(p)2 + ∆E(a)2 + ∆E(ω)2 (3.6)

Additionally, each peak can be broadened by differential charging or by sample in-

homogeneity. The life-time broadening is described by a Lorentzian profile, whereas

the analyser broadening is very well described by a Gaussian profile.

The shape of a core-level XPS peak depends on the peak type and on the

metallic or insulating nature of the measured sample. Additionally, the excitations
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of conduction band plasmons at the surface have a remarkable influence on the peak

shape. In reality, each peak potentially contains several overlapping components due

to the coexistence of different chemical states for the same element. The peak shape

for a semiconductor material can be well described by the mixed Gaussian and

Lorentzian profile, called a Voigt lineshape.

3.1.3 Auger process

Apart from the standard emission of a photoelectron from the sample during X-ray

illumination it is possible to eject a second electron as a consequence of relaxation

processes. This is known as the Auger effect and it is schematically represented in

Figure 3.3. After photoemission of an electron from the shell K, the vacancy created

can be filled by an electron from one of the upper levels (L level in Figure 3.3). As a

result, the released energy of E = EK −EL can be emitted in a radiative process or

can be used to eject a second electron (Auger electron) from a higher level (M level

in Figure 3.3) in a radiationless transition. The direction of ejection of the Auger

electron is random and independent of the incident excitation energy. The range of

the Auger electrons increases with the atomic number Z of the atom.

K

L

M

N
O

K

L

M

N
O

(a) (b)

h?

E =h -Ekin K? E =(kin E -E )-EK L M

Figure 3.3: Illustration of KLM Auger process. (a) Emission of the photoelectron from
the K shell with the kinetic energy Ekin = hν −EK and (b) the Auger transition in which
the electron from L level fills the vacancy in K level releasing which can be used to eject
an Auger electron from level M with kinetic energy Ekin = (EK − EL)− EM.

3.1.4 Scienta ESCA-300 Spectrometer

The XPS data presented in Chapters 4 and 5 were collected at room tempera-

ture using a Scienta ESCA300 spectrometer at the National Centre for Electron
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Spectroscopy and Surface analysis (NCESS), Daresbury Laboratory, UK. The sys-

tem consists of a 300 mm diameter rotating anode Al-Kα X-ray source, a seven

α− quartz crystals monochromator, a 300 mm mean radius hemispherical analyser

and a multi-channel CCD detector. Additional details of the spectrometer can be

found in Ref. [132]

The X-rays (Al-Kα, hν = 1486.6 eV) are produced by the rotating anode

(∼ 10000 rpm) and are directed into a monochromator chamber, where they are

reflected by the seven α − quartz crystals. This removes the formation of deceler-

ation radiation and satellite X-ray lines. A total linewidth of the X-ray source as

a combination of the width of the electron beam on the anode and the diffraction

width of the monochromator is ∼ 0.26 eV [133].

The sample is mounted on a four axis manipulator, and is exposed to the

monochromated X-rays. Emitted electrons are collected by the 300 mm mean radius

electron energy analyser. Typically, the analyser was operated at a pass energy of

150 eV and with 0.8 mm slits. For these conditions the total resolution of the

instrument is 0.40 ± 0.05 eV and it has been calculated from the convolution of

linewidth of the X-ray source and analyser broadening. However, it is possible

to operate the analyser with a pass energy of 20 to 1000 eV with different slit

widths (from 0.2 mm to 4 mm), but the total resolution of the instrument will be

different. The binding energy scale was calibrated by the Fermi edge position of an

ion-bombarded silver (Ag) reference sample.

Samples were mounted on stubs, either with tantalum foil contacts or car-

bon tape and loaded into the system through a load lock which is pumped by a

turbomolecular pump to a base pressure of ∼ 1 × 10−6 mbar. Using a wobble stick

the sample was introduced into a preparation chamber, where it could be annealed

or sputtered. The pressure in the preparation chamber was 1 × 10−9 mbar and it

is obtained by oil diffusion pump with a liquid nitrogen cool trap. The transfer of

a sample from the preparation chamber onto the manipulator in the spectrometer

chamber was performed by wobble sticks and a rack and pinion railway transfer

system. The pressure in this part of the system was typically ∼ 5 × 10−10 mbar.
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3.1.5 Omicron SPHERA 125 Spectrometer

The XPS data, presented in Chapters 6 and 7 were obtained at the University

of Warwick using a new Omicron SPHERA 125 spectrometer. The samples were

again probed using a monochromated Al-Kα X-rays with a linewidth of 0.25 eV.

The emitted photoelectrons are collected by a 125 mm mean radius electrostatic

hemispherical deflection analyser, composed of two concentric hemispheres. The

spectrometer consists of a large slit (5 mm) and two sets of 7 slits (3 mm and

1 mm), one for each of the 7 channeltrons. The effective instrumental resolution

obtained from the Gaussian convolution of the analyser broadening with a linewidth

of 0.25 eV leads to 0.33 eV at a pass energy of 5 eV, or 0.47 eV at pass energy of

10 eV.

The samples were mounted onto sample plates with carbon tape or tantalum

wire straps spot-welded to the sample plate and introduced to the load lock which

was pumped by a turbomolecular pump to a base pressure of ∼ 1 × 10−8 mbar.

Then, it was transferred into a preparation chamber with a linear transfer arm,

where the sample usually was annealed. The preparation chamber was pumped by

a turbomolecular pump to a base pressure of ∼ 2 × 10−10 mbar. After the prepa-

ration, the sample is transfered into analyser chamber and mounted on a four axis

manipulator, allowing to perform measurements at the different take off angles of

the photoelectrons. The base pressure of the analysis chamber was ∼ 3×10−11 mbar

and it was obtained by both TSP and ion pumps.

Summarising, both the XPS systems have a similar instrumental resolution,

however, the system at the University of Warwick has a lower X-ray flux than the

NCESS system provides. Hence, much longer scans are required to obtain good

quality spectra. Additionally, the vacuum conditions are better in the system at

Warwick, preventing adsorbtion of contaminations at the surface of a material.

3.2 Infrared reflectance spectroscopy

Infrared reflectance spectroscopy is a non-destructive technique that utilises infrared

(IR) light to analyse the optical properties of a sample. In this technique the inten-
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sity of light that is reflected from a sample is measured for a range of wavelengths.

Measurements presented in this thesis have been performed using a Fourier trans-

form IR (FTIR) spectrometer with a Michelson interferometer, shown schematically

in Figure 3.4. The collimated light from an IR source impinges on a beam-splitter

which reflects 50% of the light and transmits the remaining part. The reflected

light hits a fixed mirror where it is reflected again, while the transmitted part of the

beam is reflected by a moveable mirror. The light returning from the two mirrors

is recombined at the beamsplitter. After reflecting off the sample, the light reaches

a detector, providing an interferogram.

Detector

IR source

Moving
mirror

Beamsplitter

Fixed mirror

Mirror

Sample

Figure 3.4: Schematic of FTIR spectrometer showing the Michelson interferometer and
reflectivity measurements. The light beam coming from the source is split by a semi-
transparent mirror into two beams, which are reflected back by two mirrors. The returning
beams interfere at the beam-splitter and the resulting light is directed onto the sample. The
reflected light is then directed to the detector.
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Comparing the recorded spectra to simulated data can provide particularly

information about phonons and free carriers in the material. The incident IR light

induces collective oscillations of the free electron gas (plasmon) in the sample with

a frequency (known as the plasma frequency) ωp, where

ω2
p =

ne2

ε0ε(∞)〈m∗(E)〉 (3.7)

where 〈m∗(E)〉 denotes the conduction band density of states averaged electron

effective mass, described by

〈m∗(E)〉 =

∫∞

0
m∗(E)g(E)fFD(E)dE∫∞

0
g(E)fFD(E)dE

(3.8)

The g(E) and fFD(E) in Equation 3.8 denote the density of states and the Fermi-

Dirac factor, respectively.

3.2.1 Two-oscillator dielectric function

The reflectivity of a semi-infinite material at normal incidence is given by [134];

R =

∣∣∣∣
(n+ ik) − 1

(n+ ik) + 1

∣∣∣∣
2

=
(n− 1)2 + k2

(n+ 1)2 + k2
(3.9)

where n + ik is the complex refractive index. In the two-oscillator model, the

refractive index is equal to the square root of the dielectric function

n + ik =
√
ε = ñ (3.10)

and

ε = ε(∞) +
[ε(0) − ε(∞)]ω2

TO

ω2
TO − ω2 − iωγ

−
ε(∞)ω2

p

ω(ω + i/τ)
(3.11)

where ε(∞) and ε(0) are the high-frequency and static dielectric constants of the

material, respectively, ωTO (γ) is the frequency (damping) of the transverse optical

phonon and ωp (τ) is the frequency (lifetime) of the plasmon. The reflectivity can

therefore be written in terms of the dielectric function as

R =

∣∣∣∣
ñ− 1

ñ+ 1

∣∣∣∣
2

(3.12)
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3.2.2 Factorised dielectric model

A factorised dielectric model, proposed by Berreman and Unterwald [135] consid-

ers anharmonic coupling of phonons in multiple phonon mode crystals with polar

character. The dielectric function within this model can be written as

ε = ε(∞)

l∏

i=1

ω2
LOi

− ω2 − iωγLOi

ω2
TOi

− ω2 − iωγTOi

(3.13)

where ε(∞) denotes the high frequency dielectric constant and γTO and γLO are the

transverse and longitundial optical phonon damping coefficient, respectively. The

transverse and longitundial optical phonon frequencies are denoted as ωTO and ωLO,

respectively.

The product model is more general as it includes coupling effects between LO

and TO phonon modes which are unnecessarily neglected in the conventional model

(sum model) that does not allow independent broadening for TO and LO phonons.

In the sum model, the assumption that two polar relaxors respond independently

to the electric field is rather unphysical [136,137]. The product model is commonly

used to calculate the dielectric function for multiphonon crystals [136]. In this thesis,

the factorised model was used to simulate the dielectric function of sapphire. The

parameters used in the IR reflectivity simulations are presented in Appendix B.

3.2.3 IR reflectivity simulation - transfer matrix formalism

The general transfer matrix method (TMM), proposed by Katsidis and Siapkas

[138], has been used to simulate reflectivity spectra. The multilayer structure with

electric field amplitudes is shown schematically in Figure 3.5. In this formalism, the

subscripts of the field amplitudes indicate the medium. The right- and left-going

waves are denoted by + and −, respectively, and additionally the wave on the right

side of an interface is marked by prime (′) sign. The amplitudes of electric field on

left side,E ±
j−1, and right side, E

′±
j , of the jth interface can be related as



E
+

j−1

E −
j−1



 = D−1
j−1Dj



E
′+

j

E
′−

j



 (3.14)
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Figure 3.5: Schematic multilayer structure composed of N layers and N+1 interfaces.
The right- and left-going waves are denoted by + and −, respectively, and additionally the
wave on the right side of an interface is marked by prime (′) sign.

where D−1
m−1Dm is a dynamical 2×2 matrix. Its elements are complex Fresnel coef-

ficients for transmission and reflection at the jth interface

rj−1,j =
E −

j−1

E +
j−1

∣∣∣∣
E

′
−

j =0

=
D21

D11
(3.15a)

tj−1,j =
E

′+
j

E +
j−1

∣∣∣∣
E

′
−

j =0

=
1

D11
(3.15b)

rj,j−1 =
E

′−
j

E
′+

j

∣∣∣∣
E +

j−1
=0

= −D12

D11
(3.15c)

tj,j−1 =
E −

j−1

E
′+

j

∣∣∣∣
E +

j−1
=0

=
det(D−1

j−1Dj)

D11
(3.15d)

Each plane wave can be decomposed to p-polarised (transverse magnetic) and s-

polarised (transverse electric) component, therefore the complex Fresnel coefficients

should be treated separately for each polarisation, and they are given by [139];

rsj−1,j =
ñj−1 cos θj−1 − ñj cos θj
ñj−1 cos θj−1 + ñj cos θj

(3.16a)

rpj−1,j =
ñj cos θj−1 − ñj−1 cos θj
ñj−1 cos θj + ñj cos θj−1

(3.16b)

tsj−1,j =
2ñj−1 cos θj−1

ñj−1 cos θj−1 + ñj cos θj
(3.16c)

tpj−1,j =
2ñj−1 cos θj−1

ñj−1 cos θj + ñj cos θj−1
(3.16d)

Amplitudes of the electric fields in a medium j are related by the propagator matrix

Pj 

E
′+

j

E
′−

j



 = Pj



E
+

j

E −
j



 (3.17)
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where

Pj =



exp(−iδj) 0

0 exp(iδj)



 (3.18)

and δj is the phase change of light in medium j of thickness dj

δj =
2π

λ
ñjdj cos θj (3.19)

Substituting equation 3.17 into equation 3.14, the 2 × 2 total transfer matrix T for

the N layer system with N + 1 interfaces can be described as

E

+
0

E−
0


 =D−1

0

[
N∏

j=1

DjPjD
−1
j

]
DN+1


E

′+
N+1

E
′−
N+1




=


T11 T12

T21 T22




E

′+
N+1

E
′−
N+1


 = T


E

′+
N+1

E
′−
N+1




(3.20)

and hence, similarly to equation 3.15a, the total reflection coefficient is determined

as

r =
T21
T11

(3.21)

For unpolarised light, the total reflectivity is calculated as the incoherent average of

polarised reflection coefficients rs and rp

R =
1

2
(Rs +Rp) =

1

2
(|rs|2 + |rp|2) (3.22)

If the multilayer system contains a rough jth interface then it is more relevant

to introduce partially coherent interface into TMM [140], than the coherent interface

described above. It can be obtained by modification of the Fresnel coefficient of the

interest jth interface, by terms that represent the phase differences

rj−1,j = r
(0)
j−1,jexp[−2(2πZnj−1/λ)2] (3.23a)

rj,j−1 = r
(0)
j,j−1exp[−2(2πZnj/λ)2] (3.23b)

tj−1,j = t
(0)
j−1,jexp[−1/2(2πZ/λ)2(nj − nj−1)

2] (3.23c)

tj,j−1 = t
(0)
j,j−1exp[−1/2(2πZ/λ)2(nj−1 − nj)

2] (3.23d)

where the superscripts (0) denote Fresnel coefficients of smooth interfaces, and Z is

the rms height.
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Figure 3.6: Schematic block diagram of method used when simulating IR spectra. Pa-
rameters such as the high-frequency (ε(∞)) and static dielectric constants (ε(0)) of the
material, transverse (ωTO) and longitudinal (ωLO) phonons, phonons damping (γ), plasma
frequency (ωP ) and lifetime (τ) of the plasmon were used to simulate IR spectra.

All simulated IR spectra presented in this thesis were computed using a pro-

gram written by the author based on the general transfer-matrix method described

above. A schematic diagram of this program is presented in Figure 3.6.

3.2.4 Bruker Vertex 70v Fourier Transform IR Spectrometer

The infrared reflectivity measurements reported in these thesis were performed using

a Bruker Vertex 70v Fourier transform IR spectrometer. The spectrometer is based

on a Michelson interferometer, the principle of operation of which is briefly described

in section 3.2. The IR reflectivity data presented in Chapters 4 and 7 are collected

for a spectral range of 40 meV to 800 meV. This range is available by using a

mid infrared source, potassium bromide beam-splitter and liquid nitrogen cooled

mercury cadmium telluride (MCT) detector. All measurements were performed at
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room temperature and at a pressure of 1.33 mbar to reduced the effects caused by

water vapour or CO2 absorptions.

3.3 Hall effect

Single field Hall effect measurements were taken when a sample was placed in a

magnetic field with the current flowing normal to the magnetic field. This experi-

ment can give information about the bulk carrier concentration and mobility, but

for semiconductors with a surface accumulation layer the carrier density is typically

over estimated. The geometry of Hall effect measurements is depicted in Figure 3.7.

An electric current is passed through the semiconductor block via contacts at ei-

ther end while a magnetic field B= (0, 0, Bz) is applied perpendicularly to both the

surface and the electric current. The Lorentz force generates the transverse electric

field E= (Ex, Ey, 0) perpendicular to the direction of current flow [141], satisfying

the relations

evhy
µh

= eEy − evhxBz (3.24a)

evey
µe

= eEy + evexBz (3.24b)

where vhy and vey are the hole and electron drift velocities along y, µe and µh are

the electron and hole drift mobilities. Substituting vhx = µhEx and vex = µeEx

these become

vhy
µh

= Ey − µhExBz (3.25a)

vey
µe

= Ey + µeExBz (3.25b)

Assuming that in the y-direction there is no net current, therefore

Jy = Jh + Je = epvhy + envey = 0 (3.26)

and hence

pvhy = −nvey (3.27)

where n/p is the density of electrons/holes. The total current density in the x-

direction is finite and is given by

Jx = (pµh + nµe)eEx (3.28)
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Figure 3.7: Schematic view of Hall effect measurements. An electric current is passed
through the semiconductor block and a magnetic field is applied perpendicularly to both the
surface and the electric current. Electrons/holes moving perpendicular to a magnetic field
experience a force normal to the direction of motion and the applied field.

Considering Equations 3.25, 3.27 and 3.28 the following expression can be obtained

eEy(nµe + pµh)2 = BzJx(pµ2
h − nµ2

e) (3.29)

From this, the Hall coefficient, RH = Ey/JxBz can be determined, and in the

presence of electrons and holes is given by

RH =
1

|e|
(pµ2

h − nµ2
e)

(pµh + nµe)2
(3.30)

Furthermore, if electrons are dominant carriers in a semiconductor then equation

3.30 simplifies to

RH = − 1

ne
. (3.31)

3.3.1 Van der Pauw geometry

The van der Pauw geometry, shown schematically in Figure 3.8, has been used to

determine the sheet resistance of a sample, type of doping, average density and

carrier mobility. Van der Pauw demonstrated that there are two characteristics
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Figure 3.8: Schematic plan view of van der Pauw geometry for a) resistance measure-
ments and b) Hall measurements.

resistances, RA and RB, associated with the four terminals [142]

RA =
V43
I12

RB =
V14
I23

(3.32)

where V34 (V14) is the voltage measured across terminals 3 and 4 (1 and 4). I12 (I23)

is the current measured across terminals 1 and 2 (2 and 4). RA and RB relate to

the sheet resistance (Rs) through the Van der Pauw equation

exp(−πRA/Rs) + exp(−πRB/Rs) = 1 (3.33)

allowing the sheet resistance to be determined from simple electrical measurements.

For measuring a Hall voltage, a constant magnetic field must be applied

perpendicularly to the sample surface. In the Van der Pauw’s method, a current

can be applied via a set of contacts on opposite corners, for example I24, in the

presence of either a positive or negative magnetic field. In this way the Hall voltage

is measured between the other two corners, for example V13. The average Hall

voltage, is then given from

VH =
V B+
13 + V B+

24 + V B+
31 + V B+

42 − V B−
13 − V B−

24 − V B−
31 − V B−

42

8
(3.34)

where B+ and B− denotes the polarity of the magnetic field.

3.3.2 Hall effect measurements - Ecopia HMS-300 System

Hall effect results presented in this work were performed using an Ecopia HMS-300

measurement system. Samples were mounted on a plate using the van der Pauw
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geometry discussed above. The measurements were performed at room temperature

using a 0.55 T permanent magnet. The polarity of the magnetic field can be changed

by rotating the magnet through 180◦. Hall effect measurements were performed only

if a linear current-voltage curve was obtained, indicating Ohmic contacts between

each set of electrodes.

3.4 Electrochemical capacitance-voltage measurements

Electrolyte capacitance-voltage (ECV) profiling is a technique that enables the de-

termination of free carrier concentration in a semiconductor and the etching of the

material in a controlled electrolytic process. An electrolyte is used to make a barrier

and to remove material electrolytically so both processes can be carried out in the

same electrochemical cell and controlled electronically, using automatic equipment

to perform the repetitive etch/measure cycle and generate a profile plot [143].

The schematic measurement setup is shown in Figure 3.9. If the surface of a

semiconductor is in contact with the surface of a metal, a Schottky barrier is created

as a consequence of electric charge redistribution between the metal and semicon-

ductor. The surface carriers diffuse into the metal resulting in a depletion of carriers

at the surface of the semiconductor. In ECV measurements, the Schottky-like bar-

rier is formed by contact of the surface of the semiconductor with the electrolyte.

Consequently, the semiconductor-electrolyte interface can act as capacitor of ca-

pacitance C, and the width of the depletion layer can be changed by applying an

external voltage to the interface. If reverse bias is used then the depletion width is

increased until breakthrough occurs, thus the capacitance is decreased. In the case

when a forward bias is used, the depletion width is decreased until current starts

flowing, thus capacitance is increased. The carrier concentration can be determined

using the Mott-Schottky equation

N =
−2

eε0εRA2 dC−2

dV

(3.35)

where ε0 is vacuum permittivity, εR is dielectric constant of the semiconductor

material, and A is measurement area.
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Figure 3.9: Schematic showing the measurement setup of ECV. An interface to the
semiconductor surface is formed by the electrolyte, wetting a small area delimited by a
sealing ring. The interface act as Schottky-like contact. UV light system is used to create
electron-hole pairs at the surface of an n-type semiconductor.

The semiconductor is etched by illuminating the surface using UV light (for

n-type layers) or in forward bias (for p-type layers). For an n-type semiconductor,

the light is used to create electron-hole pairs at the surface. Recombination of

electron-hole pairs causes the release of valence electrons forming the positively

ionized atom cores which are dissolved into the electrolyte and these electrons move

to the semiconductor contact. For p-type semiconductors, holes may be conducted

from the semiconductor contact to the surface, by applying a forward bias. Through

recombination, the valence electrons are released, and then ionized atom cores can

be dissolved. This method of ECV profiling of semiconductors is an established

technique that dates back to Ambridge and Faktor in 1974 [144], however, the

traditional theory is invalid for semiconductors with an electron accumulation layer.

During the UV illumination stage photons create electron-hole pairs at the surface,

however, downward band bending acts a barrier preventing the generated holes from
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reaching the surface. For semiconductors with large electron concentrations at the

surface, it is reasonable to assume that the semiconductor/electrolyte junction is

similar to a metal/electrolyte junction. However, the physics for such junctions is

not still well understood, but the use of a double layer model is generally accepted,

making use of an inner charge neutral ‘Helmholtz’ or ‘compact’ layer, of atomic

width and an outer ‘Gouy-Champan’ or ‘diffuse’ layer [145].

Despite the difficulties described above, ECV measurements still can be useful

to investigate the electronic properties of semiconductors with electron accumulation

at the surface. The behaviour and shape of Mott-Schottky plots (C−2 vs V ) that are

experimentally produced, can be understood by comparison with simulated curves.

3.4.1 Simulating Mott-Schottky Plots

It has been shown (see section 2.2) that surface state density (nSS) can by deter-

mined by integration of Equation 2.32 from z = 0 to z = ∞ with respect to depth

nss =
ε0ε(0)

e

dV (z)

dz

∣∣∣∣
z=0

(3.36)

Therefore, from C = ∆Q/∆V

∆(nSSe)

∆Vbb
≈ 1

A

∆Q

∆V
C (3.37)

where Vbb is the total band bending, which is always negative for films with an

accumulation layer. Hence, the simulated surface gradients of the band bending

diagrams produced by the method outlined in section 2.2 provide a means of simu-

lating Mott-Schottky plots for given bulk and surface Fermi level values.

Relating these plots to experimental data requires knowledge of the band

bending when there is no applied bias. It was assumed that all samples with an

accumulation layer display Vbb < 0 when Vbias = 0. It was also assumed that the Vbb

and Vbias axes scale in an identical manner.

3.4.2 ECV measurements - Dage Wafer Profiler CVP21

All ECV measurements reported here were performed using a Dage Wafer Profiler

CVP21 system. The samples were placed in contact with an electrolyte (potassium
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hydroxide was used here, in a 0.1 mol/litre solution). If necessary a layer of GaIn

eutectic was used to ensure good electrical contact between the wafer and the two

terminals supplying the current. Similarly to Hall effect measurements the I-V curve

was checked to ensure that the contact exhibits Ohmic character. The rubber ring

shown in Figure 3.9 forms a seal to prevent electrolyte leakage, and a 1 mm2 area

of the semiconductor surface is wetted. The I-V curve is checked again to ensure

a Schottky-like contact. The rest potential, Vrest is measured by switching off the

platinum current electrode, in order to measure the potential between a saturated

calomel electrode (SCE) and the electrolyte interface.

A 3 terminal equivalent AC circuit [143] is used to model the electrolyte-

semiconductor interface. A frequency, ω, is chosen such the dissipation

D = Re(Y )/Im(Y ) (3.38)

is minimised. Y was determined by

1

Y
= Rs +

1

G + iωC
(3.39)

where G is the parallel conductance of the interface, and Rs is the serial resistance.

This method allows the capacitance per unit area, C/A, to be evaluated for a par-

ticular applied bias, V .

3.5 Secondary Ion Mass Spectrometry

Secondary ion mass spectrometry (SIMS) is the mass analysis of ionized particles

which are emitted when a surface is bombarded by energetic ions [146]. The vast

majority of species emitted are neutral but it is the secondary ions which are detected

and analysed by a mass spectrometer. A schematic of SIMS is shown in Figure 3.10.

Different materials produce different characteristic ions which can be used to identify

the composition. It is extremely surface selective; most of the signal comes from

the surface or close to the surface of the sample. SIMS is particularly good at

providing information about thin film doping concentrations by the method of depth

profiling [127], however, it is destructive.
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Figure 3.10: Schematic representation of the sputtering process during SIMS measure-
ments. The primary ion beam is used to sputter the sample surface and release secondary
ions. These secondary ions can then be separated and analysed using mass spectrometry.

The SIMS instrument consists of a primary ion source and a mass spectrom-

eter, all enclosed in an ultra high vacuum chamber. Ion bombardment and emission

of secondary ions can cause a positive charging of the sample and consequently

suppression of the emission of negative ions and increase of the energy of emitted

positive ions. To avoid this situation, a source of electrons is used to control the

surface potential. The ionisation of secondary particles and their fragmentation is

complicated. It consists of two main steps; sputtering and ionisation. During sput-

tering the secondary particles are emitted from the surface as an effect of high energy

primary impacts. Within the linear cascade model developed by Sigmund [147], the

incident particle initiates a cascade of collisions between atoms. Some of the colli-

sions return atoms to the surface, causing the emission of sputtered particles. This

process creates mainly neutral species, with a small amount of negative and positive

ions. Sputtering leads to surface roughness.

Ionisation can be generated by several different processes, including direct

emission of ions, ionisation of neutral clusters, by small ions such as hydrogen,
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or ionised species can cause a fragmentation of molecules before they reach the

spectrometer.

3.5.1 SIMS measurements - ATOMICA SIMS 4500 Instrument

The SIMS instrument used for this work is the ATOMICA SIMS 4500 instrument

with a quadrupole mass analyzer. A schematic of the system is shown in Figure

3.11. The system contains two floating low energy ion guns FLIGs one each for

O+
2 and Cs+ which are mounted perpendicular to each other on the main analysis

chamber. Each ion gun can produce a mono-energetic ion beam in the range of 150

eV to 5 keV. The ion beams are mass filtered by a Wien filter to ensure ion beam

purity. The ions produced at source are extracted and directed to the sample via the

ion optics. The system also contains a fine focus electron beam gun at the analysis

chamber for the purpose of sample charge neutralization that is usually required for

non-conducting samples. The secondary ions extracted from the sample are mass

analysed using the quadrupole mass analyzer and detected by a channeltron.

Main Chamber

Quadrupole Mass
Spectrometer and
Secondary Ion
Detector

Secondary Ion
Optics

Oxygen Ion Gun

Ion Sources

Ion Optics

Cesium Ion Gun

Sample Holder

SampleTransfer System

Figure 3.11: Front view of the ATOMICA 4500 system. The system contains two ion
guns producing O+

2 and Cs+ which are mounted perpendicular to each other, a quadrupole
mass analyser and secondary ion detector. The sample holder is inserted into the system
using the sample transfer system.

SIMS measurements were performed in ultra high vacuum (UHV) in order

to maintain reproducibility and good detection limits especially for species in the

residual gas. The base pressure at the main chamber was ∼ 3 × 10−10 mbar and it
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is obtained by ion pump and titanium sublimation pump. Samples were mounted

onto a holder, held down by a spring, and inserted into the system via the load lock

which is pumped by turbomolecular pump. Usually the load lock reaches a vacuum

of ∼ 6×10−6 mbar. The main chamber is separated from the load lock by a transfer

chamber where there are two stubs for mounting two sample holders. The sample

holder is transferred into the main chamber only if acceptable vacuum pressure is

reached in the transfer chamber.



Chapter 4

Surface, bulk and interface electronic proper-

ties of non-polar InN

4.1 Introduction

Indium nitride (InN) has been the subject of intense research in recent years, largely

due to its potential application in optoelectronic devices such as high-efficiency solar

cells, light emitting diodes and high-frequency transistors [148]. Despite extensive

studies of the many physical properties of InN, there remain limitations for device

applications mainly due to an electron accumulation layer present at the InN surface

[70, 71]. However, for some applications, such as gas sensors and THz emitters, the

presence of an electron accumulation layer is potentially beneficial [148]. Electron

accumulation has been observed at the clean surface of wurtzite In- and N-polar

c-plane and non-polar a-plane InN [76], at the non-polar m-plane surface of InN

nanocolumns [149, 150], as well as at the surface of zinc-blende InN [76]. Based on

first-principles calculations, Segev and Van de Walle [82] suggested that the absence

of the electron accumulation layer at the reconstructed surface of a-plane (1120)

and m-plane (1100) InN was due to the absence of In-adlayers. This lack of electron

accumulation was demonstrated on in-situ cleaved a-plane InN by Gwo et al. [83],

but not observed on as-grown surfaces [76, 83, 149, 151, 152].

One of the main materials development challenges is the control of the free

electron density in InN. Currently, the lowest electron carrier density of 2.8 ×

1017 cm−2 has been obtained for 4.4 µ thick MBE-grown c-plane InN layer [153],

however, usually electron densities in polar and non-polar InN films are higher than

the mid-1018 cm−3 [151, 154–156]. King et al. [89] proposed a three-region model

for the high n-type conductivity and revealed the importance of n-type conduction

of InN originating from background donors, the surface and interface-related elec-

55
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trons. ‘Bulk’ carriers must come from a uniform distribution of donor defects and/or

impurities. They also considered which native defects are responsible for the unin-

tentional n-type conductivity exhibited by InN. Due to the lower formation energies

of impurities, such as oxygen and hydrogen, compared to native defects, these have

been suggested as the dominant donors in InN [84, 157]. However, in some cases,

these do not appear to be present in sufficient quantities to account for the total

conductivity [50], and hence native defects and dislocations have been suggested as

important sources of electrons.

This chapter reports high resolution X-ray photoemission spectroscopy (XPS)

and infrared reflectivity measurements of non-polar InN samples grown under both

In-rich and N-rich conditions to determine the position of the surface Fermi level

and the bulk Fermi level respectively. Using these techniques the surface Fermi

level has been found to be lower than previously observed on as grown c-plane and

a-plane InN films. High values of the plasma frequency close to the interface with

the GaN buffer layer have also been found, indicating a high electron concentration

in this region.

4.2 Experimental details

Non-polar InN thin films were grown under either In- or N-rich conditions by plasma

assisted molecular beam epitaxy (PAMBE) at the University of California, Santa

Barbara, USA. The a-plane (112̄0) and m-plane (11̄00) InN films were grown on a-

plane and m-plane free-standing GaN (Mitsubishi Chemical Co.), respectively, with

a ∼50 nm (∼20 nm) GaN buffer layer grown under Ga-rich conditions for a-plane

(m-plane) InN [158, 159]. Sample preparation was achieved by wet etching in a 10

mol/l HCl solution for 60 s to reduce the oxide layer. High-resolution XPS mea-

surements were performed on samples of non-polar InN using a Scienta ESCA300

spectrometer at the National Centre for Electron Spectroscopy and Surface analy-

sis (NCESS) at Daresbury Laboratory, UK. Details of the experimental set-up and

the monochromated XPS spectrometer are reported in section 3.1.4. The infrared

(IR) reflection from non-polar InN samples was measured using a Bruker Vertex
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70v Fourier transform infrared spectrometer (FTIR). The reflection spectra were

recorded for an incident and reflected angle of 35◦ to the surface normal. Elec-

trochemical capacitance-voltage (ECV) measurements were performed in 0.1 mol/l

solution of potassium hydroxide using a Dage Wafer Profiler CVP21. All measure-

ments were performed at room temperature.

4.3 Results and discussion

IR reflectivity measurements were taken from the non-polar InN films to determine

their bulk conduction electron plasma frequency, from which the bulk Fermi level

(EbF ) position was determined (see section 3.2). Experimental and simulated in-

frared reflectivity spectra for both a-plane and m-plane InN are presented in Figure

4.1. The oscillations observed in the experimental spectra are due to Fabry-Pérot

interference, corresponding to the total InN film thickness (d1 + d2, see Figure 4.1).

Each IR reflection spectrum was simulated using a two-oscillator dielectric model.

To account for the effects of surface roughness, partial coherency of the reflection

was applied in the modelling, however, only a small effect was observed. Atomic

force microscopy (AFM) measurements were performed to determine the morphol-

ogy of the surface and the roughness of all non-polar InN samples. The average

roughness for a-plane and m-plane InN samples was 16 nm, and 21 nm, respectively

from the 15 × 15 µm2 scans, and these values were used in the simulations. A

three layer model consisting of an InN layer, an InN interface layer and bulk GaN

was applied to simulate the experimental spectra (Figure 4.1 (a)-(c)). The model

does not include a GaN buffer layer since this layer does not change the simulated

spectra, its optical properties being the same as for bulk GaN. The high frequency

dielectric constant and static dielectric constant for InN (InN interface layer, GaN),

ε(∞)=7.80 [160] (6.90, 5.35) and ε(0)=14.11 (12.48, 8.90) have been used to simu-

late the infrared reflectivity spectra. The other parameters used in the simulations

are given in Table 4.1. From the plasma frequency, the bulk carrier concentration

has been calculated to be 1 − 2 × 1018 cm−3 (Equation 3.7), and the bulk Fermi

level position was found to be ∼ 0.70 − 0.75 eV above the valence band maximum
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Table 4.1: Parameters used in the infrared reflectivity simulations, where ωTO, ωP , τ ,
∆ωP , d are the longitudinal optical phonon frequency, the plasma frequency, the free-
carrier lifetime, plasmon broadening and layer thickness, respectively.

ωTO ωP τ ∆ωP d

Sample (meV) (meV) (ps) (eV) (nm)

InN a-plane N-rich 58.2 84±6 0.033±0.004 0.12 950±10
InN interface layer 58.2 300±10 0.010±0.003 0.41 80±10

GaN 70.4 — — —

InN a-plane In-rich 58.2 85±4 0.075±0.008 0.06 510±10
InN interface layer 58.2 290±10 0.010±0.003 0.41 70±5

GaN 70.4 — — —

InN m-plane In-rich 58.2 60±10 0.064±0.030 0.06 410±15
InN interface layer 58.2 290±20 0.011±0.003 0.38 60±10

GaN 70.4 — — —

(VBM) for each non-polar sample.

The VB photoemission for non-polar InN and for previously studied c-plane

InN [161] is shown in Figure 4.2. The position of the surface Fermi level (EsF )

was determined by extrapolating a linear fit to the leading edge of the VB photoe-

mission [162]. It has been found that the EsF for all non-polar cleaned samples is

1.24 ±0.10 eV. These values of EsF are lower than those previously determined for

c-plane and a-plane InN [76, 152]. Segev and Van de Walle suggested that the mi-

croscopic origin of donor-type surface states is In-In bonding within the In-adlayers

at the InN surface [81, 82, 163]. This is consistent with core-level XPS measure-

ments of the samples studied in this thesis, which indicate an In-rich surface in each

case. The In 3d and N 1s core level XPS spectra have been used to investigate the

In-coverage on the clean surface of non-polar InN and thereby determine whether

In-adlayers are present on the surface. The core level spectra for In 3d5/2, N 1s and

O1s are presented in Figure 4.3.

The In:N XPS intensity ratio has been calculated from the core-level peak

areas (divided by the atomic sensitivity factor) for each core level for the Scienta

ESCA300 spectrometer. In each case, the In:N ratio is approximately the same for

the more surface sensitive (30◦) emission and for normal (90◦) emission. Using a

layer-attenuation model based on photoelectron inelastic mean free paths (IMFPs)
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Figure 4.1: Experimental infrared reflectivity spectra for non-polar InN plotted with the
simulated spectra. (a) - (c) a three layer model simulations, (d) a two layer model simula-
tion. The insets show the layer models used in infrared reflectivity simulations. In (d), the
InN parameters determined for the bulk region in (c) have been used. Further adjustment
of these parameters did not result in better agreement with the measured spectrum. The
layer thicknesses (d1 and d2) are given in Table 4.1.
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Figure 4.2: Valence band X-ray photoemission of the non-polar a- and m-plane InN and
c-plane InN grown under In-rich conditions (solid line). (a) spectra for as-loaded samples,
(b) spectra for cleaned samples.

calculated using the TPP-2M predictive formula of Tanuma et al. [129], the theo-

retical XPS In:N ratios for 30◦ and 90◦ emission angles are calculated. Comparison

of the model calculations with the measured XPS In:N ratios indicate ∼1 ML of

In above the non-polar InN bulk-like termination in each case. The results of this

analysis are presented in Figure 4.4 and the calculated values are significantly lower

than found in a previous study of both a- and c-plane InN (3.0 ML and 3.4 ML,

respectively) [164, 165]. It should be noted, however, that some residual oxygen

contamination remained following the surface preparation (see Figure 4.3), and one

sample (a-plane In-rich InN) exhibited some In-droplets, observed by AFM, making

detailed quantitative analysis of the adlayer coverage difficult.

Given a fundamental band gap of 0.64 eV for intrinsic InN [53], the surface
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Figure 4.3: Core level spectra recorded for an emission angle 90◦ from an untreated
(black), and HCl-treated (red) a-plane InN sample for Cl 2p, In 3d and O 1s.

Table 4.2: Values of the surface Fermi level EsF above the VBM from XPS measurements
and bulk Fermi level EbF above the VBM calculated using Fermi-Dirac carrier statistics.
The band bending Vbb is calculated from the relative surface and bulk Fermi level positions.
The bulk carrier concentration is determined from the plasma frequency using a non-
parabolic band structure approximation [79]. Poisson-MTFA calculations give the surface
state density nss.

EsF EbF Vbb nb nss

InN (eV) (eV) (eV) (1018cm−3) (1012cm−2)

a-plane N-rich 1.24 ± 0.10 0.75 ± 0.05 0.49 2.3 9.9

a-plane In-rich 1.24 ± 0.10 0.75 ± 0.05 0.49 2.3 9.9
m-plane In-rich 1.24 ± 0.10 0.71 ± 0.05 0.53 1.2 9.7

Fermi level is above the bottom of the conduction band, indicating a downward band

bending at the surface of all the non-polar InN samples. The EsF and band bending

values are listed in Table 4.2. The surface state densities were determined by solv-

ing Poisson’s equation within the modified Thomas-Fermi approximation (MTFA).

Details of the calculation method are reported in section 2.2. Figure 4.5 shows

the band bending and carrier concentration profile for non-polar InN and c-plane

InN. From Poisson’s equation, the surface sheet density can be calculated from the

gradient of the band bending potential at the surface. The surface sheet density

nss for non-polar InN films is ∼ 9.9 × 1012 cm−2 and for c-plane InN sample is

∼ 14.0 × 1012 cm−2. The electron accumulation for m-plane and a-plane InN has

been found to be lower than for the c-plane InN film (Figure 4.5). Whether these
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(TOA) or emission angles (with respect to the surface plane) calculated for the surface of
a-plane InN(112̄0) for different surface indium coverages in monolayers.

non-polar samples exhibit the lowest achievable surface Fermi level for undoped non-

polar InN is not yet clear. More research involving the correlation of the surface

electronic properties of InN with detailed surface structural characterization is re-

quired, particularly after different surface preparations. This would verify whether

there is a causal link between the presence of In-adlayers and surface electron accu-

mulation and determine whether the latter can be further decreased.

Results of ECV measurements are presented in Figure 4.6. The positive slope

and increasing of the experimental Mott-Schottky curves corresponds to the space-

charge due to electrons from the surface donors, therefore the electron accumulation

model has been used to simulate the C−2 vs V curves. The details of the simulations

are briefly described in Sections 2.2 and 3.4.1. The parameters obtained from IR

reflectivity and XPS have been used in the simulations. Simulated data for all

non-polar InN samples are in good agreement with the experimental data. The

small discrepancy between the simulated and experimental data of the a-plane InN

samples results from the higher surface roughness than m-plane InN. The roughness
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function of depth from the surface for m-plane In-rich InN (solid line), a-plane In-rich
and N-rich InN (dotted line) and c-plane In-rich InN (dashed line).

might increase the active area during the experiment, resulting in an increase in

magnitude of the capacitance. Hence, the inverted square of capacitance might be

lower than for an ideally flat surface. In the simulation presented here the influence

of a surface roughness has not been taken into consideration.

As mentioned above, a three layer model for the surface, bulk and interface

regions has been applied in the modelling of the IR reflectivity spectra. A model

containing just an InN layer and bulk GaN did not produce satisfactory simulated

spectra, as shown in Figure 4.1 (d). Including a surface layer to account for the elec-

tron accumulation did not make much difference or improve the fit to the simulated
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Figure 4.6: Electrolyte capacitance-voltage measurements and simulations on non-polar
InN films. In the simulations the electron accumulation model has been used. The small
discrepancy between the simulated and experimental data of the a-plane InN samples results
from their higher surface roughness than the m-plane InN.

spectra. This is in agreement with previous investigations [166], and simulations

with a graded interface [89] which also made negligible differences. The plasma

frequencies have been found to be 230-320 meV, corresponding to a sheet carrier

concentration of 2.4 − 3.5 × 1014 cm−2 for the interface layer and much higher than

previously determined for c-plane InN [161]. Several groups have independently dis-

cussed the origin of increased electron concentration close to the interface in c-plane

InN by considering the possible effects from both unintentionally incorporated im-

purities and threading dislocation densities on the electron transport properties of

InN [84, 89, 167–170]. The lower growth temperatures used for the growth of non-

polar InN (380−450 ◦C [158,159]) compared with c-plane InN (450−540 ◦C [84,153])
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Figure 4.7: SIMS data for m-plane InN, indicating the presence of oxygen impurities in
the bulk. The oxygen impurity density increases to 1 × 1018 cm−3 towards the InN/GaN
interface, and then rapidly decreases to 5× 1016 cm−3 in the bulk GaN.

are likely to increase the impurity incorporation, increasing the density of donors

close to the interface and resulting in high plasma frequency values. This was con-

firmed by SIMS (see Figure 4.7) indicating that for m-plane InN the oxygen impurity

density was approximately constant at 1× 1017 cm−3 in the bulk InN and increased

to 1 × 1018 cm−3 towards the InN/GaN interface, and then rapidly decreased to

5 × 1016 cm−3 in the bulk GaN. Moreover, Koblmüller et al. [158, 159] have stud-

ied the structural properties of non-polar InN and found that basal-plane stacking

faults, where defects and/or impurities could be localized, contributed significantly

to the interface-related carrier concentration.

4.4 Conclusions

In this chapter it has been demonstrated that the film quality of both a-plane

and m-plane non-polar InN has significantly improved, as indicated by the lower

value of bulk carrier concentration than reported previously for many non-polar InN

films [151, 156]. A high carrier concentration has been found in the non-polar InN

close to the interface with the GaN buffer layer, that may be due to donors associated

with unintentionally incorporated impurities, potentially localized at basal-plane

stacking faults. The surface Fermi level for all non-polar InN samples has been found
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to be lower than previously observed on non-cleaved InN samples. The observation

of an electron accumulation layer in the presence of a single In-adlayer is consistent

with previous theoretical predictions. Additionally, the results presented in this

chapter very well correspond to the three-region model proposed by King et al. [89].

The model shown in Figure 4.8 is characterised by three contributions - I: donors

due to dislocations, whose density falls exponentially away from the interface; II: the

background ‘bulk’ density resulting from defects or impurities uniformly distributed

throughout the film; III: surface electron accumulation.

Figure 4.8: Schematic representation of the three-region model [89].

Electrochemical capacitance-voltage technique, combined with ECV mod-

elling is complementary to IR reflectivity and XPS to investigate the electronic

properties of InN surface. The surface quality plays a significant role in ECV mod-

elling. Smaller values of surface roughness result in a smaller discrepancy between

simulated and experimental data.



Chapter 5

Giant reduction of InN surface electron accu-

mulation: Compensation of surface donors by

Mg dopants

5.1 Introduction

A very important attribute of semiconductors is the possibility of changing the type

of conductivity, and this is particularly useful in the fabrication of p-n junctions, the

basic building block of all electronic devices.. The change of type of conductivity is

typically achieved by the incorporation of a suitable dopant element inside the bulk

of the semiconductor which can act as a donor producing n-type conductivity or act

as an acceptor producing p-type conductivity.

While intrinsic InN is clearly n-type and Si-doping further increases the n-

type character (King et al. [66]), the reproducibility and control of p-type doping

in InN and In-rich III-N alloys, essential for the realisation of many of the poten-

tial optoelectronic device applications, remains a controversial issue. Following the

first reported result of p-type bulk conductivity by Mg-doping [26], there has been

intense study in this area [28, 103, 171–183]. A particularly problematic issue is the

accumulation layer that is present at the surface of InN. This causes an inversion

layer to form at the surface of a p-type material, where the p-type bulk is separated

from the surface n-type region by a depletion layer. Therefore, measurements such

as single-field Hall effect are dominated by the surface electron layer and cannot

be used to determine the bulk conductivity. Nevertheless, there are experimental

techniques that have confirmed p-type bulk conductivity in InN. For instance the

variable-field Hall effect [103] and thermopower measurements [177, 184] give clear

evidence of free holes in InN, but without depth resolution. Another useful tech-

67
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nique is electrochemical capacitance-voltage profiling (ECV), however, ECV yields

information only on the presence of ionised acceptors, rather than the density of free

holes. Furthermore, there are reports suggesting that the reduction of the electron

accumulation layer in InN by chemical treatment [106, 107] is also possible. How-

ever, there have been no reports of the removal or of any significant reduction of the

electron accumulation as a result Mg-doping.

In this chapter, high-resolution X-ray photoemission spectroscopy (XPS) is

used to investigate electron accumulation at the cleaned wurtzite c-plane In-polar

surface of Mg-doped InN. Using this technique, a significant lowering of the surface

Fermi level has been observed with increasing Mg concentration, indicating a highly

desirable reduction of the electron accumulation. To examine the band bending

and carrier concentration profile as a function of depth below the surface, Poissons

equation is solved within a modified Thomas-Fermi approximation (MTFA).

5.1.1 Si-doped InN - previous results

Before the appropriate results are presented, it is necessary to mention n-type Si-

doped InN. The effects of Si-doping on the position of the surface Fermi level and the

bulk Fermi level in InN has been investigated by King et al. [66,185]. Incorporation

of Si into InN during the growth increases the carrier concentration in InN indicating

that Si is electrically active and acts as a donor.

The surface Fermi level for InN is located below the charge neutrality level

(CNL), hence some donor surface states are unoccupied and therefore positively

charged. As a consequence of this, the surface charge must be balanced by the near-

surface electron accumulation layer which is caused by downward band bending

[71]. The situation for extreme downward band bending is presented schematically

in Figure 5.1 (a). As the bulk Fermi level increases, the amount of downward

band bending decreases. The surface Fermi level must move towards the CNL to

maintain charge neutrality. As a consequence, some of the unoccupied donor surface

states become occupied (Figure 5.1 (b)). Finally, the bulk and surface Fermi levels

approach the CNL where charge neutrality is maintained, leading to zero space-



Chapter 5. Giant reduction of InN surface electron accumulation 69

VBM

CBM

E
F

CNL

+

(a)

Increasing bulk doping

∆E
a

∆E
b
< ∆E

a

+

(b)
E

F
= CNL

∆E
c
= 0

(c)

Figure 5.1: Schematic representation of the decrease in downward band bending, corre-
sponding reduction in unoccupied surface state density as the Fermi level moves closer to
the CNL at the surface, and stabilization of the bulk and surface Fermi levels at the CNL
with increasing doping ((a) to (c)) in InN. This figure is taken from [185].

charge, no band bending and zero surface charge (Figure 5.1 (c)).

5.2 Experimental details

Mg-doped InN samples were grown by plasma-assisted molecular beam epitaxy

(PAMBE) with a range of Mg cell temperatures at the University of Canterbury. All

1200 nm thick films were grown on c-plane sapphire substrate with a 3000 - 4000 nm

GaN buffer layer, provided by Lumilog. The Mg concentration has been determined

by SIMS using an Atomika 4500 SIMS instrument (Chapter 3.5.1) with a 500 eV

O+
2 ion beam. The Mg concentration has been calibrated from the Mg-SIMS profile

of an undoped InN sample implanted with Mg25 to a dose of 1 × 1014 cm−2. The

natural isotope abundances were used to determine the total Mg-concentration in

the InN:Mg samples. High-resolution XPS measurements were performed at room

temperature using a monochromated Al Kα x-ray source and a Scienta ESCA300

spectrometer at the NCESS facility. Details of the spectrometer and its geometric

arrangement are described in section 3.1.4. The Fermi level was calibrated from

the Fermi edge of an ion-bombarded silver reference sample. For as-loaded samples,

native oxide was observed on the surface of Mg-doped InN. The samples were then

subjected to etching in a 10 mol/l HCl solution for 60 s to reduce the oxide layers,

followed by rinsing in deionised water and immediately being blown dry with N2 be-

fore loading into the vacuum chamber. Survey spectra from as loaded and cleaned

Mg-doped InN identifying the elements present in the near surface region are shown
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Figure 5.2: XPS wide energy scan from heavily doped Mg-doped InN (hν = 1486.6 eV)
for (a) as-loaded film and (b) cleaned film.

5.3 Transition from electron accumulation layer to hole depletion

layer by Mg-doping

5.3.1 Results and analysis

SIMS was initially employed to determine the Mg concentration in the InN samples

and the profiles of four Mg-doped InN samples are shown in Figure 5.3. In each case,

the fall-off observed in the Mg-signal coincided with a large increase in Ga-signal

(i.e. profiling through the InN:Mg layer and into the GaN buffer layer). Apart

from in the surface transient region at the start of the SIMS measurements, a rather

uniform [Mg] signal is observed for each sample throughout the depth of the InN:Mg

films. From these SIMS measurements, the Mg concentration ([Mg]) is estimated to

be 1.2 × 1020 cm−3, 5.0 × 1019 cm−3, 1.9 × 1019 cm−3 and 4.7 × 1018 cm−3.

XPS measurements were performed on all the samples to determine the po-

sition of the Fermi level at the surface as a function of bulk carrier concentration.
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Figure 5.3: SIMS profiles of Mg for four InN:Mg films. In each case, the fall-off observed
in the Mg-signal coincided with a large increase in Ga-signal (i.e. profiling through the
InN:Mg layer and into the GaN buffer layer). The Mg concentrations have been calibrated
from the Mg-SIMS profile of an undoped InN sample implanted with Mg25 to a dose of
1× 1014 cm−2.

The leading edges of the valence band photoemission spectra for high Mg-doped InN

samples are shown in Figure 5.4(a). Again, the surface Fermi level is obtained by

linear extrapolation of the valence band photoemission leading edge to the baseline

in order to take account of the finite resolution of the spectrometer [162]. The values

determined in this way are presented in Figure 5.4(b). For moderate Mg concen-

trations (< 1 × 1019 cm−3) the Fermi level is pinned at the surface at ∼ 1.3 − 1.4

eV above the valence band maximum (VBM), indicating a large electron accumu-

lation near the surface. These values were previously observed for undoped InN

films [38, 77, 161]. The surface Fermi level positions for high Mg concentrations

(> 1 × 1019 cm−3) monotonically decrease with increasing Mg density, indicating a

reduction of the electron concentration in the accumulation layer. The lowest value

of the surface Fermi level of 0.83 eV has been observed for [Mg] = 1.2 × 1020 cm−3.

The In:N XPS intensity ratios are calculated from the core level peak areas

divided by the atomic sensitivity factors for each core levels for the Scienta300
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Figure 5.4: (a) Valence band photoemission spectra of Mg-doped InN for different Mg
concentrations and (b) corresponding VBM to surface Fermi level separation, determined
by linear extrapolation of the valence band edge to the baseline.

spectrometer. A correlation between the surface In:N ratio, the Mg concentration

and the surface Fermi level can be observed and it is shown in Figure 5.5. The

In:N ratio decreases as Mg concentration increases, and this lowering indicates a

reduction of the In-adlayers at the surfaces. It should be noted, however, that some

residual oxygen contamination remained following the surface preparation, making

detailed quantitative analysis of the adlayer coverage difficult.

The band bending and carrier concentration profiles as a function of depth

from the surface were evaluated by numerically solving Poisson’s equation within a

MTFA and this is shown in Figure 5.6. The details of these calculations are briefly
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Figure 5.5: The surface Fermi level positions (circles) and In:N XPS ratios (squares)
as a functions of Mg concentration. The In:N XPS intensity ratios have been determined
from the core-level peak areas (divided by the atomic sensitivity factor) for each core level
for the Scienta ESCA300 spectrometer.

described in section 2.2. Each profile is simulated using an inversion layer model,

assuming that all the Mg atoms act as acceptors and the hole effective mass is

0.65me [182]. From Poisson’s equation (Equation 2.32), the surface state density

nSS can be calculated from the gradient of the band bending potential at the surface,

while the electron sheet density (n2D), can be found from the area under the electron

accumulation peak in the carrier concentration distribution. The electron sheet

density drastically decreases for the samples with high Mg concentration indicating

a severe reduction of the electron accumulation (see Figure 5.7). This situation

can be seen as the vanishing of the electron accumulation peak in Figure 5.6 (d-f).

The n2D for the samples with the highest Mg concentration has been found to be

7.9 × 107cm−2 − 2.5 × 1010cm−2, much lower than for undoped InN [77]. While

for moderately Mg doped InN films the n2D is similar to undoped InN and the

concentration has been determined to be ∼ 1.0 × 1013cm−2. The values determined

by space charge calculations are presented in Table 5.1.
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Figure 5.6: The conduction band minimum, valence band maximum and charge neu-
trality level with respect to the Fermi level (a-c) and the carrier concentration profile, as a
function of depth from the surface, for a Mg concentration of (a)(d) 4.7× 1018 cm−3, (b)
(e) 1.9×1019 cm−3 and (c) (f) 1.2×1020 cm−3. The CNL is located high above the CBM.
The shaded portion in each case represents filled donor states. Each profile was simulated
using a inversion layer model, assuming that all Mg atoms act as acceptors and a hole
effective mass of 0.65me.
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Figure 5.7: Surface electron sheet density (n2D) (circles) and donor surface state density
(nss) (squares) as a function of Mg concentration, with fits shown to guide the eye. The
value of (n2D) drastically decreases for the samples with high Mg concentration indicating
a significant reduction of the electron accumulation.

5.3.2 Discussion

If the surface Fermi level is located below the CNL, some donor surface states

will be unoccupied and hence positively charged. Incorporation of Mg into InN

shifts the Fermi level at the surface towards the valence band maximum (VBM)

and unoccupies some previously occupied donor surface states. Consequently, the

positively charged surface donor density increases and it could be expected to result

in huge accumulation layer. However, in contrast to undoped or n-type doped InN,

the electron sheet density (accumulation layer) decreases significantly (Figure 5.7) as

the Mg concentration increases. The surface in an equilibrium state must be neutral,

therefore the positive surface charge must be balanced - this can be understood

within the inversion layer model. The width of the depletion region decreases with

increasing Mg content, therefore the near-surface Mg acceptors, N−
A, can compensate

the positively charged surface donor states, reducing the electron accumulation.

For the highest Mg concentration, the accumulation layer is dramatically reduced,

therefore the sample essentially exhibits a hole depletion layer (Figure 5.6 (c) and

(f)).
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Table 5.1: Values of the surface Fermi level EsF above the VBM from XPS measurements
and bulk Fermi level EbF above the VBM calculated using Fermi-Dirac carrier statistics.
The band bending Vbb is calculated from the relative surface and bulk Fermi level positions.
Poisson-MTFA calculations give the surface state density nSS and electron sheet density
n2D.

[Mg] EsF EbF Vbb nSS n2D

(cm−3) (eV) (eV) (eV) cm−2) (cm−2)

1.2 × 1020 0.83 ± 0.05 -0.15 0.98 3.4 × 1013 7.9 × 107

5.0 × 1019 0.89 ± 0.05 -0.08 0.97 2.3 × 1013 1.1 × 109

1.9 × 1019 0.99 ± 0.05 -0.03 1.02 1.4 × 1013 2.5 × 1010

4.7 × 1018 1.27 ± 0.05 0.02 1.25 9.9 × 1012 2.3 × 1012

2.2 × 1018 1.32 ± 0.05 0.04 1.28 9.5 × 1012 4.4 × 1012

5.0 × 1017 1.37 ± 0.05 0.08 1.29 9.7 × 1012 7.1 × 1012

As mentioned in Chapter 4, Segev and Van de Walle suggested that the micro-

scopic origin of the occupied donor-type surface states is In-In bonding in In adlayers

whereas the unoccupied donor surface states are associated with In dangling bonds

without any In-adlayers at the InN surface [81,82,163]. Their theoretical results are

presented in Figure 5.8 (a), where the donor surface states are located below the

CNL in the virtual gap (ViG). The results achieved from our XPS measurements

and space charge calculations are in good agreement with these theoretical results.

The histogram of surface state densities of Mg-doped and Si-doped InN and the

bulk density of states calculated numerically using quasiparticle-corrected density-

functional theory (QPC-DFT) are presented in Figure 5.8 (b). This histogram is

created as a difference between the surface state densities in a particular range of

energy and then divided by the length of the energy range. The energy position of

the donor surface states corresponds reasonably well to the theoretical surface states

associated with In-In bonding in an In-adlayer, confirming the validity of Segev and

Van de Walle’s theory. Moreover, these results correspond quite well to the results

from core level XPS data. As shown in Figure 5.5, the In:N ratio decreases when the

Mg concentration increases. The lowering of In:N ratio indicates a reduction of the

In-adlayer at the surfaces, hence a reduction in the surface electron accumulation

layer. The presence of a high concentration of Mg might induce changes in the sur-

face reconstruction, making the indium adlayer reconstruction less favourable, and
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hence reducing the position of the surface Fermi level. This situation is complicated

and these suggestions are rather speculative, because some residual oxygen contam-

ination remained following the surface preparation, making detailed quantitative

analysis of the adlayer coverage rather difficult.

(a)

(b)

D

occupied

   In-3In

empty

 In db

Surface

InN bulk

Figure 5.8: (a) Density of states (DOS) for the polar (0001) InN, calculated by Segev
et al. [80] using density-functional theory (DFT) within the local density approximation
(LDA). (b) Surface state density (red histogram) evaluated by numerically solving Pois-
son’s equation within MTFA and bulk DOS (blue line) for the (0001) InN calculated by
F. Bechstedt’s group [148], using quasiparticle-corrected density-functional theory (QPC-
DFT).

Incorporation of Mg into InN during growth should change the electronic

properties of this material, switching the type of bulk conductivity from n-type to

p-type. One might ask a question if p-type conductivity in high Mg-doped InN can
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Figure 5.9: Comparison of the electron mobility measured by the Hall effect for Mg-doped
InN. The mobilities of highly Mg-doped InN samples are roughly one magnitude lower than
those of moderate Mg-doped InN.

be determined by Hall effect measurements due to extremely low electron accumu-

lation near the surface? Unfortunately, the sign of the Hall coefficient suggests that

the films are still n-type and even a low density electron accumulation layer will

dominate the measurements. However, the measured mobilities are in the range

of 24 to 50 cm2/Vs. As shown in Figure 5.9, the corresponding electron mobility

values in these samples are roughly one magnitude lower than those of moderately

Mg-doped InN or undoped InN. This behaviour has been observed previously [88].

The significant decrease in mobility observed for heavily Mg-doped layers and the

negative Hall coefficient might be the result of a much higher hole effective mass.

Similarly to Zn-doped InAs [186] the large mobility of electrons compared to that

of holes will result in a dominant contribution of electrons to the Hall effect, even

in cases where electrons are minority carries in the bulk of the layer.

An indication of the existence of active Mg acceptors and hence the possibility

of p-type conductivity, is given by ECV measurements. The Mott-Schottky curves

are presented in Figure 5.10. The slope of the reciprocal square capacitance changes
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Figure 5.10: Electrolyte capacitance-voltage measurements on Mg-doped InN films. The
slope of the Mott-Schottky curves changes the from positive to negative for the heavily
Mg-doped samples, indicating that a p-type bulk layer is buried beneath a n-type surface
layer.

the from positive to negative for the heavily Mg-doped samples, indicating that a

p-type bulk layer is buried beneath a n-type surface layer.

Figure 5.11 shows the position of the surface Fermi level as a function of

carrier concentration for n-type and p-type InN, where it has been assumed that

the hole concentration is equal to the Mg acceptor density. Within this assumption,

the value of ∼ 1 × 1019 cm−3 is the cross-over point above which the surface Fermi

level of n-type InN tends to increase to reduce the electron accumulation, producing

flat bands and maintain charge neutrality. In the case of p-type InN the surface

Fermi level tends to decrease to reduce the electron accumulation, producing a hole

depletion layer and maintaining charge neutrality. Similar divergence of the surface

Fermi level position with doping was previously observed for n- and p-type GaAs,

the archetypal compound semiconductor [187]. However, rather than the surface

states responsible for the space charge always being donors as in the InN case, for

GaAs, the type of charged surface state changes from acceptors in n-type to donors

in p-type GaAs. Equivalently, downward band bending is observed for InN for both

n- and p-type doping, whereas upward band bending is present for n-type GaAs
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Figure 5.11: Surface Fermi level position of n-type (squares) and p-type (circles) InN
as a function of carrier concentration.

and downward for p-type. This difference is due to the respective CNL positions in

these two materials, with InN’s being above the conduction band minimum [66] and

that of GaAs just below the middle of the fundamental band gap [188, 189].

5.4 Conclusions

The results presented in this chapter demonstrate that the incorporation of Mg as a

dopant into InN crucially changes the bulk and surface electronic properties of this

material. Previous results have shown that Si acts as a donor and its incorporation

increases the bulk electron concentration. For n > 1× 1019 cm−3, the donor surface

state density decreases and the surface Fermi level saturates at the CNL, indicating

a transition from an accumulation layer to flat bands. In contrast, Mg acts as an

acceptor and its presence should change the type of conductivity from n-type to

p-type. For p > 1× 1019 cm−3, the donor surface density increases while the surface

Fermi level decreases, however, the surface sheet electron density decreases enor-

mously, indicating a transition from electron accumulation to almost hole depletion
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for high Mg-doped InN. As the Mg concentration increases, the donor surface states

are increasingly compensated by Mg near-surface acceptors in the hole depletion re-

gion. These results give positive indications for the fabrication of InN p-n junctions,

because electron accumulation naturally disappears at high Mg doping levels.



Chapter 6

Sulfur passivation of highly Mg-doped InN

6.1 Introduction

Undoped and Mg-doped InN exhibit a large electron accumulation at the surface

and this is not desirable for a number of device applications. The results presented in

Chapter 5 showed that the accumulation layer in p-type material can be drastically

reduced by high Mg-doping, however, a complete reduction/removal has not yet been

achieved. Therefore additional methods need to be developed to investigate a means

of reducing the electron accumulation layer to zero and allowing a surface that can

support a Schottky contact. However, the reduction of the electron accumulation at

InN surface has been found to be difficult due to a resistance to chemical or physical

surface treatments [6].

Plucinski et al. [190] deposited sulfur from an electrochemical cell onto the

GaN(0001̄) surface and observed a 0.4 eV-0.5 eV shift in the Fermi level position

toward low energy, suggesting the reduction of surface electron depletion. Surface

chemistry of n- and p-doped InP(001) after treatment with sulfur was investigated

by Chaseé et al. [109]. Their observations were similar to these reported by Plucinski

[190] on GaN. Presented, core and valence band spectra and Auger transitions were

related to changes in surface chemistry, indicating the changes in the surface Fermi

energy position and band bending. Sulfur also was used successfully to passivate

the surfaces of InAs [111–113], however, in this case the surface charge accumulation

layer and associated downward band bending increased after treatment. Because

sulfur changes the surface electronic properties of III-V semiconductors, hence sulfur

treatment might be a very useful method to remove or reduce electron accumulation

at the surface of InN films. Bailey et al. [106,108], Chang et al. [107] and Fishwick et

al. [191] have all investigated the effects of treatment with ammonium polysulphide

(NH4)2Sx solution on the electronic properties of c-plane and a-plane InN. Their

82
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results showed that after S treatment, the separation of the surface Fermi level to

the valence band maximum was reduced by ∼ 0.15 eV, indicating a reduction in the

electron accumulation at the surface (see Figure 6.1). Moreover, exposing a sulfur

treated InN sample to air for a significant time (ie a month) did not change the

position of the surface Fermi level, indicating successful chemical passivation of the

surface.
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Figure 6.1: (a) Valence band edge XPS spectra for as-loaded, HCl etched, HCl etched
and annealed, S treated, and S annealed InN with respect to the surface Fermi level EsF .
Inset: the separation of EsF from the VBM, ξ, as a function of treatment (b) The carrier
concentration as a function of depth from the InN surface for as-loaded (solid line) and S
treated (dashed line). Inset: the CBM and VBM positions with respect to the Fermi level
as a function of depth from the InN surface. These figures are taken from [106].

For this investigation, XPS was performed to study the surface electronic and

chemical properties of highly Mg-doped InN treated with ammonium polysulphide

(NH4)2Sx solution. To determine the change in the surface electron carrier density

with sulfur treatment, Poisson’s equation was solved within the modified Thomas-

Fermi approximation (MTFA).
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6.2 Experimental details

Mg-doped InN samples were grown by PAMBE with a range of Mg cell temper-

atures (190◦C - 320◦C) at the University of Canterbury. All films were grown on

c-plane sapphire substrate with a 3000 - 4000 nm GaN buffer layer, provided by

Lumilog. The Mg concentration has been determined by SIMS using the Atom-

ika 4500 SIMS instrument detailed in Section 3.5, using a 500 eV O+
2 incident ion

beam. High-resolution XPS measurements were performed at room temperature us-

ing a monochromated Al-Kα X-ray source and an Omicron SPHERA spectrometer

at the University of Warwick. Details of the spectrometer and its arrangement are

described in Section 3.1.5. The Fermi level was calibrated from the position of the

Fermi edge of a clean Ag(111) reference sample.

0 200 400 600 800 1000 1200

 

 

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Binding Energy (eV)

as-loaded Mg-doped InN

(NH4)2Sx-treated Mg-doped InN(b)

O 1s

O 1s

S 2p

 

 

 

 

S 2p

(a)

Figure 6.2: XPS wide energy scan from heavily doped Mg-doped InN (hν = 1486.6 eV)
for (a) as-loaded film and (b) (NH4)2Sx-treated film. The binding energy scale is with
respect to the Fermi level EF.

Before (NH4)2Sx-treatment, the native oxide was observed in XPS from the

Mg-doped InN surface, therefore the samples were etched in a 10 mol/l HCl solution

for 60 s, followed by immediate rinsing in deionized water and drying by N2 before
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loading into the vacuum chamber. After measurements on cleaned Mg:InN, the

samples were removed from the vacuum chamber and dipped, at room temperature,

into the (NH4)2Sx solution (20%) for 1 hour. The samples were then rinsed in deion-

ized water and blown dry by N2 before being reloaded into the vacuum chamber.

Survey spectra from as loaded and (NH4)2Sx-treated Mg-doped InN identifying the

elements present in the near surface region are shown in 6.2.

6.3 Results and analysis

The valence band (VB) edge XPS spectra for cleaned Mg-doped InN and sulfur

treated Mg-doped InN films are shown in Figure 6.3. The position of the surface

Fermi level EsF is again determined by extrapolating the leading edge of the VB

spectra to the background level, accounting for a finite instrumental resolution. The

lowering of the surface Fermi level with increasing Mg concentration for untreated

samples was observed and this is explained in Chapter 5, however, some values

observed are slightly different from what was observed previously on a similar set

of samples. The lowest value of 0.90 eV is obtained for [Mg] = 5.0 × 1019cm−3.

After (NH4)2Sx-treatment, the position of EsF is shifted toward lower energies by

∼ 0.08 eV, indicating that the surfaces have been passivated through the deposition

of sulfur, similar to that previously found for undoped c-plane (see Figure 6.1) and

a-plane InN [108,191]. The lowest value of EsF has been found to be 0.82 eV for the

sample with [Mg] = 5.0 × 1019cm−3. The measured values of the EsF are presented

in Figure 6.4.

The XPS core level spectra presented below are deconvolved into components

using a Voigt line shape, and a Shirley background. The Cl 2p and S 2p peaks are

fitted with identical full width at half maximum values, and Voigt shape. After

etching some amount of chlorine has remained on the surface. Chlorine is highly

electronegative therefore its presence on the surface of InN can cause charge transfer

from the surface, reducing the separation between the surface Fermi level and the

valence band maximum [105]. However, after (NH4)2Sx treatment the chlorine has

been totally removed from the surface, therefore the shifts of surface Fermi level are
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Figure 6.3: (a) Valence band photoemission spectra of Mg-doped InN for different Mg
concentrations and (b) Valence band photoemission spectra for S-treated Mg-doped InN
samples. The binding energy scale is with respect to the Fermi level EF at zero.

not attributed to chlorine. The Cl 2p peak obtained from an HCl-etched sample is

shown in Figure 6.5. This peak is fitted with two doublet peaks that are attributed

to Cl-In bonding (∼ 198.8 eV) and elemental Cl (∼ 199.5).

The XPS core level spectra of In 3d5/2 and N 1s for untreated and (NH4)2Sx-

treated Mg-doped InN samples, demonstrating the effect of the shift in surface Fermi

level, are shown in Figures 6.6 and 6.7. For In 3d5/2 and N 1s the average shift is

found to be 0.07± 0.05 eV and 0.06± 0.05 eV respectively, which is consistent with

the observed average shift of 0.08± 0.05 eV in the surface Fermi level position from

the valence band spectra (Figures 6.3 and 6.4). These core level peaks have not
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Figure 6.4: Position of the surface Fermi level with respect to the VBM as a function
of Mg concentration for untreated (filled circles) and (NH4)2Sx-treated (open circles) Mg-
doped InN samples.

been fitted due to the effect of plasmon excitations of free electrons in the surface

electron accumulation layer which have an influence on the line shape, resulting in

an asymmetric peak [105]. Additionally, the oxygen, chlorine and sulfur bonding to

indium also have a huge impact in a shoulder on the high binding energy side of the

In 3d5/2 line.

Studies on the surface chemistry and structure for the sulfur treated InP(100)

reported by Tao et al. [192] and Lu et al. [193] showed that surfaces passivated using

(NH4)2Sx are terminated by S atoms, which form bridge bonds only to indium atoms.

In this study, after a treatment of Mg:InN with (NH4)2Sx, different bridge-type

bonds of In-S were also detected. The S 2p XPS spectrum for InN with [Mg]=1.9×

1019 cm−3 is shown in Figure 6.8. This peak is fitted by three components with

a spin-orbit splitting of 1.13 eV. These are for the different bonding environments

observed at the surface, In-S-In (161.0 eV), In-S-S-In (162.0 eV) and elemental S

(163.5 eV). Similar components in undoped InN have been observed previously by

Bailey et. al. [194].

The surface coverage of chlorine, sulfur and oxygen are estimated using the
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Figure 6.5: XPS spectrum of the Cl 2p peak for HCl etched Mg-doped InN sample. This
peak is fitted with two doublet peaks that are attributed to Cl-In bonding (∼ 198.8 eV) and
Cl-Cl bonding (∼ 199.5 eV).

Beer-Lambert law, with the area ratio of the core level peaks (Cl 2p, S 2p, O1s,

In 3d5/2). The kinetic energy of In 3d5/2, O 1s, Cl 2p, and S 2p photoelectrons

excited by a Al-Kα source are approximately 1043 eV, 955 eV, 1288 eV, and 1325 eV,

respectively and therefore, from TPP-2M calculations [129] and using a density of

6.81 g cm−3 [195], the inelastic mean free path of the photoelectrons through InN

is 18.08 Å, 16.93 Å, 21.23 Å, and 21.70 Å, respectively. The results of calculations

are given in Table 6.1. It can be seen that S-treatment reduces the oxide layer.

Moreover, a signal from Cl is undetectable, indicating a reduction of this element

as well.

6.4 Discussion

The band bending and corresponding carrier concentration distribution as a function

of depth from the surface of untreated and (NH4)2Sx treated Mg-doped InN films is

shown in Figure 6.9. These profiles were evaluated numerically by solving Poisson’s

equation within MTFA, applying an inversion layer model and assuming that all
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Table 6.1: The estimated surface coverage of sulfur, chlorine and oxygen, as calculated
from the Cl 2p, S 2p and O 1s core level peaks.

[Mg]
treatment

S Cl O

(cm−3) (Å) (Å) (Å)

4.7 × 1018 untreated — 0.17 1.12
(NH4)2Sx-treated 0.21 — 0.36

1.9 × 1019 untreated — 0.21 0.81

(NH4)2Sx-treated 0.16 — 0.57

5.0 × 1019 untreated — 0.15 0.79
(NH4)2Sx-treated 0.17 — 0.49

Mg atoms act as acceptors. The hole effective mass used in these calculations was

0.65me [182]. A giant reduction on the electron concentration in the accumulation

layer, caused by compensation of the positively charged surface donor states by near-

surface Mg acceptors in high Mg-doped InN films was explained in Chapter 5. After

sulfur treatment the density of donor surface states slightly decreases, while the

surface electron sheet density decreases markedly, indicating a significant reduction

in the electron accumulation. For the sample with [Mg]=5.0×1019 cm−3, the surface

electron sheet density decreases from 7.7 × 108 cm−2 to 2.1 × 108 cm−2, suggesting

a reduction of 70%. The parameters used in space-charge calculations and values

obtained from these calculations are presented in Table 6.2.

Table 6.2: Values of the surface Fermi level EsF above the VBM from XPS measurements.
The band bending Vbb is calculated from the relative surface and bulk Fermi level positions.
Poisson-MTFA calculations give the surface state density nSS and electron sheet density
n2D. Reduction in the surface electron accumulation is denoted as ∆R.

[Mg]
treatment

EsF Vbb nSS n2D ∆R

(cm−3) (eV) (eV) (cm−2) (cm−2) %

4.7 × 1018 untreated 1.27 ± 0.05 1.25 9.9 × 1012 2.3 × 1012

52
(NH4)2Sx-treated 1.18 ± 0.05 1.16 8.4 × 1012 1.1 × 1012

1.9 × 1019 untreated 0.93 ± 0.05 0.96 1.4 × 1013 8.6 × 109

67
(NH4)2Sx-treated 0.86 ± 0.05 0.89 1.3 × 1013 2.8 × 109

5.0 × 1019 untreated 0.89 ± 0.05 0.96 2.3 × 1013 7.7 × 108

72
(NH4)2Sx-treated 0.82 ± 0.05 0.90 2.2 × 1013 2.1 × 108

The nature of the electron accumulation reduction caused by (NH4)2Sx treat-

ment is different from that provided by Mg near-surface acceptors in the hole deple-
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Figure 6.8: Core level XPS spectrum of S 2p for (NH4)2Sx treated Mg-doped InN with
[Mg]=1.9 × 1019 cm−3. This peak is fitted with three doublet peaks that are attributed to
In-S-In bonding (∼ 161.0 eV), In-S-S-In bonding (∼ 162.0 eV) and elemental S (∼ 163.5
eV).

tion region. It has been shown (see Chapter 5) that increasing the Mg concentration

lowers both the bulk and surface Fermi levels, and this results in an increased den-

sity of donor surface states, nSS, and a decrease in the surface sheet electron density,

n2D. In this case, the S-treatment lowers only the surface Fermi level without any

influence on the bulk Fermi level position. This results in a decrease of both nSS

and n2D. Therefore the reduction of surface electron accumulation might come from

the transfer of charge from the InN to more electronegative sulfur atoms or indium

sulphide. This could be achieved forming both In-S-In and In-S-S-In bonds at the

surface. This is in agreement with the previous results on undoped c-plane and

a-plane InN [106, 191], but in contrast to InAs where (NH4)2Sx treatment results

in an increased surface Fermi level caused by sulfur substitution on the group V

sublattice, acting as a source of donors [113, 196]. In the case of InN, the sulfur

atoms do not act as a source of donors because their substitution onto nitrogen sites

is stopped by the indium adlayers at the surface of InN. An additional possibility of

the lowering of the donor surface state density might be the breaking of In-In bonds
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Figure 6.9: The conduction band minimum, valence band maximum and charge neutral-
ity level respect to the Fermi level and corresponding carrier concentration profile, as a
function of depth before (dashed line) and after (NH4)2Sx treatment (solid line), for a Mg
concentration of (a) 4.7× 1018 cm−3, (b) 1.9× 1019 cm−3 and (c) 5.0 × 1019 cm−3.
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in In adlayer, being the microscopic origin of the surface electron accumulation.

In these studies, a small shift in the surface Fermi level (∼ 0.08 eV) provides a

huge reduction in the surface electron accumulation (Table 6.2). This is in contrast

to previous reported studies on undoped sulfur passivated InN, where larger shifts

∼ 0.15 eV [106] and 0.20 eV [107] gave the smaller reduction of 30%. A key to

understanding this difference can be found in the density of states diagram and the

Fermi level position on it.

For undoped c-plane InN, the surface Fermi level before and after S-treatment

was located at ∼ 1.50 eV and ∼ 1.35 eV above the valence band maximum, respec-

tively [106]. In the Figure 6.10 these Fermi levels are located in the region where

the surface state density histogram is relatively flat and low, therefore a small shift

of the surface Fermi level gives a small impact in electron accumulation reduction.

The other situation is when the surface Fermi level is located at ∼ 0.90 eV above

the VBM in density of states diagram. Here the surface state density histogram is

high and steep, therefore even small changes in position of the surface Fermi level

lead to a significant reduction of the surface electron accumulation.
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Figure 6.10: Surface state density (red histogram) evaluated by numerically solving Pois-
son’s equation within MTFA as described in Chapter 2.2 and bulk DOS (blue line) for the
InN(0001) calculated by F. Bechstedt’s group [148], using quasiparticle-corrected density-
functional theory (QPC-DFT).
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6.5 Conclusions

In conclusion, X-ray photoemission spectroscopy has been used to investigate the

influence of ammonium sulfide on electron accumulation in highly Mg-doped InN

films. After (NH4)2Sx treatment a small shift of surface Fermi level (∼ 0.08 eV)

towards low energy results in the surface sheet electron density reducing by 50-

70%. This reduction is possibly due to the transfer of charge from the InN to more

electronegative sulfur atoms or indium sulphide, achieved by forming In-S-In and

In-S-S-In bonds at the surface. Previous results on undoped c-plane InN [106] show

much smaller reduction (30%) than that presented here. This discrepancy can be

explained by the shape of the distribution of the donor surface sheet density.

A complete reduction of electron accumulation has not been achieved but

the results presented in this thesis show that this might be possible, especially for

highly Mg-doped InN, where Mg near-surface acceptors naturally compensate donor

surface states.



Chapter 7

Surface electronic properties of In-rich InGaN

alloys grown by MOCVD

7.1 Introduction

InxGa1−xN alloys have many fundamental properties that make them promising for

use in device applications. The band gap of InxGa1−xN alloys span a wide range

of energies from 0.64 eV to 3.44 eV [53, 55]. As shown in Figure 1.1, this range of

band gaps cover the entire solar spectrum from the ultraviolet to the near infrared,

making this material beneficial in multi-junction photovoltaic devices with a large

spectral window. This allows a multi-junction solar cell to be constructed from

a single material with a efficiency potentialy higher than 50% [197]. Currently,

only Ga-rich InxGa1−xN alloys have been used successfully in applications such as

blue, green and ultraviolet nitride-based light-emitting diodes (LEDs) and laser

structures. This is in part due to high defect and dislocation densities in In-rich

InxGa1−xN alloys [198]. Additionally, growing high quality In-rich InxGa1−xN layers

remains a challenge due to a large difference in the thermal stability and inter-atomic

spacing in InN and GaN. Typically InxGa1−xN layers are grown by either MBE [199]

or Metal Organic Chemical Vapour Deposition (MOCVD) [200]. However, MOCVD

is more challenging due to the ineffective cracking of NH3 at the required low growth

temperature of InxGa1−xN layer [201]. Tuna et al. investigated the effect of the

subjacent InN layer on In content variation in InxGa1−xN by inserting a thin InN

interlayer in between GaN templates and InxGa1−xN layer [202]. The electronic

properties of samples grown in this manner have been investigated and the results

are presented in this chapter.

The surface electronic properties of InxGa1−xN play a very important role in

devices. Undoped, n-type and p-type doped InN exhibit electron accumulation at

95
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the surface (see Chapters 4 and 5). n-type GaN exhibits electron depletion [203]

near the surface, therefore there is an expected transition from electron depletion

to electron accumulation for n-type InxGa1−xN at some alloy composition. This

transition has previously been reported many times for materials grown by PAMBE

[27,28,194,204], however, no investigation as yet has reported the surface electronic

properties of InxGa1−xN grown by MOCVD. Additionally, previous XPS results have

been presented for surfaces in the presence of native oxides [27, 28, 194, 204]. Veal

et al. [27, 204] reported that the transition appears at x = 0.43, where the surface

Fermi level crosses the charge neutrality level (CNL). In 2008 Bailey et al. [194]

postulated that the previous reported results were a first approximation and that

the true transition point can only be obtained from knowledge of both the surface

and bulk Fermi level positions.

This chapter contains an investigation of the surface and bulk Fermi level po-

sitions for a range of compositions of cleaned InxGa1−xN samples grown by MOCVD

using high-resolution XPS, IR reflectivity measurements and solutions of Poisson’s

equation within the MTFA, as described in Section 2.2.

7.2 Experimental details

Several series of samples of 120-230 nm thick In-rich and Ga-rich InxGa1−xN were

investigated with a composition range of 0.20 ≤ x ≤ 1.00. All the samples were

grown in an AIXTRON MOCVD system [201]. The In0.20Ga0.80N sample was grown

on a c-plane sapphire substrate with a GaN buffer layer. All other samples were

grown on a c-plane sapphire substrate with a GaN buffer and a very thin InN buffer

layer.

XPS measurements were performed using an Omicron SPHERA spectrometer

at the University of Warwick, UK. The samples were probed with a photon beam

of energy hν = 1486.6 eV produced by a monochromated Al Kα x-ray source. The

IR reflection spectra from the InxGa1−xN samples were measured using a Bruker

Vertex 70v Fourier transform IR spectrometer. The reflection spectra were recorded

for an incident and reflected angle of 11◦ to the surface normal. ECV measurements
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Figure 7.1: XPS wide energy scan from InxGa1−xN (hν = 1486.6 eV) for (a) as-loaded
film and (b) cleaned film. The binding energy scale is with respect to the Fermi level EF.

were performed in 0.1 mol/l solution of potassium hydroxide using a Dage Wafer

Profiler CVP21.

Before any treatments were performed, native oxides were observed on the

surfaces of InxGa1−xN alloys by XPS. In order to investigate the valence band spectra

without the influence of effects due to the native oxide, the samples were subjected

to HCl etching and in situ annealing (shown in Figure 7.1). The sample were dipped

in a solution of HCl (10 mol/l) for 60 s, rinsed in deionized water and immediately

blown dry with N2 before loading into the vacuum chamber and then annealing in

vacuo at 300◦C for 2 hours. All measurements were performed at room temperature.

7.3 Results and analysis

The In 3d, Ga 2p3/2, N 1s, and O 1s core level XPS spectra were all recorded from

the In0.62Ga0.38N sample before and after cleaning and are shown in Figure 7.2. The

In 3d3/2 and 3d5/2 peaks measured before cleaning consist of In-N components at
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Table 7.1: Values of the surface Fermi level EsF above the VBM from XPS measurements
and bulk Fermi level EbF above the VBM calculated using Fermi-Dirac carrier statistics.
The band bending Vbb is calculated from the relative surface and bulk Fermi level positions.
The bulk carrier concentration is determined from the plasma frequency using a non-
parabolic band structure approximation [79]. The band gap was calculated using Equation
7.1.

EsF EbF Eg Vbb nb nss

Sample (eV) (eV) (eV) (eV) (1018cm−3) (1013cm−2)

InN 1.42± 0.05 0.84± 0.05 0.64 0.58 6.2 1.28
In0.82Ga0.18N 1.55± 0.05 1.09± 0.05 0.88 0.46 9.5 1.06

In0.75Ga0.25N 1.65± 0.05 1.18± 0.05 1.02 0.47 7.2 1.05
In0.62Ga0.38N 1.82± 0.05 1.43± 0.05 1.30 0.39 6.7 0.88

In0.54Ga0.46N 1.94± 0.05 1.60± 0.05 1.51 0.34 5.2 0.70
In0.40Ga0.60N 2.10± 0.05 1.95± 0.05 1.91 0.15 2.9 0.20

In0.20Ga0.80N 2.68± 0.05 2.65± 0.05 2.61 0.03 4.1 0.01

452.1 eV and 444.5 eV respectively (Figure 7.2 (a)), and each has a high binding

energy shoulder due to In-O components. After etching, the In-O components are

completely removed or still exist but in smaller quantity. Due to the high elec-

tronegativity of N, large chemical shifts are observed for N 1s core level peaks. The

N 1s peaks at 396.9 eV (Figure 7.2 (c)) and at 395.2 eV are due to N-In and N-Ga

bonding, respectively. Before and after cleaning, the O 1s peak consists of a compo-

nent at 532.2 eV (Figure 7.2 (d)), coming from incidental oxygen and a lower energy

component at 530.4 eV due to In-O bonding. After surface treatment, a reduction

of the oxide layer of ≥ 75% was achieved. The core level spectra from the other

InxGa1−xN alloys exhibit similar behaviour and the reduction in oxygen coverage as

a result of the cleaning process.

The valence band (VB) edge XPS spectra for cleaned InxGa1−xN samples

are shown in Figure 7.3. The position of the surface Fermi level (EsF ) was again

determined by extrapolating a linear fit to the leading edge of the valence band

photoemission to account for the finite resolution of the spectrometer. It has been

found that the EsF for InN is 1.42 eV above the valence band maximum (VBM)

and increases to 2.76 eV for In0.20Ga0.80N, as shown in Table 7.1. This change is

monotonic with alloy composition and this behaviour has previously been observed

for n-InxAl1−xN [205] and n-InxGa1−xN [204] grown by PAMBE.
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Figure 7.2: Core level spectra recorded at normal emission (emission angle 90◦) from an
untreated (black), and treated (red) In0.62Ga0.38N sample for (a) In 3d, (b) Ga 2p3/2, (c)
N 1s and (d) O 1s.
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Figure 7.3: Valence band photoemission spectra with respect to the Fermi level (EF ) of
cleaned InxGa1−xN alloys across the composition range of 0.20 ≤ x ≤ 1.00. The binding
scale is with respect to the Fermi level EF.

To determine the position of the bulk Fermi level, infrared reflectivity with

modelling and Hall effect measurements were performed. Because the measured

conductivity in the InxGa1−xN samples might well be influenced by parallel conduc-

tion in the InN buffer layer and GaN, IR reflectivity measurements were performed

firstly on GaN/sapphire and InN/GaN/sapphire. The parameters, such as plasma

frequency and thickness obtained from these samples, were used in the modelling

of the IR reflectivity measurements on InxGa1−xN layers. The reflectivity spectra

for the GaN/sapphire, InN/GaN/sapphire and InxGa1−xN/InN/GaN/sapphire are

presented in Figures 7.4, 7.5 and 7.6. To model the IR spectra of InxGa1−xN, a four

layer model consisting of an InxGa1−xN layer, an InN interface layer, a GaN layer,

and bulk sapphire was applied. Additionally, the dielectric function of sapphire was

simulated using the factorised model (described in Section 3.2.2), whereas the di-

electric function of GaN, InN, and InxGa1−xN was simulated with a two-oscillator

dielectric model (described in Section 3.2.1). The high frequency dielectric con-
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Table 7.2: Parameters used in the infrared reflectivity simulations, where ωTO, ωP , τ ,
d are the longitudinal optical phonon frequency, the plasma frequency, the free-carrier
lifetime, and layer thickness, respectively.

ε(∞) ε(0) ωP τ d

Sample (meV) (meV) (nm)

GaN 5.35 8.9 29.5 ± 2 13 ± 2 5800 ± 20

InN 6.7 10.50 200 ± 10 25 ± 2 15 ± 2
GaN 5.35 8.9 29.5 ± 2 14 ± 2 5880 ± 20

InN 6.7 10.50 140 ± 5 15 ± 3 180 ± 5
InN 6.7 10.50 200 ± 10 25 ± 2 12 ± 2

GaN 5.35 8.9 29 ± 2 13 ± 2 6580 ± 30

In0.82Ga0.18N 6.45 10.20 160 ± 4 30 ± 5 145 ± 5
InN 6.7 10.50 200 ± 10 25 ± 6 8 ± 1

GaN 5.35 8.9 36 ± 5 60 ± 5 2290 ± 20

In0.75Ga0.25N 6.36 10.10 132 ± 3 50 ± 5 245 ± 5
InN 6.7 10.50 200 ± 10 25 ± 2 12 ± 1

GaN 5.35 8.9 28 ± 2 20 ± 3 6640 ± 20

In0.62Ga0.38N 6.20 9.90 120 ± 3 30 ± 4 215 ± 5
InN 6.7 10.50 200 ± 10 25 ± 2 12 ± 1

GaN 5.35 8.9 30 ± 4 26 ± 3 6700 ± 20

In0.54Ga0.46N 6.10 9.76 100 ± 4 18 ± 3 210 ± 2
InN 6.7 10.50 200 ± 10 25 ± 2 12 ± 1

GaN 5.35 8.9 20 ± 3 80 ± 5 5340 ± 15

In0.40Ga0.60N 5.89 9.54 70 ± 6 8 ± 2 220 ± 5
InN 6.7 10.50 200 ± 10 25 ± 2 10 ± 1

GaN 5.35 8.9 40 ± 4 17 ± 2 4325 ± 10

In0.20Ga0.80N 5.62 9.22 72 ± 5 12 ± 2 50 ± 2

GaN 5.35 8.9 36 ± 5 10 ± 2 2220 ± 10

stant and static dielectric constant for InN (GaN), ε(∞)=6.90 (5.35) [77, 194] and

ε(0)=12.48 (8.90) [77,194] have been used to simulate the infrared reflectivity spec-

tra. It has been assumed that high

frequency dielectric and static dielectric constants for InxGa1−xN change linearly

with the composition [206]. The parameters used in the simulations are given in

Table 7.2.

The oscillations observed in the experimental spectra arise from Fabry-Pérot

interference, corresponding to the total film thickness. Calculations using Fermi-

Dirac statistics were undertaken to determine the carrier concentration and position

of the bulk Fermi level from the measured conduction electron plasma frequency.
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Figure 7.4: The experimental infrared reflectivity spectra for GaN and InN/GaN with
the simulated spectra. In the modelling of GaN a two layer model consisting of a GaN
layer and bulk sapphire was applied, whereas the IR spectrum for InN/GaN was obtained
by applying a three layer model consisting of an InN layer, a GaN layer and bulk sapphire.
The layer models are schematically presented in the insets.
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Figure 7.5: The experimental infrared reflectivity spectra for InN, In0.82Ga0.18N,
In0.75Ga0.25N and In0.62Ga0.38N with the simulated spectra. In the modelling a four layer
model consisting of an InxGa1−xN layer, an InN interface layer, a GaN layer and bulk
sapphire was used, schematically presented in the insets.
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Figure 7.6: The experimental infrared reflectivity spectra for In0.54Ga0.46N, In0.40Ga0.60N
and In0.20Ga0.80N with the simulated spectra. In the modelling a four layer model consist-
ing of an InxGa1−xN layer, an InN interface layer, a GaN layer and bulk sapphire was
used, schematically presented in the insets.
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Figure 7.7: The conduction band minimum (CBM) and valence band maximum (VBM)
positions with respect to the Fermi level, EF , and carrier concentration as a function of
depth from the surface for (a) InN, (b)In0.54Ga0.46N and (c) In0.20Ga0.80N.

This procedure is described in Section 3.2 and refs [77] and [194]. Within these

calculations, the electron effective mass at the CBM for InN and GaN was taken to

be 0.045me and 0.20me respectively. Table 7.1 shows the estimated bulk Fermi level

noindent positions increase with the fraction of Ga from 0.84 eV above the VBM

for InN to 2.65 eV above the VBM for In0.20Ga0.80N.

Using Equation 7.1, where EGaN
g , the band gap of GaN, equals 3.44 eV [55],

EInN
g , the band gap of InN, equals 0.64 eV [53] and b denotes the band gap bowing

parameter of 1.7 eV [58], the band gap of InxGa1−xN across the composition has been

determined, and are also listed in in Table 7.1.Following the empirical relationship

m∗
e ∼ 0.07Eg, the variation of band edge electron effective mass is assumed to be
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Figure 7.8: Mott-Schottky plot of capacitance-voltage data obtained from InxGa1−xN
films using an electrolyte contact. The shallow gradient region at lower bias reflects deple-
tion of the surface electron accumulation, whereas steeper gradient region at higher bias
reflects a lower net space-charge in the bulk.

described by a bowing parameter bm = 0.07b.

EInxGa1−xN
g = (1 − x)EGaN

g + xEInN
g − bx(1 − x) (7.1)

The surface Fermi level is located above the bottom of the conduction band,

indicating a downward band bending at the surface of all the InxGa1−xN sam-

ples presented in this chapter, see Table 7.1. The surface state densities were

determined by solving Poisson’s equation within the modified Thomas-Fermi ap-

proximation (MTFA). Details of these calculations are reported in Section 2.2.

Figure 7.7 shows the band bending and carrier concentration profile for InN, In0.54Ga0.46N

and In0.20Ga0.80N. From Gauss’s law, the surface sheet density (nss) can be calcu-

lated from the gradient of the band bending potential at the surface. With increasing

Ga contents the nss continuously decreases and the values are shown in Table 7.1.

Capacitance-voltage data in the form of Mott-Schottky plots (C−2 vs. V ) for

selected InxGa1−xN films are shown in Figure 7.8. The positive slope and increasing

experimental Mott-Schottky curves correspond to the electron-rich surface layer

due to unoccupied surface donor states. The shallow gradient region at lower bias
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reflects depletion of the surface electron accumulation, whereas steeper gradient

region at higher bias reflects a lower net space-charge in the bulk. The magnitude

of C−2 increases with increasing Ga content, indicating a reduction of the electron

accumulation. The measurements were performed in the range of applied potential

where current flow at the surface was not observed. This range approximately

corresponds to the band gap of InxGa1−xN alloys.

7.4 Discussion

The barrier height (separation between the conduction band minimum (CBM) and

the surface Fermi level), analogous to the Schottky barrier height of a metal/semi-

conductor contact has been determined from the valence band XPS spectra across a

range of alloy composition and is shown in Figure 7.9. The barrier height is negative

for In-rich InxGa1−xN alloys and almost zero for In0.20Ga80N, corresponding to the

surface Fermi level lying above the CBM. The composition dependence of the barrier

height is found by the least squares method to be ΦB = 0.22 − 1.38x + 0.36x2

for InxGa1−xN, suggesting the transition from electron accumulation to electron

depletion at x = 0.17.

Figure 7.10 shows the VBM, CBM, and surface and bulk Fermi level as a

function of composition referenced to the charge neutrality level (CNL). The CNL

is the energy level denoting the boundary between surface states that are predom-

inantly donor-like (below) and surface states that are predominantly acceptor like

(above) [63]. The surface and bulk Fermi level positions of InxGa1−xN alloys with

the composition x ≥ 0.40 are located below the CNL indicating the existence of

unoccupied donor like surface states, causing a downward bending of the bands rel-

ative to the Fermi level and an accumulation of electrons at the surface, in order

to maintain charge neutrality. Additionally, the surface and bulk Fermi levels move

closer together with increasing Ga content, providing a lowering of band bending

from 0.58 eV to 0.15 eV and hence a reduction of electron accumulation at the sur-

face. Further increasing the Ga fraction changes the position of surface Fermi level

to be located above the CNL and causing some acceptor states to be occupied and
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Figure 7.9: Variation of band gap and barrier height ΦB (the separation between the
Fermi level and CBM) at InxGa1−xN surfaces with varying In concentration x. The
barrier heights are obtained by subtracting the position of the surface Fermi level from
the band gap. The red solid line is a second order polynomial least squares fit to the ΦB

data points. The dot-dashed line indicates the zero of energy. Inset depicts the downward
band bending.

hence indicating a surface electron depletion layer.

For the In0.20Ga0.80N alloy, the surface Fermi level is located 0.44 eV above

the CNL, suggesting a surface electron depletion layer. However, the bulk Fermi

level for this alloy is situated slightly below the surface Fermi level, consequently the

small downward band bending of 0.03 eV and a small surface accumulation layer

should be present. Any uncertainty in the surface and bulk Fermi level positions will

result in a wider range of possible surface sheet charge densities and within the error

bars the surface and bulk Fermi levels could be located at the same position and

consequently the presence of flat bands is highly probable. These results indicate

that the transition from an accumulation layer of In-rich InxGa1−xN to a depletion

layer at the surface will be at a composition slightly less than x = 0.20.
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Figure 7.10: The CBM, VBM, and mid-gap position (Emid) as a function of InxGa1−xN
composition with respect to the charge neutrality level. The relative positions of the surface
and bulk Fermi levels, determined by XPS and infrared reflection, are also shown as open
and closed circles, respectively. The green (blue) line is a guide to the eye for the surface
(bulk) Fermi level position.

7.5 Conclusions

In conclusion, XPS has been used to determine the Fermi level at the cleaned surfaces

of MOCVD-grown InxGa1−xN alloys as a function of composition. Wet etching of

InxGa1−xN in HCl successfully reduced the native oxides at the surface. The bulk

Fermi levels have been determined by IR reflectivity measurements with simulations.

A large electron accumulation has been observed for InN, consistent with previous

observations [76, 77]. This was reduced with increasing Ga content for the In-rich

alloys. A transition from electron accumulation layer to electron depletion layer

was observed at x ≈ 0.20. This transition has previously been reported to occur at

x = 0.43 [27] and x = 0.39 [194] in undoped MBE grown alloys. The differences

in this transition composition between different sets of samples are attributed to

different unintentional bulk doping levels.
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General conclusions

This project has focused on the electronic properties of InN and InxGa1−xN thin

films. In particular, a major focus has been on determining the properties of Mg-

doped InN with a view to understanding and reproducibly achieving p-type material.

Despite several claims in the literature, whether any InN samples have been pro-

duced that are really p-type is still an open question. Previously, published works on

InN surfaces has consisted of both the discovery and explanation of the phenomena

of electron accumulation and the quantised subband states observed [71, 72, 76, 79].

The associated inversion layer, thought to exist at the surface of p-type InN, is one

of the factors that makes it difficult to determine whether InN is really p-type or

not. This is a major challenge which needs to be overcome when characterizing Mg-

doped InN samples. In order for InN to realise its potential in a variety of device

applications, it is important for p-type doping to be reproducibly achieved and un-

derstood. Understanding the properties of n-type (both undoped and intentionally

doped) InN and InxGa1−xN has also formed a vital part of the project.

In this thesis XPS, SIMS, IR reflectivity and ECV results on non-polar InN,

Mg-doped InN and InxGa1−xN have been presented. The common feature for these

materials is a presence of an electron accumulation near the surface, which in many

cases is a major problem in the fabrication of p-n junctions. The existence of electron

accumulation in all the materials can be explained by the extremely low conduction

band minimum at the Brillouin Zone centre (Γ point). Consequently the CNL is

typically located high in the conduction band and the surface Fermi level is pinned

below the CNL, resulting in an electron accumulation layer [66]. Previously reported

results showed a high electron sheet density of 1.6 × 1013 cm−2 near the surface

[76,106]. In this thesis the lower surface Fermi level and an associated lower electron

accumulation near the surface in all non-polar InN films was found, much lower than

110
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previously observed in undoped InN [76], and solutions of Poisson’s equation gave a

sheet density of accumulated electrons of ∼ 9.7×1012 cm−2. Moreover, the XPS core

level analysis of In 3d and N 1s peaks indicates ∼ 1 ML of In above the non-polar

InN bulk-like termination in each case, significantly lower than found in a previous

study of both a- and c-plane InN (3.0 ML and 3.4 ML, respectively) [164,165]. This

result is consistent with Segev and Van de Walle’s theoretical predictions, where

they suggested that microscopic origin of electron accumulation is In-In bonding

within the In adlayers at the InN surface [81, 82, 163].

Using IR reflectivity, the bulk carrier concentration was found to be lower

than previously observed in non-polar InN films [156]. This indicates that the qual-

ity of all measured a-plane and m-plane InN was significantly improved by the

PAMBE growth process. Additionally, it has been shown that the increased carrier

concentration toward the InN/GaN interface increases due to impurities (mainly

oxygen), potentially located at basal-plane stacking faults. This was confirmed by

SIMS measurements and IR reflectivity measurements, and these results correspond

very well with the three layer model, proposed by King et al. [89]

In the case of p-type InN, the downward band bending at the surface is much

more severe than for undoped InN. For p-type InN the bulk Fermi level is located

near the VBM, hence one would expect the accumulation layer to be greater [207].

However, the studies of highly Mg-doped InN presented in this thesis show that high

Mg concentrations dramatically lower the surface Fermi level and hence reduces a

surface electron accumulation. This also increases the band bending, resulting in

increased density of unoccupied donor surface states. This situation corresponds

to a transition from an electron accumulation to hole depletion, where negatively

charged surface donors are compensated by near-surface Mg acceptors and charge

neutrality is maintained. This mechanism is different in n-type Si-doped InN, where

the electron accumulation near the surface is decreased due to a saturation of both

the bulk and surface Fermi levels at the CNL, producing flat bands and maintaining

charge neutrality [66, 185]. Additionally, Si increases the electron concentration in

the bulk of InN, whereas Mg produces p-type conductivity, however, the p-type
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Figure 8.1: Surface Fermi level position of n-type (squares) and p-type (circles) InN as
a function of carrier concentration.

region is buried beneath the n-type surface. Moreover, within the assumptions

presented in this thesis, a carrier concentration of ∼ 1.9 × 1019 cm−3 is likely the

cross-over point above which the surface Fermi level tends to reduce the electron

accumulation (see Figure 8.1).

Because a small amount of surface electron accumulation still existed in highly

Mg doped InN, and the sign of the Hall coefficient suggested the films are still n-

type, additional chemical treatment was performed to further reduce undesirable

electron density at the surface. To obtain this, the films were treated in (NH4)2Sx.

This method has previously been used to passivate the surface of InAs [111–113]

GaN [190] and InN [106,107], however in the case of undoped InN complete reduction

of electron accumulation was not achieved [106, 107]. Chapter 6 shows that the

presence of sulfur at the surface can shift the position of the surface Fermi level to

a lower energy, due to a transfer of charge from the InN to the more electronegative
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Figure 8.2: Surface state density (red histogram) evaluated by numerically solving Pois-
son’s equation within MTFA as described in Chapter 2.2 and bulk DOS (blue line) for the
(0001) InN calculated by F. Bechstedt’s group [148], using quasiparticle-corrected density-
functional theory (QPC-DFT).

sulfur via the breaking of In-In bonds in the In adlayer. This shift was much smaller

than previously observed in undoped InN [106,191], but the overall reduction of the

accumulated electron sheet density was much higher ∼ 70% (compared to ∼ 30% for

undoped InN [106]). This phenomena is explained by the shape of the distribution

of the donor surface state density (see Figure 8.2) where the position of the surface

Fermi level plays the important role.

Band bending and the related surface electron accumulation was also ob-

served in MOCVD grown InxGa1−xN samples above x ≈ 0.20. The surface electron

accumulation decreases with increasing Ga content, and the transition from an elec-

tron accumulation to a depletion layer was observed at x ≈ 0.20. This transition

was previously reported to occur at x = 0.43 [27] and x = 0.39 [194], however pre-

vious results were obtained on oxidized MBE grown alloys. Here, the wet etching

in HCl and annealing in vacuo was used, successfully reducing the native oxide on

the surface of InxGa1−xN. A reduction of the oxide layer greater than 75% in all

InxGa1−xN alloys was achieved. Additionally, the differences in this transition com-

position between different sets of samples are attributed to different unintentional
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bulk doping levels.

Electrochemical capacitance-voltage (ECV) profiling is a very useful tech-

nique to determine electronic properties of semiconductor materials with an elec-

tron depletion region near the surface. However, for InN this is complicated by the

presence of an electron accumulation layer. Therefore, modelling of the ECV curves

(called Mott-Schottky plots) is necessary. The ECV results presented in Chapter 4

show that the electron accumulation model, based on Poisson’s equation, also re-

produces the experimental. Moreover, some parameters obtained from XPS and IR

reflectivity measurements were used in ECV modelling, indicating that this tech-

nique is powerful and complementary to XPS and IR reflectivity. The surface quality

plays a very important role in ECV measurements. Surface roughness might have

a huge impact on the measured capacitance, providing a discrepancy between mod-

elled and experimental curves. The modelling of p-type InN Mott-Schottky curves

would give more accurate information about this material, however an inversion

layer model makes these calculations much more complicated.



Appendix A

Perturbation theory

For k·p theory it is necessary to introduce some elementary results of time-independent

perturbation theory. The k·p equation is obtained from the one electron Schrödinger

equation

H
(0)
1e |n〉 = E(0)

n |n〉, (A.1)

where |n〉 and E
(0)
n are the eigenfunctions and eigenvalues, respectively. Let us now

denote s new Hamiltonian by H ′ = H(0) +W , where W is the perturbation. For the

non-degenerate eigenvalues, the first order energy correction at k=0 is given by

∆E(1)
n ≈ 〈n|W |n〉, (A.2)

and this determines the diagonal matrix element of the perturbing potential. The

second order correction at k=0 comes from non-diagonal terms and it is given by

∆E(2)
n ≈

∑

m6=n

|〈n|W |m〉|2

E
(0)
n − E

(0)
m

. (A.3)

Thus, the total perturbed energy is given by

En ≈ E(0)
n + 〈n|W |n〉 +

∑

m6=n

|〈n|W |m〉|2

E
(0)
n − E

(0)
m

. (A.4)

The second order perturbation, ∆E
(2)
n denotes the interaction between differ-

ent eigenvalues. Whether the interaction between states exist or not is determined

by the matrix elements 〈n|W |m〉 and this can be inferred by invoking the symmetry

properties of the eigenfunctions.

A.1 Symmetry

The atoms in III-V semiconductors are tetrahedrally bonded as a consequence of sp3

hybridization. The individual atoms have valence electrons located in s- and p-type

115
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Figure A.1: A schematic representation of s- and p-orbitals. The s-orbital is spherical,
and hence symmetric along all axes. The p-orbitals are antisymmetric or odd along the
direction they are oriented.

orbitals. The symmetry of these orbitals is depicted in Figure A.1 and described by

the following equations

s = 1, (A.5a)

px =
x

r
=

√
3sinθcosφ, (A.5b)

py =
y

r
=

√
3sinθsinφ, (A.5c)

pz =
z

r
=

√
3cosθ, (A.5d)

where r, θ and φ are spherical coordinates. For direct-gap semiconductors, the states

near the conduction band minimum possess s-type character. In other words, they

have spherical symmetry, whereas the states near the valence band maxima have

the symmetry of p-orbitals. Therefore the valence band states may be described by

a set of Kramers-conjugate pairs of states [208], representing the basis of coupled

angular momenta

uHH,↑ = − 1√
2

(ux + iuy), (A.6a)

uHH,↓ =
1√
2

(ux − iuy), (A.6b)

uLH,↑ = − 1√
6

(ux + iuy − 2uz), (A.6c)

uLH,↓ =
1√
6

(ux − iuy + 2uz), (A.6d)

uSO,↑ = − 1√
3

(ux + iuy + uz), (A.6e)

uSO,↓ =
1√
3

(ux − iuy − uz), (A.6f)
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where us, ux, uy, uz are the Bloch functions that possess the symmetry of the s-,

px-, py- pz-type orbitals, respectively.

A.2 k·p theory with no spin-orbit interaction

The k ·p method can be obtained from the one-electron Schrödinger equation given

by

H1eψν(r) =

(
p2

2m0
+ V (r)

)
ψν(r) = Enψν(r), (A.7)

where H1e, ψν(r) and Eν denote the one-electron Hamiltonian, the wavefunction

and energy of an electron in an eigenstate labeled by ν. Using Bloch’s theorem the

solutions of A.7 can be expressed as

ψνk = exp(ik · r)uνk(r), (A.8)

where ν is the band index, k lies within the first Brillouin zone, and uνk has the

periodicity of the lattice. Substituting the Bloch function into (A.7) we obtain an

equation in unk of the form

(
p2

2m0
+

~k · p
m0

+
~
2k2

2m0
+ V

)
uνk = Eνkuνk (A.9)

In the case without spin-orbit interaction, the three valence bands are de-

generate at k=0. This situation is presented in Figure A.2. At k=0 the solutions

of equation (A.7) form a complete and orthonormal set of basis functions. Assum-

ing that these solutions are known and using the standard perturbation theory, the

eigenvalues Eνk at a neighboring point k can be expressed as

Eνk = Eν0 +
~
2k2

2m0
+

~
2

m2
0

∑

ν′ 6=ν

| < uν0|k · p|uν′0 > |2
Eν0 − Eν

′
0

(A.10)

It is conventional to express the energy Eνk, for small values of k, as

Eνk = Eν0 +
~
2k2

2m0∗
, (A.11)

where m∗
0 is defined as the effective mass of the band and is given by

1

m∗
0

=
1

m0
+

2

m0k2

∑

ν′ 6=ν

| < uν0|k · p|uν′0 > |2
Eν0 − Eν

′
0

. (A.12)
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Figure A.2: A schematic representation of k ·p band structure around k=0 for the semi-
conductor with a direct band gap without spin-orbit coupling. The valence band states are
a linear combination of p-type orbitals, whereas the conduction band has s-type character.

Using the equations (A.6a)-(A.6f), and the relations

< us|pi|ui >≡ P for i = x, y, z (A.13a)

< us|pi|uj >≡ 0 for i 6= j (A.13b)

the conduction band effective mass can be presented as

1

m∗
0

=
1

m0

(
1 +

2

m0k2

[
k2P 2

2Eg
+
k2P 2

6Eg
+
k2P 2

3Eg

])
(A.14)

and hence

m∗
0 =

m0

1 + 2P 2

m0Eg

. (A.15)

In the presence of spin-orbit interactions, the three degenerate valence bands

at k=0 are split into a degenerate heavy hole (hh), light hole (lh) states and split-off

(SO) state separated by the spin-orbit splitting energy (∆so) as shown in Figure A.3.

In this case the conduction band effective mass is given by

1

m∗
0

=
1

m0

(
1 +

2

m0k2

[
k2P 2

2Eg

+
k2P 2

6Eg

+
k2P 2

3(Eg + ∆SO)

])
(A.16)
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which can be rewritten as

m∗
0 =

m0

1 + 2P 2

3m0
( 2
Eg

+ 1
Eg+∆SO

)
. (A.17)

Figure A.3: A schematic representation of k · p band structure around k=0 for the
semiconductor with a direct band gap with spin-orbit coupling. The valence band states are
a linear combination of p-type orbitals, whereas the conduction band has s-type character.



Appendix B

Optical phonon parameters for Al2O3

Optical phonon parameters used in the infrared reflectivity simulations of

sapphire are presented in Table B.1.

ωLO γLO ωTO γTO

j ε(∞) (cm−1) (cm−1) (cm−1) (cm−1)

E1

1 3.05 387.57 2.8 385.15 2.7
(±0.07) (±0.1) (±0.3) (±0.2) (±0.4)

2 481.57 2.1 439.48 3.1
(±0.06) (±0.1) (±0.4) (±0.7)

3 629.90 6.5 569.07 4.5
(±0.3) (±0.5) (±0.4) (±0.9)

4 906.5 19.3 634.18 4.9
(±0.9) (±1.0) (±0.3) (±0.5)

A1

1 3.04 510.90 1.2 397.22 1.5
(±0.03) (±0.04) (±0.07) (±0.5) (±0.9)

2 878.62 19.2 583.04 1.5
(±0.5) (±1.1) (±0.3) (±0.6)

Table B.1: Optical phonon parameters for sapphire at room temperature. Taken from
[209]
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