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Abstract

The hard-input-hard-output capacity of a binary phaset #@fing ultra-wide bandwidth system
is analyzed for both additive white Gaussian noise and pathi fading channels with timing errors.
Unlike previous works that calculate the capacity with petfsynchronization and/or with multiple
access interference only, our analysis consider timingrerwith different distributions as well as
the inter-path, inter-chip and inter-symbol interferesicas in practical systems. The sensitivity of the
channel capacity to the timing error is examined. The effe€tpulse shape, multiple access technique,
number of users and number of chips are studied. It is fouatltiime-hopping is less sensitive to the
pulse shape and the timing error with higher capacity thasctisequence due to its low duty of cycle.

Using these results, one can choose appropriate systemmgiara for different applications.
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I. INTRODUCTION

In recent years, ultra-wide bandwidth (UWB) technology hasaeted great research interest
from both academia and industry [1] [2]. Due to its very loartsmission power, UWB is able
to minimize interferences to coexist with other wirelessteyns in the same band. Thus, it is a
very promising solution to wireless personal area netwarks wireless sensor networks. In [3]
- [6], performances of UWB systems have been analyzed in tefmtise bit error rate (BER)
and the signal-to-interference-plus-noise-ratio (SINIR)addition to BER and SINR, channel
capacity is also an important performance measure thatndeies the maximum achievable
information rate in a UWB system. Many researchers have aedlyhe channel capacity for

different UWB systems to provide useful engineering insght

Based on the results for optical channels in [7], the chanaphcity of an M-ary pulse
position modulation (PPM) UWB system was evaluated in [8]ddditive white Gaussian noise
(AWGN) channels with a single user. For the same system, eith¢9] showed that the channel
capacity is highly affected by pulse shapes. By modeling th#ipte access interference (MAI)
as Gaussian, the analysis on the channel capacity was extém@WGN channels with multiple
users in [10] - [13]. In [14], the channel capacities of pudseplitude modulation (PAM) and
PPM were compared over AWGN channels, where the MAI was alsdefed as Gaussian. A
different approximation that approximates the charastierfunction of the MAI was adopted to
evaluate the channel capacity of a binary PPM system in [8][&6]. In addition, expressions
for the channel capacities of direct sequence code divisigitiple access (DS-CDMA) and time-
hopping (TH) PPM UWB systems were derived and compared in Alrthese works calculate
the channel capacity for AWGN channels. For multipath fadihgnnels, the channel capacity
has been analyzed for different UWB systems in [18] - [21]. ésvehown in [18] and [19] that
the random path energy and correlation in multipath fadingnoels cause significant capacity
loss compared with the channel capacity in AWGN channelso,Alse inter-frame interference

and the MAI reduce the channel capacity further for M-ary PBYWB Rake systems [20], [21].
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However, none of the aforementioned works has taken all #wessary interferences into
account. It was reported in [22] that, in addition to the M&le inter-symbol interference (ISl),
the inter-path interference (IPI) and the inter-chip ifgegnce (ICl) (or inter-frame interference)
have significant effects on the performances of UWB systeras Toe ISI is caused by dis-
placements of different symbols, the ICI is caused by digpteents of different chips in one
symbol, while the IPI is caused by displacements of differenltipath components in one chip.
Also, stringent timing requirement is always a crucial s$or UWB communications, owing to
the narrow pulse and the low transmission power. Howeveareraf the aforementioned works
has taken the timing error into account. It was shown in [B3} timing errors cause significant
performance degradation to the BER. The same degradatioa gythbol error rate was observed
in [24] when time jitter is present. The degradation to cleroapacity was not considered in
[24] but will be presented in our work. In [25], the authorsosfed that this degradation can
be reduced by choosing optimal processing gains for TH UWBesys. Similar degradations
may also be observed for capacity. In [26], the impact of dekyonization between the local
template and the received signal on the channel capacityanalyzed for UWB PPM systems
over an AWGN channel with a single user. There still lacks amete analysis of the channel
capacity for UWB systems in the presence of timing errorsuged by different interferences.

In this paper, we evaluate the capacity of DS and TH binarysehshift keying (BPSK)
UWB systems in the presence of timing errors for a multi-usesirenment. Similar to [8]-
[20], hard-input and hard-output capacity is calculatecour work. For simplicity, we refer
to it as capacity in the following. Both AWGN and multipath fadichannels are studied. In
addition to the MAI, as in [14] - [16], the IPI, ICI and ISI aresal considered. As well, different
distributions of the timing error are examined for differ@ulse shapes. Numerical results show
that the timing error can cause significant performanceattgion in terms of channel capacity
and that the amount of the degradation depends on sevetaidamcluding the distribution of
the timing error, the pulse shape, the number of users anduh®er of chips. Although the

channel capacity may not be amenable to practical systamgeabur analysis is still useful by
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providing engineers with insights and guidelines on theesysdesign, for example, the number

of users adopted in certain conditions.

1. DS UWB

In this section, we will evaluate the capacity of a multiug&s BPSK UWB system over

AWGN and multipath fading channels. The transmitted sigrdhe k-th user can be expressed

as
oo Ng—1
s () =Y > oA gt —mT, —nT.) (1)
m=—oo n=0
where b is the m-th data symbol of theé-th user and®) = —1 or ¥ = 11 with equal
probabilities, 3 is the spreading code of theth frame of thek-th user and3® = —1 or

ﬁ,(f”) = +1 with equal probabilities?, is the chip interval, NV, is the number of chips in each
symbol, 7, = N.T, is the symbol interval, ang(t) is the monocycle pulse with enerdy, and
duration D,. DenoteR,(-) as the normalized autocorrelation function¢gt), normalized with
respect tof),, and R,(©) ~ 0 when©® > D, or © < —D,. In order to show that the sensitivity
of channel capacity to the timing error is affected by thespushape, rectangular pulse, the
second-order derivative Gaussian pulse and the fourtbratdrivative Gaussian pulse are used

as examples in our analysis. Then, one has

118 0<lel <D,

Rg(@) =

0, otherwise

when the rectangular pulse is used,

2 2 4
1—4n (9> +4l(9)
v 3 v

when the second-order derivative Gaussian pulse is used, an

e (© 2+82 ©\* 8967 (O 6+6mﬂ 0\°
i v m v 420 v 420 \ v ©

when the fourth-order derivative Gaussian pulse is use@yevhis a time scale factor. Assume

Mo

Rg(@) = e_w( >2

(2’

<@

Rg<®) =

that T, ~ D,.
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A. AWGN channdl

Consider an AWGN channel first. Without loss of generality, fingt user is treated as the
desired user. Its superscript will be dropped for convesedn the following. Then, the received

signal of the desired user is given by

0o N.—1 Ny
=AD" Y buBuglt —mTy—nT. — 1)+ > r®(t) +n(t) (2)
m=—oco n=0 k=2

wherer®(¢) = A® ™ (¢ — 7)) is the interfering signal from thé-th user,n(t) is the AWGN
with mean zero and standard deviationr and7*) are the transmission delays of the desired
user and thek-th user, respectivelyd and A®) are channel gains of the desired user and the
k-th user, respectively. It is assumed that the interferisgrsl have the same signal energy as
the desired user through power control [27] and thé&t is uniformly distributed over0, 7).
When symbol-by-symbol detection is conducted, the memorthénchannel does not need to
be considered in the detection.

The receiver template for the detection of tfweth symbol of the desired user is given by

Ne—1
= Z 6n’g(t - n/Tc —midy — 72)7 (3)
n'/=0
where7 is the timing estimate for the desired user. The output ofcttreelator can be derived
as
(MA+1)Ty+7 Ny
R= / r(tyo(t)dt = bz S+ 1+ MAIM + N (4)
mIy+7 k=2

whereS is the desired signal componeiit= .57+ IC1 includes the ICI and the ISI caused by

the timing errore = 7 — 7, MAIY is the MAI from thek-th user andV is the noise component

with
S = AN.E,R,(e), (5)
ISI = Egbs 1 ABN,1P0Ry(T. — €), ICT = Egby AR,( Z BB, 6)
00 —1 N.—1
MAIP =B, > Z > bR ABBW B Ry ((m — )Ty + (n—n) T, + 7% = 7). (7)

m=—oco n=0 n’'=0
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It can also be shown that the varianceNofs Z = Var{N} = ¢?N_.E,. Note that previous works
on capacity analysis ignoreld Note also that the desired signal component will disappdsan
e>D,ore<—D,, asR,(e) ~ 0 in this case. The conditional means{5?|e} and E{I?|e},
and the value oE{MAL(f)z} are calculated in Appendix A. For simplicity, the interfiece plus
noise term is modeled as Gaussian. It will be shown later tbaboth DS and TH systems, this
approximation provides enough accuracy for our capacigfyars, and that it does not affect the
analysis of the effect of the timing error on the channel capaThen, the conditional average

BER, conditioned or, is derived as

E{S?
Ple)=Q ( {52} = ) , (8)
E{I%|¢} + E{Z} + (N, — 1)E{MAL""}
The capacity of a discrete memoryless channel using BPSKvendy [31]
(yz|‘r]>
C= P( i|z) 1 : 9
Plo ZZ ) Pluilea) 108 =, 5 ©)

wherez; represents the input symbols amdepresents the output symbols. The maximum value
of (9) is achieved when the system has equally likely inpumisgis in the binary modulation

scheme [10], [19]. Therefore, the channel capacity for thgirdd user can be calculated as
Ce) =14+ (1 — P.(¢))logy(1 — P.(€)) + Pe.(€) logy Pe(e). (10)

Note from (9) that the channel capacity is determined byriuesition probability, which depends
on the BER. Since the BER is a function of the timing error in thalgsis, the channel capacity
is also parametrized by when the timing error exists. By averaging (10) oveithe channel

capacity of the desired user can be calculated as

Cawen = /OO C(z)pe(z)dz (11)

o0

wherep,(z) is the probability density function (PDF) of the timing etr&@imilar to [12], it is
assumed that each user contributes a fraction of the traftite channel, so the total capacity is
estimated by aggregating the channel capacity of each Tken, in a multi-user environment,

the total channel capacity can be estimated as [12]

Cawen = Ny - Cawen- (12)
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One sees that oy is proportional to the number of usel,. But sinceC 4oy decreases
with N,, as can be seen from (8) to (11), the total capacity will bgpcomised by MAI. Using
(8) and (10), the channel capacity of the desired user forBeBPSK UWB system in an
AWGN channel can be calculated by (11), and the total chanapadaty for the DS-BPSK

UWB system can be calculated by (12).

B. Multipath fading channel

Next, we will evaluate the capacity of the DS UWB system in atipath fading channel with
multiple users. The channel impulse response offttie user ish(®)(t) = Zl e (t - Tl(k))

(k)

where al(k) and ;" are the path gain and the path delay of thié path for thek-th user,

respectively, and(-) is the impulse function. Then, the received signal is

oo Ne—1 L

b Bnoug(t —mTy —nT, — 7 —T) + (k n(t) (13)
=2 22 Z

m=—oo n=0 [=0

where ; and 7; are the path gain and the path delay of thin path of the desired user,
respectivelyr®)(¢) is the interfering signal from thie-th user withr®) (t) = s{¥ (t—7®))xh®) (1),
n(t), 7 and7*) are defined as before. We assume perfect average power lcamtiro [28] not
instantaneous power control as in [29]. The receiver tetagta them-th symbol of the desired
user is given by

Nce— L
=3 Buwaig(t —n'T, — T, — 7 — 7), (14)

n'=0 [=0
whereq; and7; are estimates of the path gain and the path delay of-thgath for the desired

user, respectively. The correlator output is

Nu
R =bs(Sp +IPIp+ICIp) + ISIp+ Y MAIp) + Np (15)
k=2

whereSp, IPIp, ICIp, ISIp andM AL, are the signal component, the inter-path interference,
the inter-chip interference, the inter-symbol interfererand the multiple access interference,
respectively, given by

L
Sp = E;Ne Y oqdyRy(m — 7 + €) (16)
=0
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L L
IPIp = NE;g» > ayawRy(m— v +¢), 1#1 (17)
=0 I'=0

L N¢—1N.—1

L
ICIp=Ey» Y > > dpBuBuRy(ni— 7+ (n—n)T.+e)n#n  (18)

=0 I’'=0 n=0 n'=0

ISIp = E; Y > Y ' Z (19)

L L
MAI® = E, Z ZZ Z Zb<k aMau 8P, (20)

n=0 n/=0

=0
'Rg(Tl(k — T+ (n—n"T.+ (m—m)T, + +(k) _ )

and Np, is the noise component with mean zero and variance

L Ne—1N.—-1

L
Zp=0"E; ) > Y @t BBy Ry(7 — 71 + (n—n/)T). (21)

=0 I’'=0 n=0 n’'=0

Note that the bit value df;, appears in (15) as a common factor and therefore, it doesppeta
in (16) - (18) again. Similar to the analysis for the AWGN chalnithe interference plus noise

term is assumed Gaussian as in [20] and [23]. Thus, the ¢onditBER can be calculated as

f°° 52T | (T)dT

I ()7 (F)dT + 1) L2 [ MAIY (7, y)pg (T)p(y)dyd T
(22)

Pe(e) ~Q

whereI(7|e) = IPI3(T|e) + ICI3(Z|e) + ISIZ(T|e) + Zn(T|e), d and D are vectors of

® 0 ~ o~ 0 ) A .
{a, 0, G0y Toy 1, Ty i1y Tasees QL T, AL, T3 b, Bn } @Nd{ay 1077, G0, To; 0 5Ty 5 Gty 715 e

o 78 & 70k 8% 8.}, respectively, angh(y) = 7 is the PDF ofe® = 7(®) — 7 Note
that the integration ovey in (22) is for ¢*), the timing difference between the arrival time of
the k-th interfering user and the timing estimate of the desirger.ut is not for the timing error
of the desired uset. From (22), previous works ignoring(z |¢) are likely to overestimate
the capacity. Since there are many random variables in (B2).conditional BER has to be

calculated by simulation. One can calculate the GaussidnrQtion before the averaging but
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it can be shown that this does not provide better accuraangu2), the conditional channel
capacity is

Ce) = 1+ Pu(e) logy(Pe(€)) + (1 = P(€)) logs(1 — Fu(e)). (23)

By averaging@(e) overe¢, the channel capacity of the desired user in multipath tadimannels

is calculated as
Clrading = / C’(x)pe(x)dx. (24)
The total channel capacity can be calculated as
CAvfading ~ Nu : C_(fadi’rzgr (25)

Using (22) and (23), the channel capacity of the desired fasehe DS-BPSK UWB system in
a multipath fading channel can be calculated by using (24d, the total channel capacity for

the DS-BPSK UWB system can be calculated by using (25).

1. TH UWB
In this section, we will examine the capacity of a multi-u3éd# UWB system. In the TH
UWB system, the transmitted signal of theth user is given by

o] Ng—1
= Z Z bW g(t —mTy —nTy — <WT.) (26)

m=—oo n=0

whereT; = N, T, is the frame duration], = N,T; is the symbol interval N, is the number
of frames in one symbolN, is the number of chips in each framéf) € [0, N, — 1] is the

pseudo-random TH code of theth user, and all the other symbols are defined as before.

A. AWGN channdl

In an AWGN channel, the received signal of the desired user is

0o Ns—1

AZ megt—me—an—cnc—T +Zr (27)

m=—o0 n=0
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wherer®(t) = A®s®) (¢ —7*)) is the MAI from thek-th user. Then, the output of the correlator
can be derived as

Nu
R=0bnS+1+Y MAI + N (28)
k=2

It is easy to show that the expressions forand N are the same as those in the DS-BPSK
system. Also, the term of can be ignored for large values &f, and N, in TH UWB, due
to the low duty of cycle, as will be shown later. Thus, althouge analysis is not exact by

ignoring I, it is still very accurate. The MAI from thé-th user is

00 Ns—1 Ng—1
MAIP =E; Y > Y AVODR ((m—m)Ty+(n—n)Ty+ () —cp) Tt =7) (29)

m=—oco n=0 n/=0

wherer®) is defined as before. The second-order momerMottLSk) can be shown as

e Ns—1 Ns—1

E{MAIP®} = g2A®* 5~ % % (30)

m=—o0 ni,n2=0 n’1 ,n'2 =0

E{R ( mm + Tnnl’ + Tcnn’l + T(k) - 72)R (Tmfn + Tnn2’ + Tcnn’? + T(k) - 7A-)}

Using results in Appendix A, the BER is

(e = O J AP N ) . (31)

02N,E, + (N, — ) E{MAIP™}}
From (31), the BER decreases and therefore the channel tapaneases withd, £, and V.
Then, using (31) in (10), the channel capacity of the desirsel in AWGN channels for the
TH-BPSK UWB system can be calculated by using (11), and thé ¢b&nnel capacity for the
TH-BPSK UWB system can be calculated by using (12). Next, weudis multipath fading

channels.

B. Multipath fading channel

In a multipath fading channel, one has the received signal as

oo Ns—1 L

N
Z Z Z bmoug(t —mTy, —nTy — e, T, — 71— T) + Z r®) (1) 4 n(t) (32)
k=2

m=—oco n=0 [=0
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10
and the output of the correlator can be derived as

R =b;(Sp+ IPIp + ICIy) + ISIp + Z MAI®) + Ny (33)

k=2

where Sy, IPIy, ICIy, 1SIy and M AL, represent the signal component, the inter-path
interference, the inter-chip interference, the inter-Bgiminterference and the multiple access
interference, respectively. It is easy to show that the esgions ofS; and I/ P1; are the same
as Sp in (16) andIPIp in (17), respectively. On the other hand, the expressions €&/,
ISIr, Var{Nr} and MA[fL’“T) are given by

Ns—1
]C]T—E Z Zalozl/ n—n)Tf+( _Cn’)Tc+Tl_7-l’+6)v n#nla (34)
n,n/=0[,l'=
o0 Ns—1

ISIp = E; Y > Z (35)

m=—oo n,n'=01,l'=

by Ry((m — m)Tb +(n—=n"YTf+ (¢n —co)Te+ 7 — Ty +€), m#m,

Ns—1
VCL’I"{NT} ZT = 0'2E Z Z Olezl/ 7’L —n )Tf + ( — Cn’)Tc + 7~—l - 7:5/) (36)
n,n'=011'=0
and
0 L L Ns—1N;—-1
MALY = E, > Y ) b aF g, (37)
m=—00 I=0 I'=0 n=0 n/=0

‘Ry((m —m)Ty + (n — n’)Tf + (cff) — )T, + Tl(k) — Fp 4+ 7®) — 7)

respectively. Then, the channel capacity of the desired fasghe TH-BPSK UWB system in
multipath fading channels can be calculated by using (1&)) &nd (34) - (37) in (22) together
with (24), and the total channel capacity for the TH-BPSK UWBLteyn can also be calculated
by using (25).

IV. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical results are presented to shoveffieet of the timing error on the

channel capacity of the BPSK UWB systems. In the calculatissy@e thatd = 1, D, =1 ns

DRAFT



11

and the timing errot is distributed ovef—T., T.] as the desired signal component will disappear
whene > T, or ¢ < —T, and the timing error will be too large to be meaningful forrsg
detection or performance analysis. The IEEE CM1 and CM2 UWB reblamodels [32] are used
for multipath fading. Numbers dt0 and 34 multipath components are used for CM1 and CM2
channel models, respectively, which are enough to achievesa85% of the channel gain [32].
Also, consider the case when channel estimation is implésdeto estimate the path gains and
path delays of the multipath components in the fading chiarened estimation errors occur that
are Gaussian distributed with means equal to the true vaodsstandard deviations equal to
0.2 for gains and).05 for delays, as reported in [33]. This setting aims to makesiheulation
results closer to engineering practice. All the values oRSNthe paper refers to the input SNR
except in Fig. 8 that uses the output SNR.

Fig. 1 compares the channel capacity for different puls@afavith a single user over AWGN
channels. Assume that the timing error is uniformly disttdal in the comparison and that.
is fixed at6. The rectangular pulse serves as a benchmark. The foud#r-derivative Gaussian
pulse meets the Federal Communications Commission (FCC) gpectrask [34], while the
second-order derivative Gaussian pulse has been commsaly in UWB analysis. One sees
that the channel capacity increases when the SNR increasdsthat it approaches an upper
limit when the SNR is large. Comparing the channel capacityliiberent pulse shapes, one sees
that the rectangular pulse has the largest capacity, whdesecond-order derivative Gaussian
pulse and the fourth-order derivative Gaussian pulse hmaler capacities. Mathematically,
this is because the value of the autocorrelation of the mgcdar pulse is larger than those
of the autocorrelations of the other two pulses for the s@méntuitively, this is because the
pulse energy is more confined for the rectangular pulse ansl, th incurs less interferences.
Therefore, timing error causes less capacity loss for thengular pulse than for the second-
order derivative Gaussian pulse and the fourth-order deviy Gaussian pulse. One also sees that
there is a large performance difference near the upper. lithis is due to the error floor caused

by interference, which dominates for large valuesSo¥ R. In these regions, it is more useful
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to observe whether the error floor is reduced than to obséeattual value of performance
difference. As well, the TH-BPSK system is less sensitivehofulse shape than the DS-BPSK
due to its low duty of cycle leading to less interferenceshis ttase. Since the second-order
derivative Gaussian pulse is commonly used in literaturejli be adopted in the following to
examine the effects of other system parameters.

Fig. 2 shows the effect of the timing error on the channel ciypaf the DS-BPSK system
in an AWGN channel for different distributions of the timing@&. We set/N. = 6. In addition
to the uniform distribution and the Gaussian distributitre typical Tikhonov distribution for
timing error is also used [35], [36]. One sees that the ting@mgr causes significant performance
degradation to the channel capacity. The channel capaciheilowest for uniformly distributed
timing error, while the highest for Gaussian distributeahitig error. This is due to the fact
that the kurtosis of the Gaussian distribution is the largdsile the kurtosis of the uniform
distribution is the smallest, and higher kurtosis givesrgrerror closer to zero which results in
a stronger signal component. Most well-designed syncheossifollow an asymptotic Gaussian
distribution when the sample size is large [37]. Note thapractice, the timing error distribution
is implementation dependent and thus we cannot control idtghdition.

Fig. 3 shows the effect of the number of users on the chanmelcty per user for the DS-
BPSK system in an AWGN channel. Both analytical and simulatesults are presented. We
set N, = 10 and SNR = 6 dB, and the number of users starts frdh One sees that the
analytical results are very close to the simulation resuitall the cases. Comparing channel
capacity for different timing error distributions, one sebat there is a capacity loss o6%
when the number of users increases frotnto 100 and timing error is Gaussian distributed,
while there are capacity losses ©f% and 80%, respectively, for Tikhonov distributed timing
error and uniformly distributed timing error. This is besatthe signal component in the output
of the correlator is stronger for the Gaussian distributiem for the Tikhonov distribution and
the uniform distribution. Fig. 4 shows the total channela@y of the same system for all

users in an AWGN channel. It can be seen that the Gaussiaibdigin has the highest total
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capacity while the uniform distribution has the lowest tat@pacity. Moreover, the total capacity
increases with a decrease of variance in the Gaussianbdisbin.

Fig. 5 shows the effect of the interferences and the timimgrem the channel capacity of the
DS-BPSK system in the multipath fading channel with a singleruThe CM1 channel model is
used. The SNR increases from 0 dB to 42 dB. We setN,. = 6. Simulation results for uniform
distributed timing error are also presented, and it is seahdur semi-analytical results are close
to the simulation results. One also sees that both the tiramgr and the interferences cause
significant degradation in the channel capacity. Analogmufl8], [19] and [28], the channel
capacity in the multipath fading channel is lower than thatie AWGN channel, under the same
conditions. Comparing the effect of the timing error on tharutel capacities for the multipath
fading channel and the AWGN channel, one sees that the detameffect of the timing error
is more severe in the multipath fading channel than in the AWsBAhnel. Therefore, it is more
important to achieve accurate synchronization for the DS#Bystem in the multipath fading
channel than in the AWGN channel. For the same system, Figowssthe channel capacity in
the CM2 channel model. Comparing the channel capacity in CMR thiat in CM1, one sees
that the channel capacity in the CM1 channel model is slighigher than that in the CM2
channel model, under the same conditions. In addition, geien that the interferences have
more significant effects on the channel capacity in the CM2Ziwsebmodel than that in the CM1
channel model. For example, at 0.8 bits/symbol, CM1 has adb€sdB due to interferences
while CM2 has a loss of 15 dB. This is expected. The CM2 channeleinddes not have a
line-of-sight and the interferences caused by multipatmmanents are stronger in CM2 than
those in CM1.

Fig. 7 shows the total channel capacity in the CM1 channel ndle setSNR = 6 dB
and N. = 10. The number of users increases frdfhto 490. One sees that the total channel
capacity in the multipath fading channel has similar betvsvio those in the AWGN channel.
Also, the total channel capacity in the multipath fadingrofel is lower than that in the AWGN

channel, which agrees with previous observations. One sdss that the TH-BPSK system is
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less sensitive to the timing error or its capacity is largeamtthe DS-BPSK due to the low duty
of cycle with less interferences in this case.

Fig. 8 examines the effect df on the output SINR of the TH-BPSK system in a single user
AWGN channel for different values a¥,. The value ofV,, increases fron3 to 10. The value of
input SNR represents the transmitted signal strength asdtiat1l8 dB so that the noise is not
dominant and the impact df on the output SINR can be clearly observed. It is assumedtikat
timing error is uniformly distributed as this is the worsseaThe output SNR is around 9.1 dB,
which represents the received signal strength averagedtiogeiming error and it is different
from the input SNR set at 18 dB as the transmitted signal gthertOne sees that the difference
between the output SNR and the output SINR for the same vdlu€, aecreases whei,
increases, in all the cases considered. This implies trewaifue of I is negligible whennN,
is large, because the only difference between SNR and SINReivalue of/. Furthermore,
comparing the difference between the output SNR and theub 8fNR whenN, = 6 with
that when N, = 10, one sees that a larger value df results in a smaller difference. This
indicates that the value aof decreases whenV, increases. Consequently,can be ignored in
the TH-BPSK system when the values &f, and N, are large, mainly due to the low duty of
cycle. The ISI depends on the frame duration But= N, 7. andT. is fixed in Fig. 8, so the
effect of 7y is the same asyv,.

Fig. 9 shows the relationship between the number of usergr@ndhannel capacity per user
for the TH-BPSK system over AWGN channels. We 38ét= 6 and the SNR i dB. Both
analytical and simulation results are presented. One d$edsthiie analytical results track the
trends of the simulation results well and that the approkmnaerror is small for small values
of the number of users. However, in general, the approxonatiror is large due to the lower
duty of cycle [38]. Also, one sees that a larger value\gfresults in a larger channel capacity.
Therefore, the capacity loss caused by the MAI or the timimgrecan be reduced by increasing
Ny, For the same system, Fig. 10 shows the relationship betéeenumber of users and the

total channel capacity for all users in an AWGN channel. Theemmpulsive the timing error
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distribution is, the larger the increment of the total chelncapacity will be. One sees that a
larger N}, results in a higher increment.

Fig. 11 compares the effect of the interferences and thadjrairor with different distributions
on the channel capacity of the TH-BPSK system in the CM1 chamuglel. We setV, = 6
and N, = 6. The SNR increases from 10 dB to 42 dB. Simulation results for uniformly
distributed timing error are also presented. It is obseryed our semi-analytical results are
close to the simulation results when the SNR is small whileréhare approximation errors
when the SNR is large. Similar to the channel capacity of tlieBPSK system, one sees that
both the interferences and the timing error cause signifieiacts on the channel capacity. As
well, when the timing error and interferences are preséstchannel capacity of the TH-BPSK
system in the multipath fading channel approaches an uppérwhen the SNR is large. The
processing gain of DS-BPSK in Fig. 5 equals = 6, which is the same as the processing gain
N, = 6 of TH-BPSK in Fig. 11. Compared with DS-BPSK in Fig. 5, one alsessthat TH-
BPSK has higher capacity for the same SNR value and the sarrgytarror distribution. This
is because time-hopping incurs less interferences thactesequence due to its very low duty
of cycle such that capacity degradation from intertereng@dso reduced. For the same system,
Fig. 12 shows the relationship between the number of usetsttentotal channel capacity in
the CM1 channel model. We stV R = 6 dB. Again, TH-BPSK has higher total capacity and
can accommodate more users than DS-BPSK system.

The numerical results have illustrated the impact of the lmemof users on both the channel
capacity and the total channel capacity. This can be useddneers to design a multiple access
strategy by setting an upper limit for the number of user$wiaximum total channel capacity
while minimizing the impact of the MAI on the channel capgdir each user. The result in this
paper can be easily extended to binary PPM UWB systems by oitatfte modulation format
in the signal models. The analysis method is similar, butes@anclusions might be different
as PPM has a lower duty of cycle. The result in this paper agsuhe Gaussian approximation

to the MAI, IPI, ICI and ISI. It was reported in [38] that betteDFs of the MAI for TH-PPM

DRAFT



16

exist for small v, and smallN, but Gaussian approximation is valid for largé, and N; in
[39] and [40], in dense multipath even for single user witranv, [40], [41], as well as for
DS systems and TH systems with large numbers of interfersegsu[38]. It was also reported
in [42] that a Laplacian approximation to the IPI, ICI and ISVveg better accuracy than the
Gaussian appproximation for large SNRs while they have amaktcuracy when the SNR is
less than 10 dB. When the MAI, IPI, ICI and ISI are modeled as nansSian distributions,
such as a Laplacian distribution, the accuracy of the caparialysis may be improved by
replacing the Gaussian Q function in (8), (22) and (31) witheo corresponding functions,
such as a mixture of Gaussian-Q functions [42]. Due to thelaiity of the analysis, they are
not presented here. Reference [5] performed a statistiedysia of the interference powers for
DS-BPSK in multipath fading without timing error, while thg@aper uses a similar method for
both DS-BPSK and TH-BPSK in AWGN and multipath fading with timierror. None of the

results in this paper are the same as those in [5].

Note that the above analysis considers hard-output cgpheasged on (9) instead of soft-
output capacity. First, the work is presented as a much mongpkete analysis than [8]- [20]
that used hard-output capacity. Thus, it uses the sameitadafinition to facilitate comparison
if one wants. Second, by using (9), one has a direct reldtiprizetween capacity and error rate.
Third, unlike the soft-output capacity that only considires propagation channel, the hard-output
capacity considers the whole system by including modutatiod demodulation as part of the
equivalent channel. It is well known that for systems wittgaoperating bandwidths, such as
UWB systems, the soft-output capacity may not be a properienets they only consider the
propagation channel [43], while hard-output capacity $atee whole system into account and
therefore, is more useful in this case. It is very challegdmderive the soft-output capacity and

the exact hard-ouput capacity by taking the timing error alhdhe interferences into account.
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APPENDIXA
CALCULATION OF E{S?[¢}, E{I?|¢} AND E{MAI®"}
In this appendix, we calculat8{S?|e}, E{I?|¢} and E{MALS’“)2}.
From (5), E{S?|e} = A2E2NZRZ(e). From (6), one has

Nc.—2
E{I’|e} = A’EIRY(T. — ) E{1+{ Y _ BuBu1}’}- (38)
n=0
Since E{{3>".? B.3n11}*} = N. — 1, one has
E{I*|c} = N.A’E2R(T. — e). (39)

Also, from (7), one can have
00 Ne—1 Ne—1 Ne—1 Nes—1

POIAIPY = BAYELY Y Y Y S Y M

mi=—o0 mo=—00 n1=0 ne=0 n1,0 n270

BB B By - Ry((my — )Ty + (ng — n)) T + 7% — 7)
Ry((mo — )Ty + (ng — ny) T, + 7% — )} (40)

Since E{bm k)me} = 0 for my; # mo, E{ ’3)} = 0 for n, # ny and E{fB,,B,,} = 0 for

n} # nj, it can be derived that
fe'e) Ne—1 Ne.—1

B{MAIP"} = B2A®” N S~ SN B{RY (T + T + 7% = 7)), (41)

m=—oco n=0 n’'=0

whereT,,; = (m —m)T, andT,, (n — n’)T.. Define
gmﬁlnn/ = Tmfﬂ + Tnn/ + T(k) -7

Since ¥ = 7*) — 7 is uniformly distributed over a symbol intervad, ... is uniformly
distributed ovel T,z + T, Tonm + Tone + T3] . FOr cONvenience,,, ., is simplified to&. When

the second-order derivative Gaussian pulse is uBg®? ()} can be derived as

Ore?
E{R)()} = EQE%em 876/ D;) = gpzeep(—8nE*/ D)) (42)
1 2¢4 9 2¢4
+ 871335 exp(—87r£2/D§) + 7;); exp(—SWSQ/DZ)
24 3¢6 6 4¢8
- ]7;25 exp(—87r§2/D§)+ g; e:)sp(—87r§2/D3)}.
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After some simple but tedious mathematical manipulatiensyy term on the right side of (42)

can be solved. TherE{MALS’“)Q} can be calculated.
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Fig. 10. Total channel capacity for all users v.s. the number of ugerthe TH-BPSK system with
different timing error distributions in an AWGN channel. Teecond-order derivative Gaussian

pulse is used.
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Fig. 11. Channel capacity v.s. SNR for the TH-BPSK system with/withibiat interferences and

the timing error in the CM1 channel model. The second-ordeval®/e Gaussian pulse is used.
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Fig. 12. Total channel capacity v.s. the number of users for the THKBB&tem with different
timing error distributions in the CM1 channel model. The setorder derivative Gaussian pulse

is used.
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