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Abstract. Since the early days of generation research, it has been acknowl-
edged that modeling the global structure of a document is crucial for
producing coherent, readable output. However, traditional knowledge-
intensive approaches have been of limited utility in addressing this prob-
lem since they cannot be effectively scaled to operate in domain-independent,
large-scale applications. Due to this difficulty, existing text-to-text gener-
ation systems rarely rely on such structural information when producing
an output text. Consequently, texts generated by these methods do not
match the quality of those written by humans – they are often fraught
with severe coherence violations and disfluencies.
In this chapter,1 I will present probabilistic models of document struc-
ture that can be effectively learned from raw document collections. This
feature distinguishes these new models from traditional knowledge in-
tensive approaches used in symbolic concept-to-text generation. Our re-
sults demonstrate that these probabilistic models can be directly applied
to content organization, and suggest that these models can prove useful
in an even broader range of text-to-text applications than we have consid-
ered here.

1 Introduction

Text-to-text generation aims to produce a coherent text by extracting, combin-
ing, and rewriting information given in input texts. Summarization, answer
fusion in question-answering, and text simplification are all examples of text-
to-text generation tasks. At first glance, these tasks seem much easier than the
traditional generation setup, where the input consists of a non-linguistic repre-
sentation. Research in summarization over the last decade has proven that texts
generated for these tasks rarely match the quality of those written by humans.
One of the key reasons is the lack of coherence in the generated text. As the

1 This chapter is based on the invited talk given by the author at the 2009 European
Natural Language Generation workshop. It provides an overview of the models de-
veloped by the author and her colleagues, rather than giving a comprehensive survey
of the field. The original papers [3, 2, 26, 4] provide the complete technical details of
the presented models.



He said Cathay Pacific was still studying PAL’s financial records.
Ailing Philippine Airlines and prospective investor Cathay Pacific Airways have
clashed over the laying off of PAL workers, prompting PAL to revive talks with
another foreign airline, an official said Tuesday.
PAL resumed domestic flights Oct. 7 and started restoring international flights last
month after settling its labor problems.
PAL officials say Singapore Airlines is also interested in a possible investment. “As
much as PAL is the flag carrier, we should see to it that PAL will always fly.
But Philippine officials said Cathay and PAL had run into difficulties in two areas:
who would manage PAL and how many workers would lose their jobs.

Table 1. An example of a summary generated by a multidocument summarization sys-
tem participating in the 2003 Document Understanding Conference (DUC).

automatically-generated summary in Table 1 illustrates, coherence violations
can drastically reduce the information value of the system output.

To illustrate current text-to-text generation methods, let us consider the task
of automatic text summarization. Most current summarizers select content based
on low-level features such as sentence length and word occurrence. The in-
ability of summarizers to consider higher level contextual features leads to de-
creased performance and a need for greater amounts of training data. Similarly,
when these systems render the selected content as a summary, they operate
with no structural considerations. Therefore, they are ill-equipped to answer
the questions of how the selected items fit together, what their optimal ordering
is, or, in short, how to ensure that a fluent text is produced rather than a heap
of sentences glued together randomly. What we are missing is an automatic
mechanism that can score the well-formedness of texts and that can select the
most fluent alternative among various text rendering strategies. The ability to
automatically analyze the topical structure of actual and potential documents
should also enable the development of more effective content selection algo-
rithms that can operate on a more abstract and global level.

This current state of affairs is rather surprising, given that NLP researchers
have developed elaborate discourse models that capture various facets of text
structure. These models encompass textual aspects ranging from the morpho-
logical [27] to the intentional [9], and include a characterization of documents
in terms of domain-independent rhetorical elements, such as schema items [22]
or rhetorical relations [19, 20]. In fact, for concept-to-text generation systems,
encoding these structural theories has contributed significantly to output qual-
ity, making them almost indistinguishable from human writing. In contrast, for
text-to-text generation systems, these theories are hard to incorporate as they
stand: they rely on handcrafted rules, are valid only for limited domains, and
have no guarantee of scalability or portability. This difficulty motivates the de-
velopment of novel approaches for document organization that can rely exclu-
sively on information available in textual input.



In this chapter, I will present models of document structure that can be ef-
fectively used to guide content selection in text-to-text generation. First, I will
focus on unsupervised learning of domain-specific content models. These mod-
els capture the topics addressed in a text and the order in which these topics
appear; they are similar in their functionality to the content planners tradition-
ally used in concept-to-text generation. I will present an effective method for
learning content models from unannotated domain-specific documents utiliz-
ing hierarchical Bayesian methods. Incorporation of these models into informa-
tion ordering and summarization applications yields substantial improvements
over previously proposed methods.

Next, I will present a method for assessing the coherence of a generated
text. The key premise of this method is that the distribution of entities in co-
herent texts exhibits certain regularities. The models I will be presenting oper-
ate over an automatically-computed representation that reflects distributional,
syntactic, and referential information about discourse entities. This representa-
tion allows us to induce the properties of coherent texts from a given corpus,
without recourse to manual annotation or a predefined knowledge base. I will
show how these models can be effectively employed for content organization
in text-to-text applications.

2 Content Models

A content model is a structural representation that describes the main topics and
their organization within a given domain of discourse. Modeling content struc-
ture is particularly relevant for domains that exhibit recurrent patterns in con-
tent organization, such as news and encyclopedia articles. These models aim
to induce, for example, that articles about cities typically contain information
about History, Economy, and Transportation, and that descriptions of History
usually precede those of Transportation. Note that computing content models
for an arbitrary domain is a challenging task due to the lack of explicit, un-
ambiguous structural markers (e.g., subsections with the corresponding titles).
Moreover, texts within the same domain may exhibit some variability in topic
selection and ordering; this variability further complicates the discovery of con-
tent structure.

Since most concept-to-text generation systems operate in limited domains,
using a set of deterministic rules is a feasible way to capture patterns in content
organization. [25, 15, 22]. Despite substantial effort involved in such induction,
these rules proved to be essential for successful content planning — they gov-
ern the selection of relevant material, its grouping into topically homogeneous
units, and its subsequent ordering. The success of this architecture in concept-
to-text generation systems motivates exploring it in the context of text-to-text
generation. Clearly, the first step in this direction is automating the computation
of content models, as manual crafting is infeasible in large, complex domains
that a text-to-text generation system should handle.



Addis Ababa also has a railway connection with Djibouti City, with a picturesque
French style railway station.
The rail network, connecting the suburbs in the tri-state region to the city, consists
of the Long Island Rail Road, Metro-North Railroad and New Jersey Transit.
The most important project in the next decade is the Spanish high speed rail net-
work, Alta Velocidad Espaola AVE.
Rail is the primary mode of transportation in Tokyo, which has the most extensive
urban railway network in the world and an equally extensive network of surface
lines.
The backbone of the city’s transport, the Mumbai Suburban Railway, consists of
three separate networks: Central, Western, and Harbour Line, running the length
of the city, in a north-south direction.

Table 2. A sample of Wikipedia sentences assigned the same section heading by the
editors.

2.1 Computational Modeling

Fortunately, recent research has demonstrated the feasibility of acquiring con-
tent models automatically from raw texts. These approaches adapt a distribu-
tional view, learning content models via analysis of word-distribution patterns
across texts within the same domain. This idea dates back at least to Harris [11],
who claimed that “various types of [word] recurrence patterns seem to charac-
terize various types of discourse.”

The success of automatic induction greatly depends on how much variabil-
ity is exhibited by the texts in the underlying domain. In formulaic domains,
a simple word-based clustering can be sufficient for computing content mod-
els [26]. More commonly, however, the same topic can be conveyed using very
different wordings. In such cases, word distribution on its own may not be a
sufficient predictor of a segment topic. For instance, consider sentences that
represent the Railway Transportation topic in several Wikipedia articles about
cities (see Table 2). The first two sentences clearly discuss the same topic, but
they do not share any content words in common. To properly handle such cases,
more elaborate algorithms for learning content models are needed.

One of the early instances of such approaches is an algorithm for learning
content models using Hidden Markov Models (HMMs) [3]. In these models,
states correspond to types of information characteristic of the domain of inter-
est (e.g., earthquake magnitude or previous earthquake occurrences) and state
transitions capture possible information-presentation orderings within that do-
main. Like clustering algorithms, these models capture the intuition that sen-
tences that belong to the same topic use similar vocabulary. In addition, HMM-
based models can exploit regularities in ordering to further refine the induction
process.

Our recent work on content model induction has focused on modeling global
constraints on discourse organization which cannot be easily expressed in Marko-



vian models. An example of such a global constraint is topic continuity – it posits
that each document follows a progression of coherent, nonrecurring topics [10].
Following the example above, this constraint captures the notion that a single
topic, such as History, is expressed in a contiguous block within the document,
rather than spread over disconnected sections. Another global constraint con-
cerns similarity in global ordering. This constraint guides the model toward se-
lecting sequences with similar topic ordering, such as placing History before
Transportation.

To effectively capture these global constraints, a content model posits a sin-
gle distribution over the entirety of a document’s content ordering [4]. Specifi-
cally, the model represents content structure as a permutation over topics. This
naturally enforces the first constraint since a permutation does not allow topic
repetition. Despite apparent intractability, this distribution over permutations
can be effectively learned using the Generalized Mallows Model (GMM) [6].

By design, GMMs concentrate the most probability mass on a single permu-
tation, the canonical permutation. While other permutations are plausible, their
likelihood decays exponentially with their distance from the the canonical per-
mutation. In comparison to HMMs, GMMs greatly restrict a set of possible topic
orderings predicted for a given domain as permutations drawn from this dis-
tribution are likely to be similar. However this restriction actually enables the
compact parametrization of GMMs, supporting effective inference of its param-
eters in a Bayesian framework.

We position the GMM within a larger hierarchical Bayesian model that ex-
plains how a set of related documents is generated. Figure 1 pictorially sum-
marizes the steps of the generative process. At a high level, the model first
selects how frequently each topic is expressed in the document, and how the
topics are ordered. These topics then determine the selection of words for each
paragraph. More specifically, for each document, the model posits that a topic
ordering is drawn from the GMM, and that a set of topic frequencies is drawn
from a multinomial distribution. Together, these draws specify the document’s
entire content structure, in the form of topic assignments for each textual unit.
As with traditional topic models, words are then drawn from language models
indexed by topic. Model parameters are estimated using Gibbs sampling.

2.2 Applications to Text-to-text Generation

One of the important advantages of the automatically induced content models
is that they can easily be integrated into existing generation applications. For
instance, consider the task of information ordering, where the goal is to deter-
mine the sequence in which a pre-selected set of items is presented to the user.
This is an essential step in concept-to-text generation, multi-document summa-
rization, and other text-synthesis problems.

To apply a content model to this task, we assume we are provided with well
structured documents from a single domain as training examples; once trained,
the model is used to induce orderings of previously unseen collections of para-
graphs from the same domain. The implementation of the ordering algorithms
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Fig. 1. The generative process for permutation-based content models.

depends on the underlying content model. An HMM-based model searches the
space of possible orderings based on the likelihood of a sequence as predicted
by the model. Typically, A∗ and other heuristic search algorithms are used. The
GMM-based model takes a very different approach for computing an ordering:
it predicts the most likely topic for each paragraph independently using topic-
specific language models. Because the GMM distribution concentrates proba-
bility mass around one known topic ordering, these topic assignments deter-
mine the best ordering of the paragraphs.

These content modeling algorithms have been tested on multiple domains,
ranging from product reviews to Wikipedia articles. The results consistently
indicate that the ordering retrieved by the model are close to the ordering of
a human writer. For instance, the GMM-based algorithm achieves Kendall’s2

τ of 0.678 on ordering documents in the domain of cell phone reviews [4].

2 Kendall’s τ measures how much an ordering differs from the reference order. Specifi-
cally, for a permutation π of the sections in an N -section document, τ(π) is computed
as τ(π) = 1 − 2 d(π,σ)

(N
2 )

, where d(π, σ) is the number of swaps of adjacent textual units

necessary to rearrange π into the reference order. The metric ranges from -1 (inverse
orders) to 1 (identical orders).



Moreover, the empirical results demonstrate the advantages of encoding global
structural constraints into probabilistic content models [4]. In fact, the differ-
ence between the HMM-based and GMM-based content models is substantial:
the former achieves Kendall’s τ of only 0.256, when tested on the same domain.

In our recent work, we have considered a new application of content mod-
els — automatic generation of overview articles. These multi-paragraph texts
are comprehensive surveys of a subject, generated by composing information
drawn from the Internet [26]. Examples of such overviews include actor biogra-
phies from IMDB and disease synopses from Wikipedia. An example of our
system’s output3 is shown in Figure 2.

In this application, content models are employed for both selecting and or-
dering the material in a generated article. Given a corpus of human-authored
texts with a corresponding content model, the algorithm learns a content extrac-
tor targeted for each topic of the content model, such as diagnosis and treatment.
This extractor specifies a query for selecting candidate material from the web
and provides a ranker that assigns a relevance score for each retrieved passage.
To produce a new article, the algorithm employs these extractors for each topic
of the content model and then jointly selects the best passages based on local
and global constraints.

This method is related to content selection methods developed for extractive
summarization. In fact, the design of individual extractors is similar to super-
vised methods for sentence extraction [18]. The difference, however, is in the ex-
traction criteria. Traditional summarization methods filter sentences based on
the generic notion of “importance,” while our selection criteria is more focused:
it is driven by the topic of the candidate passage. This architecture ensures that
the overview article will have the breadth expected in a comprehensive sum-
mary, with content drawn from a wide variety of Internet sources.

We evaluate the quality of the generated articles by comparing them with
the corresponding human-authored articles in Wikipedia. System performance
is measured using ROUGE-1, a standard measure used in the summarization
community [17]. We employ the system to generate articles in two domains –
American Film Actors and Diseases. For each domain, we randomly select 90%
of Wikipedia articles in the corresponding categories for training and test on the
remaining 10%. To measure the impact of the content model-based architecture
for content selection, we consider a baseline that does not use a template to
specify desired topics. Instead, we train a single classifier that learns to extract
excerpts that are likely to appear in the Wikipedia article, without explicitly
capturing the topic they convey. The results convincingly show the advantages
of the content model-based approach: in both domains, this approach outper-
forms the baseline by a statistically significant margin. For instance, in the Dis-
ease domain the full model achieves an F-measure of 0.37, while the baseline
yields an F-measure of 0.28.

3 This system output was added to Wikipedia at http://en.wikipedia.org/
wiki/3-M_syndrome on June 26, 2008. The page’s history provides examples of
changes performed by human editors to articles created by our system.



Diagnosis . . . No laboratories offering molecular genetic testing for prenatal diagnosis
of 3-M syndrome are listed in the GeneTests Laboratory Directory. However, prenatal
testing may be available for families in which the disease-causing mutations have been
identified in an affected family member in a research or clinical laboratory.

Causes Three M syndrome is thought to be inherited as an autosomal recessive genetic
trait. Human traits, including the classic genetic diseases, are the product of the inter-
action of two genes, one received from the father and one from the mother. In recessive
disorders, the condition does not occur unless an individual inherits the same defective
gene for the same trait from each parent. . . .

Symptoms . . . Many of the symptoms and physical features associated with the disor-
der are apparent at birth (congenital). In some cases, individuals who carry a single copy
of the disease gene (heterozygotes) may exhibit mild symptoms associated with Three
M syndrome.

Treatment . . . Genetic counseling will be of benefit for affected individuals and their
families. Family members of affected individuals should also receive regular clinical
evaluations to detect any symptoms and physical characteristics that may be potentially
associated with Three M syndrome or heterozygosity for the disorder. Other treatment
for Three M syndrome is symptomatic and supportive.

Fig. 2. A fragment from the automatically created article for 3-M Syndrome.

3 Coherence Models

While a content model is a powerful abstraction of document structure, by def-
inition this representation is domain-specific. As many text-to-text applications
are domain-independent, we need a model that can operate in such a context.
In this section, we introduce a coherence model that captures text relatedness at
the level of sentence-to-sentence transitions [7, 21, 1, 14, 16].

The key premise of this approach is that the distribution of entities in locally
coherent texts exhibits certain regularities. This assumption is not arbitrary —
some of these regularities have been recognized in Centering Theory [8] and
other entity-based theories of discourse. Previous research has demonstrated
that direct translation of these linguistic theories into a practical coherence met-
ric is difficult: one has to determine ways of combining the effects of various
constraints and to instantiate parameters of the theory that are often left un-
specified [23, 12, 13, 24].

3.1 Computational Modeling

The model is based on an expressive linguistic representation called the entity-
grid, a two-dimensional array that captures the distribution of discourse entities
across text sentences. The rows of the grid correspond to sentences, while the
columns correspond to discourse entities. By discourse entity we mean a class
of coreferent noun phrases. For each occurrence of a discourse entity in the



1 [The Justice Department]S is conducting an [anti-trust trial]O against [Microsoft
Corp.]X with [evidence]X that [the company]S is increasingly attempting to crush
[competitors]O.

2 [Microsoft]O is accused of trying to forcefully buy into [markets]X where [its own
products]S are not competitive enough to unseat [established brands]O.

3 [The case]S revolves around [evidence]O of [Microsoft]S aggressively pressuring
[Netscape]O into merging [browser software]O.

4 [Microsoft]S claims [its tactics]S are commonplace and good economically.
5 [The government]S may file [a civil suit]O ruling that [conspiracy]S to curb

[competition]O through [collusion]X is [a violation of the Sherman Act]]O.
6 [Microsoft]S continues to show [increased earnings]O despite [the trial]X.

Table 3. Summary augmented with syntactic annotations for grid computation.

text, the corresponding grid cell contains information about its presence or ab-
sence in the sentences. In addition, for entities present in a given sentence, grid
cells contain information about their syntactic role reflecting whether the cor-
responding entity is a subject (S), object (O), or neither (X). Entities absent from
a sentence are signaled by gaps (–). Table 4 illustrates a fragment of an entity
grid constructed for the text in Table 3.4 Grid representation can be automati-
cally computed using standard text processing algorithms such as a syntactic
parser and a tool for coreference resolution.

Our analysis revolves around patterns of local entity transitions. These tran-
sitions, encoded as continuous subsequences of a grid column, represent entity
occurrences and their syntactic roles in n adjacent sentences. According to Cen-
tering Theory, in a coherent text some transitions are more likely than others.
For instance, grids of coherent texts are likely to have some dense columns
(i.e., columns with just a few gaps such as Microsoft in Table 4) and many
sparse columns which will consist mostly of gaps (see markets, earnings in Ta-
ble 4). One would further expect that entities corresponding to dense columns
are more often subjects or objects. These characteristics will be less pronounced
in low-coherence texts.

Therefore, by looking at the likelihood of various transition types in a text,
we can assess the degree of its coherence. To automatically uncover predic-
tive patterns, we represent a text by a fixed set of transition sequences using
a feature vector notation. Given a collection of coherent texts and texts with
coherence violations, we can employ standard supervised learning methods to
uncover entity distribution patterns relevant for coherence assessment.

4 These two tables are borrowed from the Computational Linguistics article that intro-
duced the grid representation [3].
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3.2 Application to Text-to-text Generation

The main utility of a coherence model is to automatically assess the quality of
a generated output. When a text-to-text generation system is equipped with
such a measure, it can select the most fluent candidate among possible output
realizations. These possible realizations may correspond to different orders of
the output sentences, to different sets of selected sentences, or to different ways
entities are realized within each sentence.

To validate the usefulness of the coherence model, we consider two evalua-
tion scenarios. In the first scenario, the model is given a pair of texts consisting
of a well-formed document and a random permutation of its sentences. The
task is to select the more coherent document, which in this case corresponds
to the original document. While this evaluation setup allows us to generate a
large-scale corpus for training and testing the method, it only partially approx-
imates the degrees of coherence violation observed in the output of text-to-text
generation systems. Therefore, in our second evaluation scenario, we apply the
model to assess coherence of automatically generated summaries. In particu-
lar, we use summaries collected for the 2003 Document Understanding Confer-
ence. These summaries are generated by different multidocument summariza-
tion systems, and therefore they exhibit a range of disfluencies.

In both experiments, the grid model achieves notably high performance.
For instance, the algorithm can distinguish a coherent ordering from a ran-
dom permutation with an accuracy of 87.3% when applied to reports from the
National Transportation Safety Board Accident Database, and 90.4% when ap-
plied to Associated Press articles on Earthquakes. The task of coherence assess-
ment turned out to be more challenging: the best configuration of the model
achieves an accuracy of 81.3%. The results also demonstrate that incorporating
salience and syntactic features, sources of information featured prominently in
discourse theories, leads to a consistent increase in accuracy. For example, elim-
inating syntactic information decreases the ordering performance of the model



by 10%. We also compare the performance of coherence models against content
models. While these two types of models capitalize on different sources of dis-
course information, they achieve comparable performances — content models
yield an accuracy of 88.0% and 75.8% on the two datasets, compared with the
accuracy of 87.3% and 90.4% obtained by coherence models. Recent work has
demonstrated that further improvements in performance can be achieved by
combining coherence and content models [5].

3.3 Conclusions

In this chapter, I demonstrated that automatically-induced models of text struc-
ture advance the state of the art in text-to-text generation. Our experiments
show that incorporating discourse constraints leads to more effective informa-
tion selection and increases fluency and coherence of the system output. The
key strength of the proposed discourse models is that they can be derived with
minimal annotation effort, in some cases learning from only the raw text. The
performance of these models validates the long-standing hypothesis stated by
Harris about the connection between high-level discourse properties and dis-
tributional patterns at the word level.

An important future direction lies in designing statistical models of text
structure that match the representational power of traditional discourse mod-
els. Admittedly, the models described in this chapter constitute a relatively im-
poverished representation of discourse structure. While this contributes to the
ease with which they can be learned, it limits their potential to improve the
quality of text-to-text generation systems. For instance, the models described
above do not capture the hierarchical structure of discourse, which has been
shown to be important for content planning. Another limitation of the above
models is that they capture just one aspect of discourse structure rather than
modeling text structure in a holistic manner. I believe that recent advances in
machine learning (e.g., discriminative structure prediction algorithms and un-
supervised Bayesian methods) would enable us to further refine statistical dis-
course models and consequently improve the output of text-to-text generation
systems.
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