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Themodel HYDRUS-1Dwas used to simulate soil water dynamics of full and deficit irrigated

maize grown under a rainout shelter during two crop seasons. Four irrigation treatments

were established based on the amount of water applied to fulfil crop water requirements.

Treatment D1 was irrigated to fully satisfy crop water requirements, while treatments D2

(mild deficit), D3 (moderate deficit), and D4 (severe deficit) were for increased controlled

water stress conditions. The computation and partitioning of evapotranspiration data into

soil evaporation and crop transpirationwas carried outwith the SIMDualKcmodel, and then

used with HYDRUS-1D. The soil hydraulic properties were determined from numerical

inversion of field water content data. The compensated root water uptake mechanism was

used to describewater removal by plants. TheHYDRUS-1Dmodel successfully simulated the

temporal variability of soil water dynamics in treatments irrigated with full and deficit irri-

gation, producing RMSE values that varied between 0.014 and 0.025 cm3 cm�3 when

comparing model simulations with field measurements. Actual transpiration varied be-

tween 224 and 483 mm. Potential transpiration reductions varied from 0.4 to 48.8% due to

water stress, but plantswere able to compensate for thewater deficits in the surface layers by

removing more water from the deeper, less stressed layers. HYDRUS-1D water balance es-

timates were also comparable with the corresponding ones determined with the SIMDualKc

water balance model. Both modelling approaches should contribute to improve the web-

based IRRIGA system, used to support farm irrigation scheduling in Brazil.

© 2015 IAgrE. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Improving irrigation water management for increased pro-

ductivity is a major objective of irrigated agriculture. This is
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also true for Brazil, which has a large share of theworld's fresh
water resources in the Amazon River basin, but also a large

climate diversity offering a variety of challenges. Brazil has
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Nomenclature

aD empirical parameter of the deep percolation

parametric function

bD empirical parameter of the deep percolation

parametric function

CN curve number

E potential soil evaporation, mm

Ea actual soil evaporation, mm

ETc crop evapotranspiration, mm

ETo reference evapotranspiration, mm

fc fraction of soil covered by the crop

feff mulch effective fraction of soil covered by mulch

fr mulch fraction of soil covered by mulch

fw fraction of soil cover wetted by irrigation

h pressure head, cm

H crop height, cm

Kcb basal crop coefficient

Ke soil evaporation coefficient

Ks saturated hydraulic conductivity, cm d�1

L length season stages, d

LR root domain, cm

n number of observations

p depletion fraction for no stress

P predicted values

P mean model predictions

RAW readily available water, mm

REW readily evaporable water, mm

S actual volume of water removed fromunit volume

of soil per unit of time, cm3 cm�3 d�1

Se effective saturation, cm

Sp potential volume of water removed from unit

volume of soil per unit of time, cm3 cm�3 d�1

t time, d

Ta actual non-compensated transpiration rate,

cm d�1

Tac actual compensated transpiration rate, cm d�1

Tp potential transpiration rate, cm d�1

TAW total available water, mm

TEW total evaporable water, mm

O observations

O mean observations

z vertical space coordinate, cm

Ze evaporable layer depth, m

a empirical shape parameters, cm�1

a(h) soil water stress function

b normalised root density distribution function,

cm�1

h empirical shape parameters

[ pore connectivity/tortuosity

q volumetric soil water content, cm3 cm�3

qr residual water content, cm

qs saturated water contents, cm

u(t) root adaptability factor

Subscripts

RAW readily available water

m measured FDR values, cm3 cm�3

h measured volumetric soil water retention values,

cm3 cm�3

i time, d
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zone in the north; the semi-arid northeast, the tropical and

dry central Brazil, the highlands tropical zone in the south-

eastern region, and the subtropical zone in the south.

Despite almost 70% of water being used in agriculture, irri-

gation is only carried out on 15% (5.5 million ha) of the land

while the country's irrigation potential is estimated at 29.3

million ha. As Brazil plans to expand its irrigated areas in the

next decades (IICA, 2008), there is a need to improve irrigation

water management and optimise water use and water pro-

ductivity (Pereira, Cordery, & Iacovides, 2012), particularly in

areas where water scarcity is likely to increase.

The Federal University of Santa Maria (Rio Grande do Sul

State, Brazil) has been developing the IRRIGA System

(Carlesso, Petry, & Trois, 2009), which is a web-based decision

support system (www.irrigasystem.com) aimed at improving

crop water and irrigation requirement estimates and sup-

porting irrigation scheduling, i.e. defining the appropriate

irrigation dates and volumes to be applied. The system pres-

ently monitors more than 120,000 ha every year in different

climatic regions of Brazil, including high-rainfall areas in the

south and low-rainfall areas in central Brazil. Deficit irrigation

has been considered as a valuable strategy to be implemented

with the IRRIGA system in order to maximise water produc-

tivity in water scarce regions (Rodrigues, Martins, Silva,

Carlesso, & Pereira, 2013). Irrigation is optimised when water

deficits are avoided during drought-sensitive growth stages of
a crop; outside these periods, irrigationmay be limited or even

unnecessary. Thus, the adoption of deficit irrigation implies

appropriate knowledge of crop water requirements, effects of

water deficits at the various crop growth stages on crop

physiology and yield, and the economic impacts of yield

reduction strategies (English & Raja, 1996; Paredes, Rodrigues,

Alves, & Pereira, 2014; Pereira, Oweis, & Zairi, 2002; Rodrigues

et al., 2013).

Recently, Martins et al. (2013) used the SIMDualKc model

to analyse the water balance in irrigated maize while

considering full and deficit irrigation strategies in order to

improve the background support of the IRRIGA software for

different climatic zones. Maize, one of the most important

crops in Brazil currently grown in more than 14 million ha

(FAO, 2014), has been reported to be sensitive to drought

stress during most of its growth season, particularly during

the reproductive stage (e.g., Çakir, 2004; Bergamaschi et al.,

2006; Igbadun, Salim, Tarimo, & Mahoo, 2008; Farr�e & Faci,

2009; Grassini et al., 2011). Therefore, following controlled

water deficits in maize irrigation requires precise irrigation

scheduling, which is usually carried out using advanced

simulation model predictions like those provided by SIM-

DualKc, which has the advantage of adopting the FAO dual

crop coefficient approach for partitioning evapotranspiration

into soil evaporation and crop transpiration (Martins et al.,

2013; Rosa et al., 2012).

http://www.irrigasystem.com
http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
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Martins et al. (2013) defined the irrigation scheduling by

modelling the water balance for the entire root domain using

the SIMDualKc water balance model (Rosa et al., 2012). Water

balance models are simple to use as they require very few

parameters related to the soil, plant and climatic conditions

but provide quite accurate model predictions (e.g., Liu,

Teixeira, Zhang, & Pereira, 1998; Chopart et al., 2007;

Khaledian, Mailhol, Ruelle, & Rosique, 2009), in particular

when using the dual Kc approach (Paredes et al., 2014; Zhao

et al., 2013). On the other hand, the HYDRUS software pack-

age (�Sim�unek, van Genuchten, & �Sejna, 2008) used in this

study is a state-of-the art model for simulating water, heat,

and solute transport in one-, two-, and three-dimensional

variably-saturated porous media that can become a valuable

tool for improving irrigation management under deficit irri-

gation. The model numerically solves water flow in homoge-

neous and heterogeneous soils, and water uptake by plants

relative to the various soil layers of the root domain. Thus, the

model requires more detailed characterisation of the soil hy-

draulic properties, which may not be easily obtained in many

regions of the world. Nonetheless, among other capabilities,

the model has been widely used for simulating soil water

dynamics in varied range of soils, irrigation systems, and crop

conditions (e.g., Ajdary, Singh, Singh, & Khanna, 2007; Bof

Bufon, Lascano, Bednarz, Booker, Gitz, 2012; Lazarovitch,
�Sim�unek, & Shani, 2005; Phogat, Skewes, Mahadevan, & Cox,

2013; Ramos et al., 2012; Skaggs, Trout, �Sim�unek, & Shouse,

2004). However, only a few of those studies have been sub-

stantiated with field validation. Dabach, Lazarovitch,
�Sim�unek, and Shani (2013) have also recently implemented

in HYDRUS a system-dependent boundary condition that

triggers irrigationwhen a certain soil pressure head is reached

at a specific location, something that seems particularly

interesting for implementing better irrigation practices while

considering deficit irrigation strategies.

The main objectives of this study were: (a) to calibrate and

validate the HYDRUS-1D software package tomodel soil water

dynamics in maize grown under a shelter, while considering

various treatments of full and deficit irrigation; (b) to compare

water balance results of HYDRUS-1D and SIMDualKc, taking

into account that the former computes results soil layer by soil

layer, while the latter calculates for the entire soil profile

without distinguishing between soil layers; and (c) to

contribute for improving the background information of the

web-based IRRIGA system used to support Brazilian farmers

irrigation scheduling decisions.
2. Material and methods

2.1. Location

The field experiment was conducted at the experimental field

site of the Agricultural Engineering Department, Federal Uni-

versity of Santa Maria (UFSM), Rio Grande do Sul State, Brazil

(29�4102400S; 53�4804200W; 100 m). The climate in the region is

subtropical humid, with no dry season and with hot summer,

classified as “cfa” in the K€oppen classification. Annual refer-

ence evapotranspiration averages 857 mm, while mean

annual precipitation is 1711 mm (period 1969e2005).
The soil was classified as Ultisol (Soil Survey Staff, 2006)

with a loam texture in the top soil layers and a clay texture in

the bottom layer. Disturbed and undisturbed soil samples

(71 cm3) were collected at the beginning of the experiment

from different soil layers of a representative soil profile. The

average values of the main soil physical properties are pre-

sented in Table 1. The particle size distribution was obtained

using an ASTM 151H soil hydrometer (Chase Instruments Co.,

USA). The dry bulk density was obtained by drying volumetric

soil samples (71 cm3) at 105 �C for 48 h. Soil water retention at

matric potentials between �10 and �5000 cm were deter-

mined with a pressure plate apparatus (Soil Moisture Equip-

ment Corp., USA) and between �5000 and �15000 cm were

measured with a WP4 dewpoint potentiometer (Decagon De-

vices, USA). The total porosity was determined from the par-

ticle and bulk densities.
2.2. Irrigation treatments

The field experiment consisted of irrigating maize (Zea Mays

L.) with a drip irrigation system under controlled stress con-

ditions during the growing seasons of 2010/2011 and 2011/

2012, here denoted as Crop Seasons 1 and 2, respectively. The

drip irrigation system was equipped with pressure-

compensating in-line drippers placed along the crop lines

spaced 0.5 m apart, and operating at 100 kPa with a discharge

of 1.2 l h�1. Further information on the irrigation system is

provided by Martins et al. (2013).

Four irrigation treatments (D1eD4), with four replicates

each (in plots of 3 � 6 m2), were established in both growing

seasons based on the amount of water applied to fulfil crop

water demand. Irrigation treatments were established by

combining the daily values of reference evapotranspiration

(ETo), determined using the FAO Penman-Monteith method,

and the dual crop coefficient approach (Allen, Pereira, Raes, &

Smith, 1998; Allen, Pereira, Smith, Raes, & Wright, 2005), as

follows:

ETc ¼ ðKcb þ KeÞETo (1)

where ETc is the crop evapotranspiration (mm d�1), Kcb is the

basal crop coefficient, which represents the plant transpira-

tion component (�), and Ke is the soil evaporation coefficient

(�). The present study followed that described byMartins et al.

(2013) using the dual crop coefficient approachwith themodel

SIMDualKc (Rosa et al., 2012).

Irrigation strategies were:

� Treatment D1, intended to fulfil 100% of ETc.

� Treatment D2 (mild deficit) aimed at fulfilling 84% of ETc in

Crop Season 1, and 70% of ETc in Crop Season 2.

� Treatment D3 (moderate deficit) aimed at fulfilling 64% of

ETc in Crop Season 1, and 51% of ETc during Crop Season 2.

� Treatment D4 (severe deficit) was irrigated to satisfy 43% of

ETc in Crop Season 1, and 45% of ETc during Crop Season 2.

During Crop Season 1, irrigation amounts were triggered

when the cumulative ETc reached an average of 25 mm (D1),

30 mm (D2), 36 mm (D3), and 43 mm (D4) in the respective

plots. During Crop Season 2, irrigation amountswere triggered

http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
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when the cumulative ETc reached an average of 25 mm (D1),

34 mm (D2), 40 mm (D3), and 43 mm (D4).

Irrigation requirements were complemented with rainfall

amounts of 73mm (Crop Season 1) and 95mm (Crop Season 2)

during the initial crop growth stage, i.e., during the first 18 and

20 days, respectively, to ensure an adequate and uniform

initial crop growth. During the remaining crop growth stages,

the irrigated area was protected by a rainout shelter, con-

sisting of two metallic structures of 16 � 10 m2, covering an

area of 320 m2. The rainout shelter was moved to cover the

experimental site moments before any rainfall occurred, thus

making it possible to accurately apply deficit irrigation treat-

ments throughout the growing season without influence of

rainfall.

In Crop Season 1, maize was sown on January 6, 2011, and

was harvested on May 14, 2011. Direct seeding was used, with

3 t ha�1 of dry mulch of beans on the soil surface. In Crop

Season 2, maize was sown on October 15, 2011 and harvested

on February 14, 2012. Direct seeding with 3 t ha�1 of drymulch

of oats was also practiced. A row spacing of 0.50 m, oriented

NortheSouth, and a plant density of 6.5 plants m2 were

adopted in both crop seasons. Further details of the experi-

ment conducted during Crop Season 1 are given by Martins

et al. (2013). Crop and irrigation practices in Crop Season 2

were similar.

Soil water content was measured with an FDR (Frequency

Domain Reflectometer) composed of CS616 sensors, multi-

plexers AM16/32 and a data logger CR1000 (Campbell Scienti-

fic, Inc., USA). Measurementswere taken daily, from sowing to

harvest. Measurements taken during the first daywere used to

define the initial soil water conditions in the model simula-

tion. The sensors were installed at depths of 0e10, 10e25,

25e55, and 55e90 cm, with a total of 4 sensors per plot.

2.3. Modelling approach

The HYDRUS-1D software package (�Sim�unek, �Sejna, Saito,

Sakai, & van Genuchten, 2013) was used to numerically

simulate one dimensional (1D) water flow in the experimental

plots. The 1D version of HYDRUSwas selected due to the small

spacing between emitters (0.5 m) and the relatively large

application depths per irrigation event (25e43 mm).

The variable-saturated water flow was described using the

Richards equation:

vq

vt
¼ v

vz

�
KðhÞ vh

vz
� KðhÞ

�
� Sðz; tÞ (2)

where q is the volumetric soil water content (cm3 cm�3), t is

time (d), z is the vertical space coordinate (cm), h is the pres-

sure head (cm), K is the hydraulic conductivity (cm d�1), and S

is the sink term accounting for water uptake by plant roots

(cm3 cm�3 d�1). The unsaturated soil hydraulic properties

were described using the van GenuchteneMualem functional

relationships (van Genuchten, 1980), as follows:

SeðhÞ ¼ qðhÞ � qr

qs � qr
¼ 1

ð1þ jahjhÞm (3)

KðhÞ ¼ KsS
[
e

h
1�

�
1� S1=m

e

�mi2
(4)

http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
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in which Se is the effective saturation, qr and qs denote the

residual and saturated water contents (cm3 cm�3), respec-

tively, Ks is the saturated hydraulic conductivity (cm d�1), a

(cm�1) and h (�) are empirical shape parameters, m ¼ 1� 1=h,

and [ is a pore connectivity/tortuosity parameter (�).

The soil hydraulic parameters (qr, qs, a, h, [, and Ks) were

first derived from particle size distribution and bulk density

information presented in Table 1 with the ROSETTA pedo-

transfer function (Schaap, Leij, & van Genuchten, 2001). The

parameter qr was not further modified, following �Sim�unek,

Angulo-Jaramillo, Schaap, Vandervaere, and van Genuchten

(1998) and Jacques, �Sim�unek, Timmerman, and Feyen (2002),

who found that this parameter did not influence the simu-

lated time series of q and h significantly. The inverse model-

ling approach proposed by �Sim�unek and van Genuchten (1996)

was then used to calibrate qs, a, h, [, and Ks in the different soil

layers of each treatment. The soil hydraulic parameters (qs, a,

h, [, and Ks) were calibrated using field data from Crop Season

1 (JaneMay 2011) and were validated during Crop Season 2

(Oct 2011eFeb 2012).

The unknown soil hydraulic parameters were first ob-

tained through minimisation of the difference between

observed and simulated soil water contents defined in an

objective function using the LevenbergeMarquardt nonlinear

minimisation method (Marquardt, 1963). Details of the opti-

misation procedure have been extensively described by
�Sim�unek and van Genuchten (1996), �Sim�unek, Angulo-

Jaramillo, et al. (1998), �Sim�unek, Wang, Shouse, and van

Genuchten (1998), and Ramos, Gonçalves, Martins, Van

Genuchten, and Pires (2006) and will not be given here. In

this study, the objective function F (qm, qh) was defined in

terms of the daily average volumetric water contents

measured with the FDR sensors (qm) in the plots of each

treatment, and the measured volumetric soil water retention

values at�10,�60,�330,�1000,�5000, and�15000 cmmatric

potentials (qh) determined in different layers of a representa-

tive soil profile (Table 1). qm are the average values of 4 plots

per treatment and qh are also average values relative to

various plots. The weighting coefficients were set to 1, thus

assuming that variances of the errors inside a particular

measurement set were similar (�Sim�unek & van Genuchten,

1996).

Fitting a large number of parameters simultaneously may

enhance the likelihood of non-uniqueness and instability in

the inverse solution. Thus, parameter fitting was carried out

using a sequential approach to minimise those problems. The

optimisation process was performed from the top to the bot-

tom layer, one layer per turn as described by Jacques et al.

(2002). When the hydraulic parameters of all layers were

estimated, some further tuning was done by re-estimating the

parameters of each layer until no further improvement was

achieved.

The fitted soil hydraulic parameters were then validated by

simulating soil water dynamics in Crop Season 2 using a direct

approach. Soil hydraulic parameters were only considered

calibrated when RMSEvalidation ¼ RMSEcalibration þ
0.01 cm3 cm�3 (tolerance interval). Due to the fact that the

objective function F(qm, qh) contained no information on K(h),

the optimisation process often produced similar fits to Crop

Season 1 data using different combinations of the soil
hydraulic parameters (especially, [ and Ks). Thus, a series of

restrictions were implemented in the objective function, with

[ being often fitted to �1 (Schaap & Leij, 2000) and

Ks � 100 cm d�1.

The sensitivity of the hydraulic parameters was per-

formed before model calibration based on the standard

deviation obtained during the estimation of a parameter.

This was given by the T-value, calculated as the ratio of the

estimated value parameter to its standard error. A higher T-

value indicates a lower absolute deviation parameter and

increased sensitivity of the parameter model's predictions

(Arbat, Puig, Barrag�an, Bonany, & Cartagena, 2005). Simi-

larly to Abbasi, Jacques, �Sim�unek, Feyen, and van

Genuchten (2003), the most sensitive parameters were qs,

h, and Ks.

The sink term, S in Eq. (2), was calculated as the distribu-

tion of the potential transpiration rate, Tp (mm d�1), over the

root zone using the normalised root density distribution

function, b (cm�1), multiplied by the dimensionless stress

response function, a(h), accounting for water stress (Feddes,

Kowalik, & Zaradny, 1978; Skaggs, van Genuchten, Shouse, &

Poss, 2006; �Sim�unek & Hopmans, 2009):

Sðh; z; tÞ ¼ aðh; z; tÞSpðtÞ ¼ aðh; z; tÞbðz; tÞTpðtÞ (5)

where S(h, z, t) and Sp(h, z, t) are the potential and actual

volumes of water removed from unit volume of soil per unit of

time (cm3 cm�3 d�1), respectively, and a(h, z, t) is a prescribed

dimensionless function of the soil water pressure head (0�
a � 1). The local actual compensated transpiration rate, Tac

(mm d�1), was defined over the root domain, LR, as follows

(Jarvis, 1989; �Sim�unek & Hopmans, 2009):

Tac

Tp
¼

8>>>>>>>>>><
>>>>>>>>>>:

Ta

Tp
¼

Z
LR

aðh; z; tÞbðz; tÞdz

uðtÞ ¼ 1 uc <u � 1

Ta

Tp
¼

Z
LR

aðh; z; tÞbðz; tÞdz

uc
¼ uðtÞ

uc
< 1 u<uc

(6)

where Ta is the actual non-compensated transpiration rate

(mm d�1), uðtÞ is the dimensionless water stress index, also

defined as the root adaptability factor (Jarvis, 1989), which

represents a threshold value above which root water uptake

reduced in stressed parts of the root zone is fully compensated

by increased uptake from other parts, and uc is a critical value

of thewater stress index (0 <uc � 1). Thus,whenuc �u there is

non-compensated root water uptake, otherwise compensated

root water uptake is obtained (Skaggs et al., 2006; �Sim�unek &

Hopmans, 2009). The critical stress index uc was set here at

0.8 since �Sim�unek and Hopmans (2009) hypothesised that

agricultural plantsmay have a relatively highuc and thus their

ability to compensate natural stresses is limited. Root water

uptake reduction due to water stress, a(h), was described

using the model developed by Feddes et al. (1978), where h1,

h2, h3, and h4 are the threshold pressure head parameters.

Water uptake is at the potential rate when the pressure head

is between h2 and h3, drops off linearly when h > h2 or h < h3,

and becomes zero when h < h4 or h > h1. Soil water pressure

head parameters were taken from Wesseling, Elbers, Kabat,

and van den Broek (1991), and were: h1 ¼ �15 cm;

http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
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h2 ¼ �30 cm; h3 shifted from �325 to �600 cm depending on

Tp, and h4 ¼ �8000 cm.

In this study, potential evaporation (Ep) and Tp rates in each

irrigation treatment were obtained from Eq. (1). All calcula-

tions relative to the dual Kc approach (Allen et al., 1998, 2005)

were carried out with the SIMDualKc model (Rosa et al., 2012)

and then used with HYDRUS-1D. In a review by Kool et al.

(2014), the dual Kc approach compared well with a variety of

ET partitioning approaches. Previous applications to maize,

wheat and soybeans (Wei, Paredes, Liu, Chi, & Pereira, 2015;

Zhao et al., 2013) also proved the appropriateness of model

estimation of soil evaporation through comparison of simu-

lated values with those observed with microlysimeters. In

addition, studies with tree crops have also demonstrated the

appropriateness of ET partitioning after comparing estimates

of soil evaporation with measurements taken in micro-

lysimeters, and plant transpiration with sap-flow measure-

ments (Paço, 2012, 2014).

The SIMDualKc calibration procedure sought to obtain the

crop parameters Kcb and p (depletion fraction for no stress)

relative to all crop growth stages, the soil evaporation pa-

rameters TEW (total evaporable water, mm), REW (readily

evaporable water, mm) and Ze (evaporable layer depth, m),

and the empirical parameters aD and bD of the deep percola-

tion parametric function. The calibration was performed by

minimising the differences between observed and simulated

daily available soil water (ASW) relative to the entire root

depth (60 cm) using the irrigation schedules as they were

actually applied in the field. Calibration was performed using

the experimental values observed during Crop Season 1. Based

on soil water observations, the initial depletion for the root

zone was set at 8% of TAW and the initial depletion of the

evaporable layer was set at 0% of TEW.

Martins et al. (2013) described the calibration procedure

used with the 2010/2011 dataset (Crop Season 1) where the

search of parameters was performed in various steps: (1) a set

of initial soil and crop parameters was selected to start the

calibration; (2) a trial and error procedure was developed for

selecting the crop parameters Kcb and p that minimised the

deviations between simulated and observed soil water con-

tents; (3) when Kcb and p values were in an acceptable range

and estimation errors were small and showing little variation

from one iteration to the next, trial and error was applied to

the soil parameters and the CN value; (3) a final adjustment

was applied again to the crop parameters until the referred

deviations were minimised. The calibrated parameters used

are summarised in Table 2. The validation consisted of using

the parameters previously calibrated (Kcb, p, TEW, REW, Ze,

CN, aD and bD) with data obtained in Crop Season 2. A dis-

cussion on the procedures used and related limitations is

provided by Martins et al. (2013).
2.4. Goodness-of-fit indicators

Model validationwas carried out by comparing fieldmeasured

water content values with HYDRUS-1D simulations using vi-

sual analysis and several goodness-of-fit statistical indicators,

including the regression coefficient (b), the determination

coefficient (R2), the mean error (ME), the root mean square
error (RMSE), and the modelling efficiency (EF) according to

Nash and Sutcliffe (1970). These were defined as:

b ¼
Pn

i¼1 OiPiPn
i¼1 O

2
i

(7)

R2 ¼

8>><
>>:

Pn
i¼1

�
Oi � O

��
Pi � P

�
�Pn

i¼1

�
Oi � O

�2�0:5�Pn
i¼1

�
Pi � P

�2�0:5
9>>=
>>;

2

(8)

ME ¼ 1
n

Xn

i¼1

ðOi � PiÞ (9)

RMSE ¼

2
664
Pn

i¼1 ðPi � OiÞ2
n

3
775

0:5

(10)

EF ¼ 1:0�
Pn

i¼1 ðOi � PiÞ2Pn
i¼1

�
Oi � O

�2 (11)

where Oi and Pi are the observed and predicted values at time i

(i¼ 1, 2,…, n), respectively, O and P are themean observations

and model predictions, respectively, and n is the number of

observations. b values close to 1, and ME and RMSE values

close to zero indicate good model predictions. Values of R2

close to 1.0 indicate that the model explains well the variance

of observations. Values of EF range from �∞ and 1.0, with

values close to 1.0 indicating that the residuals variance is

much smaller than the observed data variance, hence that

model predictions are good (Legates & McCabe, 1999).
3. Results and discussion

3.1. Soil water content simulations

Figure 1 presents the soil water contents measured with an

FDR system during both crop seasons in treatment D1 (full

irrigation), and compares these values with the results of the

HYDRUS-1D simulations from sowing to harvest (121 days in

Crop Season 1; 122 days in Crop Season 2). Figures 2 and 3, and

4 present the same comparisons for treatments D2 (mild

stress), D3 (moderate stress), and D4 (severe stress), respec-

tively. The amounts of precipitation and net irrigation water

applied and the respective irrigation schedules are also

shown. As referred earlier, irrigation water depths averaged

from 25 to 43 mm in the different treatments. However, in

Crop Season 2, due to an accident while managing the irriga-

tion system, treatments D1 (Fig. 1) and D3 (Fig. 3) received 82

and 102 mm, respectively, applied in a single event 83 days

after sowing (DAS).

Water content measurements increased rapidly with irri-

gation and then gradually decreased until the next irrigation

event as a result of water uptake and redistribution. Water

content variations were obviously larger near the soil surface

because root water uptake was higher there than in deeper

layers and, also, due to soil evaporation despite this being

quite small due to mulch effects. The bottom layer (55e90 cm)
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Table 2 e Crop and soil parameters used for estimating plant transpiration and soil evaporation for the FAO dual crop
coefficient approach used by models HYDRUS-1D and SIMDualKc (source for Crop Season 1: Martins et al., 2013).

Parameter Season 1 (2010/2011) Season 2 (2011/2012)

Observed

Planting date January 6, 2011 October 15, 2011

Harvest date May 14, 2011 February 14, 2012

Length stages (d):

Lini 18 20

Ldev 20 36

Lmid 62(D1); 62(D2); 51(D3); 45(D4) 46(D1); 46(D2); 41(D3); 36(D4)

Llate 21(D1); 21(D2); 32(D3); 38(D4) 20(D1); 20(D2); 25(D3); 30(D4)

H (cm):

Hini 10 15

Hdev 38 34

Hmid 230(D1); 220(D2); 210(D3); 200(D4) 240(D1); 229(D2); 218(D3); 171(D4)

Hlate 230(D1); 220(D2); 210(D3); 200(D4) 240(D1); 229(D2); 218(D3); 171(D4)

fc (�):

fc ini 0.01 0.01

fc dev 0.20 0.20

fc mid 0.90(D1); 0.90(D2); 0.85(D3); 0.80(D4) 0.90(D1); 0.90(D2); 0.85(D3); 0.80(D4)

fc late 0.70(D1); 0.70(D2); 0.65(D3); 0.60(D4) 0.85(D1); 0.85(D2); 0.75(D3); 0.70(D4)

fw (�) 0.6 0.6

fr mulch (�) 1.0 1.0

feff mulch (�) 0.9 0.9

TAW (mm) 173.0 173.0

RAW (mm) 86.5 86.5

Calibrated

Depletion fraction (�):

pini 0.5 0.5

pdev 0.5 0.5

pmid 0.5 0.5

pend 0.5 0.5

TEW (mm) 49 49

REW (mm) 12 12

Ze (mm) 15 15

Kcb ini (�) 0.20 0.20

Kcb mid (�) 1.12 1.12

Kcb end (�) 0.20 0.20

CN (�) 75 75

aD (�) 353 353

bD (�) �0.022 �0.022

L, length season stages; H, crop height; fc, fraction of soil covered by the crop; fw, fraction of soil cover wetted by irrigation; fr mulch, fraction of soil

covered by mulch; feff mulch, effective fraction of soil covered by mulch; TAW, total available water; RAW, readily available water; p, depletion

fraction; TEW, total evaporable water; REW, readily evaporable water; Ze, depth of the soil surface layer that is subjected to drying by way of

evaporation; Kcb, basal crop coefficient; CN, curve number; aD and bD, empirical parameters of the deep percolation equation (Liu et al., 2006); ini,

dev, mid, and late, crop initial, development, mid-season, and end season stages, respectively.
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also showed smaller water content variations due to its hy-

draulic characteristics, resulting from the higher clay content

(Table 1). Model simulations were able to closely reproduce

the FDR measured values during most of the crop growth

seasons. Table 3 presents the goodness-of-fit indicators

comparing measured and simulated soil water content values

for each treatment and crop season. The goodness-of-fit tests

confirmed the generally accurate model performance, result-

ing in b values that varied between 0.951 and 1.024 and

R2 � 0.92, thus not showing bias of estimation. Moreover, an

EF > 0.89 indicated that the variance of residuals was much

smaller than the variance of the observations. The ME values

varied between �0.008 and 0.008 cm3 cm�3, while the RMSE

values varied between 0.014 and 0.025 cm3 cm�3. The

goodness-of-fit indicators are within the range of values
reported for water content simulations using different ver-

sions of the HYDRUS model (e.g., Skaggs et al., 2004; Ajdary

et al., 2007; Bof Bufon et al., 2012; Kandelous, �Sim�unek, van

Genuchten, & Malek, 2011; Ramos et al., 2011, 2012; Phogat,

Skewes, Mahadevan, et al., 2013; Phogat, Skewes, Cox, et al.,

2013; Phogat, Skewes, Mahadevan, et al., 2013).

Despite the general good agreement between measured

data and model simulations, all experimental treatments

registered a small difference between 20 and 40 DAS during

Crop Season 1 (2010/2011). Model simulations produced larger

soil water contents than field measured values during this

short period which corresponded to the crop development

stage (Table 2). Thus, crop water use seems to have been here

slightly underestimated. These values were taken directly

from Martins et al. (2013), who estimated E and Tp after
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Fig. 1 eMeasured and Hydrus-1D simulated soil water contents at different depths in treatment D1 (full irrigation) relative to

Season 1 on left (a, 0e10 cm; c, 10e25 cm; e, 25e55 cm; and g, 55e90 cm) and to Season 2 on right; (b, 0e10 cm . d, 10e25 cm;

f, 25e55 cm; and h, 55e90 cm). Vertical bars correspond to the standard deviation of observations.
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integrating field water contents measurements and perform-

ing the water balance for the entire root zone with the SIM-

DualKcmodel (Rosa et al., 2012). Decreasing the initial and the

crop development length periods shown in Table 2 slightly

would probably improve HYDRUS-1D predictions during this

period. Ramos et al. (2012) provided an extensive review of the

causes related to field measurement, model input, and model

structure errors which explained the deviations between

measured and simulated water contents in their experiment,

and this could also be assumed for the current experiment.

However, the problems that relate to the representativeness

of the FDRmeasurements to describe the distribution of water

under a highly non-uniform irrigation system were here

minimised as soil hydraulic properties were calibrated in each

treatment by numerical inversion of field water content data.

Table 4 lists the calibrated parameters of the van Gen-

uchteneMualem model for the different layers of each
treatment. These parameters were first calibrated by fitting

model simulations to field water retention data measured in

Crop Season 1, and then validated by testing the calibrated

parameters in soil water content simulations during Crop

Season 2. The parameters Ks and a showed the largest vari-

ability, with a coefficient of variation of 137 and 67%, respec-

tively, when considering all layers in the different

experimental plots simultaneously, and between 70e112%

and 30e72%, respectively, when considering the soil hydraulic

parameters by soil layer. The large variation of Ks values with

depth was related to the increase of clay and decrease of sand

content in the bottom soil layer and, mainly, due to the effect

of no tillage and mulch, applied every crop season during the

last five years on a soil previously under natural pasture, on

soil structure. A review by Strudley, Green and Ascough (2008)

showed that Ks tends to be higher under no-tillage but actual

responses vary with soil characteristics and water regimes.
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Fig. 2 e Measured and Hydrus-1D simulated soil water contents at different depths in treatment D2 (mild deficit irrigation)

relative to Season 1 on left (a, 0e10 cm; c, 10e25 cm; e, 25e55 cm; and g, 55e90 cm) and to Season 2 on right; (b, 0e10 cm . d,

10e25 cm; f, 25e55 cm; and h, 55e90 cm). Vertical bars correspond to the standard deviation of observations.
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Similar results were reported by Cavalieri et al. (2009) for

Brazilian soils. Reichert, Suzuki, Reinert, Horn, and

H€akansson (2009) reported a high decrease of Ks with depth,

varying with compaction, for Brazilian soils similar to those

used in this study. Blanco-Canqui and Lal (2007) reported that

mulched treatments had a Ks 123 times greater than the non-

mulched soil, which results from the increase of micro- and

macroporosity due to reduced soil disturbance and straw

mulch. If these results explain the observed high vertical

variability of Ks, they still do not prove that the great differ-

ence between the upper and lower soil layers in this study is

definitely correct. Table 4 shows that the standard error of Ks

was quite large particularly for the bottom layer. A study

aimed at understanding the variability of the soil hydraulic

properties including Ks is now beginning.
The coefficients of variation obtained for qr and h were

always lower than 11% whether grouping the soil hydraulic

parameters by layer or by considering the entire set. Similar

behaviour was reported by Abbasi et al. (2003). Thus, by cali-

brating the soil hydraulic properties in each layer of the

various treatments, the numerical inversion technique

allowed the effect of soil variability on model simulations to

be included. One other advantage of this approach was that it

also broadly considered the effect of different characteristics

of the soil matrix and macropore channels on soil water dy-

namics. These soil characteristics cannot be assessed with

conventional methods formeasuring soil hydraulic properties

(Cameira, Ahuja, Fernando,& Pereira, 2000), but were probable

important in our experiment since soil structure has probably

been benefiting from no tillage practices for quite some years.
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Fig. 3 e Measured and Hydrus-1D simulated soil water contents at different depths in treatment D3 (moderate deficit

irrigation) relative to Season 1 on left (a, 0e10 cm; c, 10e25 cm; e, 25e55 cm; and g, 55e90 cm) and to Season 2 on right; (b,

0e10 cm . d, 10e25 cm; f, 25e55 cm; and h, 55e90 cm). Vertical bars correspond to the standard deviation of observations.
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3.2. Water balance and water deficits

Figure 5 shows the evolution of soil pressure heads for the

different treatments. These are the corresponding soil pres-

sure heads of the HYDRUS-1D simulated water content values

presented in Figs. 1e4. During Crop Season 1, soil pressure

heads in treatments D1 and D2 were maintained perfectly

within the interval in which water uptake was at the potential

rate, i.e., between h2 and h3. With SIMDualKc, it was also

observed that the soil water content was always kept above

the water stress threshold (Martins et al., 2013). Thus,

applying less water in D2 was not enough to reduce the po-

tential transpiration during Crop Season 1. Soil pressure head

values in treatment D3 were also maintained between h2 and

h3 during the first 50 days. They then dropped to be between

h3 and h4 during drier periods, increasing againwith irrigation

to soil pressure heads above h3. However, Fig. 6 shows that
root water uptake was not affected in treatment D3 (Tp ¼ Tac)

during the entire Crop Season 1 as maize was able to

compensate for reduced root water uptake from more

stressed regions of the root zone by removing more water

from less-stressed soil regions where water was held with

smaller capillary forces, thus more easily available to the

plants. In this case, maize was able to remove more water

from the soil layer between 55 and 90 cm depth which

remained unstressed during most of Crop Season 1 (soil

pressure heads close to h3). A similar condition was observed

with SIMDualKc, which has shown that soil water contents

were kept above the water stress threshold. As explained by
�Sim�unek and Hopmans (2009) relative to HYDRUS behaviour,

water uptake increase (compensation) is maximum in parts of

the root zone where the root water uptake is optimal, equal to

zero in parts of the root zonewhere the pressure head is below

the wilting point or above the anaerobiosis point, and
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Fig. 4 eMeasured and Hydrus-1D simulated soil water contents at different depths in treatment D4 (severe deficit irrigation)

relative to Season 1 on left (a, 0e10 cm; c, 10e25 cm; e, 25e55 cm; and g, 55e90 cm) and to Season 2 on right; (b, 0e10 cm . d,

10e25 cm; f, 25e55 cm; and h, 55e90 cm). Vertical bars correspond to the standard deviation of observations.

Table 3 e Goodness-of-fit indicators resulting from comparing measured and simulated soil water contents.

Treatments b (�) R2 (�) ME (cm3 cm�3) RMSE (cm3 cm�3) EF (�)

Season 1 (2010/2011)

D1 1.024 0.920 �0.008 0.019 0.899

D2 1.001 0.921 0.000 0.020 0.905

D3 1.022 0.937 �0.007 0.022 0.929

D4 1.009 0.973 �0.002 0.014 0.972

Season 2 (2011/2012)

D1 0.989 0.947 0.003 0.017 0.941

D2 1.013 0.938 �0.001 0.025 0.918

D3 1.010 0.970 �0.001 0.017 0.962

D4 0.951 0.963 0.008 0.023 0.947

D1, full irrigation; D2, mild deficit; D3, moderate deficit; and D4, severe deficit.

b, regression coefficient; R2, coefficient of determination; ME, mean error; RMSE, root mean square error; EF, model efficiency.
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Table 4 e Soil hydraulic parameters estimated by numerical inversion with HYDRUS-1D.

Treatments Soil depth (cm) qr (cm
3 cm�3) qs (cm

3 cm�3) a (cm�1) h (�) Ks
a (cm d�1) [ (�)

D1 0e10 0.052 0.435 (0.012) 0.018 (0.003) 1.438 (0.044) 50.0 (28.3) �1.00

10e25 0.052 0.423 (0.012) 0.013 (0.002) 1.400 (0.042) 10.0 (4.0) �1.00

25e55 0.064 0.376 (0.013) 0.007 (0.002) 1.500 (0.093) 20.0 (2.0) �1.00

55e90 0.103 0.454 (0.008) 0.006 (0.001) 1.300 (0.039) 3.0 (0.9) 0.00 (0.1)

D2 0e10 0.052 0.425 (0.015) 0.011 (0.002) 1.560 (0.057) 10.0 (3.5) �1.00

10e25 0.052 0.366 (0.013) 0.006 (0.001) 1.750 (0.082) 5.0 (1.8) �1.00

25e55 0.064 0.330 (0.009) 0.003 (0.001) 1.819 (0.193) 5.0 (3.6) �1.00

55e90 0.103 0.456 (0.009) 0.003 (0.001) 1.600 (0.120) 0.4 (0.2) 1.00 (3.0)

D3 0e10 0.052 0.386 (0.015) 0.011 (0.002) 1.400 (0.034) 50.0 (15.2) 0.18 (2.04)

10e25 0.052 0.354 (0.010) 0.006 (0.001) 1.450 (0.033) 10.0 (1.7) �1.00

25e55 0.064 0.359 (0.012) 0.005 (0.001) 1.614 (0.058) 10.0 (7.0) �1.00

55e90 0.103 0.432 (0.006) 0.002 (0.000) 1.500 (0.127) 0.2 (0.1) �0.45 (1.84)

D4 0e10 0.052 0.448 (0.017) 0.010 (0.002) 1.418 (0.022) 100.0 (117.3) �1.00

10e25 0.052 0.434 (0.016) 0.007 (0.001) 1.430 (0.022) 50.0 (31.7) �1.00

25e55 0.064 0.334 (0.008) 0.002 (0.000) 1.430 (0.037) 1.7 (1.1) �1.00

55e90 0.103 0.420 (0.007) 0.001 (0.000) 1.300 (0.047) 1.6 (1.2) 0.65 (3.31)

qr, residual soil water content; qs, saturated soil water content; a and n, empirical shape parameters; Ks, saturated hydraulic conductivity; [, pore

connectivity/tortuosity parameter; D1, full irrigation; D2, mild deficit; D3, moderate deficit; D4, severe deficit.
a Values in brackets correspond to the standard error of the estimated values.
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proportional to the water stress response for other pressure

head values. Treatment D4 showed a contrasting behaviour.

Here, maize was not able to fully compensate the water defi-

cits shown in Fig. 5 by extracting more water from the deeper

layer. Thus, HYDRUS-1D results showed that potential tran-

spiration decreased due to water stress in Treatment D4 after

day 50 (Fig. 6). Both HYDRUS-1D and SIMDualKc models

behaved similarly but the interpretation relative to compen-

sation of water uptake is more clear with HYDRUS-1D, though

it is not evident that the gain in information justifies the more

detailed soil parameterisation of this model.

Figures 5 and 6 show that thewater deficits imposed during

Crop Season 2 were more pronounced than in Crop Season 1.

During season 2, treatment D1 showed soil pressure heads

usually varying between h2 and h3. However, soil pressure

heads also increased above h1 for a short period (day 83) in the

surface layer due to the irrigation incident reported earlier,

and decreased below h3 during the late ripening period. This

later water deficit caused a small decrease of potential tran-

spiration between days 116e121 (Fig. 6). Treatments D2 to D4

showed long periods in which soil pressure heads were

maintained between h3 and h4. Thus, Fig. 6 shows that po-

tential root water uptake reductions (Tp > Tac) due to water

stress increased in those treatments. D4 registered the longest

stress period (from day 50 to harvest). While the compensa-

tion mechanism was able to remove more water from deeper

layers, this was never sufficient to reach Tp in any of the

treatments, as was observed during Crop Season 1.

Table 5 shows the components of the water balance esti-

mated with the HYDRUS-1D model in the different experi-

mental treatments. During Crop Season 1, potential root water

uptake reduction due to water stress [(TP � Tac)/TP � 100] was

only observed in treatment D4 (26.8%). During Crop Season 2,

potential root water uptake reductions due to water stress

were 0.4, 11.8, 18.5, and 48.8% in treatments D1, D2, D3, and

D4, respectively. Table 5 also shows that, if the compensation
mechanism had not been considered, Tp reductions due to

water stress would have been more pronounced. During Crop

Season 1, treatments D3 and D4 would have resulted in Tp

reductions of 3.2 and 30.1%, respectively, due to water stress.

During Crop Season 2, Tp reductions would have been

0.8e1.7% greater than those observed when considering the

compensationmechanism. Thus, the value ofuc ¼ 0.8 adopted

in this study seems reasonable since, as referred earlier,

maize has a limited ability to compensate for natural stresses

(�Sim�unek & Hopmans, 2009).

Despite the fact that SIMDualKc does not specifically

consider root water uptakewith compensation, results closely

resemble the ones obtained with HYDRUS-1D (Table 6) for the

components of the water balance estimated with the SIM-

DualKc model for both crop seasons. During Crop Season 1,

only treatments D3 and D4 registered root water uptake re-

ductions of 0.3 and 19.6% due to water stress. During Crop

Season 2, Tp reductions due to water stress reached 1.0, 14.6,

15.7, and 36.6% in treatments D1, D2, D3, and D4, respectively.

The main difference was thus registered in treatment D3

during Crop Season 1 where HYDRUS-1D showed that maize

was able to compensate the water stress deficit while SIM-

DualKc did not (although Tp reduction was only 0.3%).

Although,uc may need to be better calibrated formaize (or any

other crop) in future applications, the compensation mecha-

nism seems to be a more realistic approach when simulating

the root zone than non-compensation. �Sim�unek and

Hopmans (2009) showed how neglecting root water uptake

compensation by plant roots in water stress conditions could

result in significant errors when estimating plant transpira-

tion and the soil water balance. Differences between the

models result therefore from the fact that a mechanistic

approach is used in HYDRUS-1D with discrimination of the

various soil layers, while a soil water balance is applied to the

entire root zone in SIMDualKc. However, in a model like the

one incorporated in the IRRIGA software it is not possible to

http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
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Fig. 5 e Hydrus-1D simulated soil pressure heads, for Crop Season 1, on left (a: 0e10 cm; c: 10e25 cm; e: 25e55 cm; g:

55e90 cm), and for Crop Season 2, on right (b: 0e10 cm; d: 10e25 cm; f: 25e55 cm; h: 55e90 cm). The crop stages are: I: initial;

II: crop development; III: first part of mid-season; IV: second part of mid-season; V: late season. The threshold hydraulic

heads used with the soil water stress model are: h1, h2, h3 low, h3 high and h4. Water uptake is at the potential rate when the

pressure head is between h2 and h3, drops off linearly when h > h2 or h < h3, and becomes null when h < h4 or h > h1. (The

length of the mid-season stage decreased from D1 to D4).
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adopt a layered approach because parameterisation has to be

simple.

Tables 5 and 6 further show that actual evaporation (Ea)

values, calculated based on the availability of water in the soil

profile, were relatively low due to the soil mulch, varying be-

tween 24 mm in treatment D4 and 33 mm in treatment D1

during Crop Season 1, and between 29 mm in treatment D4

and 42mm in treatment D1 during Crop Season 2. HYDRUS-1D

estimates for percolation varied between 33 and 83% of the

water applied during Crop Season 1, and between 22 and 47%

during Crop Season 2. Figure 7 shows the daily percolation of

water through the bottom of the soil profile computed with

HYDRUS-1D. Percolation values were higher during the initial

crop season stage when the crop was not yet sheltered from
rainfall. During Crop Season 1, 22% of the total amount of

percolation in treatment D1 occurred during this stage, while

in treatmentD4 that value reached 67%. During Crop Season 2,

the corresponding values were relatively similar, with 36 and

62% of the water percolating during the initial crop stages due

to rainfall in treatments D1 and D4, respectively. The influ-

ence of rainfall on percolation values was thus obviously

greater in treatments under stress conditions (D3 andD4) than

under no-stress conditions (D1 and D2). Figure 7 also shows

that despite the large depth of water applied in D1 and D3

during Crop Season 2 at day 83, percolation values did not

increase dramatically as the soil was relatively dry and was

able to store most of the irrigation water applied. The perco-

lation values estimated with SIMDualKc (Table 6) were

http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
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Fig. 6 e Potential (Tp) and actual transpiration (Tac) and soil evaporation (E) in Crop Season 1, on left (a: D1, full irrigation; c:

D2, mild deficit; e: D3, moderate deficit; and g: D4, severe deficit), and in Crop Season 2, on right (b: D1, full irrigation; d: D2,

mild deficit; f: D3, moderate deficit; and h: D4, severe deficit).
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relatively similar despite the percolation function included in

this model is empirically based (Liu, Pereira, & Fernando,

2006), but which parameters were calibrated together with

other crop and soil parameters as described in Section 2.3.

Nevertheless, actual evaporation and actual transpiration

were very similar when comparing both models.

The usability of input data for the IRRIGA software is worth

discussion. Weather data used in the system is collected from

a network of automatic weather stations (Carlesso et al., 2009).

Basic soil hydraulic parameters are obtained from local sam-

pling and analysed in the laboratory. Crop data is provided by

users with the help of technical staff visiting the areas.

Therefore, it is possible to use a model like SIMDualKc when

crop parameters such as those listed in Table 2, mainly crop

height and the fraction of soil covered by the crop, are

routinely observed in the field, or when collected field data

becomes part of specific databases that can create sets of
default values that can be associated with crops and regions.

The length of crop stages, which are given in Table 2 in days,

are often used in IRRIGA as cumulative growth degree days.

These aspects are progressively being implemented in IRRIGA,

where data on crop coefficients are also being upgraded. The

usability of HYDRUS-1D is more difficult because the re-

quirements of layered soil information on soil hydraulic

properties, even when pedotransfer functions are available, is

quite demanding.
4. Conclusions

The HYDRUS-1D model successfully simulated the temporal

variability of soil water dynamics in treatments irrigated with

full and deficit irrigation Based on model simulations, actual

transpiration varied between 224 and 331 mm during Crop

http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
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Table 5 e Water balance estimated with HYDRUS-1D for each treatment.

Treatments Net
rainfall
(mm)

Net
irrigation
(mm)

D Soil
storage
(mm)

Percolation
(mm)

R þ I þ SeP Actual
evaporation

(mm)

Potential
transpiration

(mm)

Compensated
actual transpiration

(mm)

Non-compensated
actual transpiration

(mm)

E þ Tac Water
balance
error (%)

R I S P E Tp Tac Ta

Crop season 1

D1 68 369 �11 83 365 33 331 331 331 364 0.22%

D2 68 300 �34 42 360 31 330 330 330 361 �0.25%

D3 68 207 �93 33 335 29 313 313 303 342 �1.90%

D4 68 108 �110 44 242 24 306 224 214 248 �2.10%

Crop season 2

D1 90 391 �84 47 518 42 485 483 475 525 �1.24%

D2 90 235 �149 22 452 32 485 428 422 460 �1.69%

D3 90 231 �109 26 404 28 464 378 372 406 �0.47%

D4 90 108 �103 43 258 29 475 243 241 272 �4.65%

D1, full irrigation; D2, mild deficit; D3, moderate deficit; and D4, severe deficit.

D Soil Storage ¼ qfinal � qinitial.

Water balance error ¼ (inputs � outputs)/inputs � 100.

Table 6 e Water balance estimated with SIMDualKc for each treatment.

Treatments Total
rainfall
(mm)

Total
irrigation
(mm)

D Soil
storage
(mm)

Percolation
(mm)

R þ I þ S � P Mulch
storage
(mm)

Actual evaporation
(mm)

Potential
transpiration

(mm)

Actual transpiration
(mm)

E þ T
(mm)

Water
balance error

(%)

R I S P E T

Crop season 1

D1 73 389 �3 86 379 25 33 331 331 364 �2.15

D2 73 316 �19 33 375 21 31 330 330 361 �1.72

D3 73 218 �89 24 356 16 29 313 312 341 �0.26

D4 73 113 �122 23 285 10 24 306 246 270 1.62

Crop season 2

D1 95 412 �98 83 522 26 42 485 480 522 �4.30

D2 95 248 �129 23 449 18 32 485 414 446 �3.18

D3 95 243 �122 39 421 17 28 464 391 419 �3.26

D4 95 113 �140 17 331 10 29 475 301 330 �2.59
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Fig. 7 e Daily percolation in Crop Season 1, on left (a: D1, full irrigation; c: D2, mild deficit; e: D3, moderate deficit; and g: D4,

severe deficit), and in Crop Season 2, on right (b: D1, full irrigation; d: D2, mild deficit; f: D3, moderate deficit; and h: D4,

severe deficit).
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Season 1, but only treatment D4 registered root water uptake

reductions due to water stress (26.8%). Soil pressure heads in

treatments D1 and D2 were always kept between the interval

which maximises root water uptake, while the compensation

mechanism inHYDRUS-1D allowedmorewater to be removed

from the deeper, less stressed layers in treatment D3, thus

compensating for the water deficits in the surface layers.

During Crop Season 2, actual transpiration varied between 243

and 483 mm. The stress conditions imposed during this sea-

son were more pronounced and root water uptake reductions

varied 0.4e48.8%, depending on the stress conditions. Results

from the SIMDualKc water balance model were similar.

The HYDRUS-1D model proved to be an effective tool for

understanding water dynamics processes through the various

soil layers, thus allowing root water uptake in the different

layers to be observed and therefore to have some evidence of
the mechanisms that led to or compensated water stress for

the crop. This was the main advantage over the SIMDualKc

model since ET was partitioned between soil evaporation and

crop transpiration with this model. By contrast, the larger

requirements for soil hydraulics parameterisation in

HYDRUS-1D give an advantage to SIMDualKc, whose param-

eterisation is much easier. Nevertheless, using the informa-

tion provided by both models was helpful to improve the

capabilities of the irrigation scheduling model used with the

IRRIGA System. However, this system still requires a pur-

poseful setting up of a focused database and the revision of

the technical procedures and configurations based on

frequently collected field data. Meanwhile, for future studies

the rainout shelter facilities need to be better explored to

allow an improved perception of water stress impacts at

different crop growth stages.

http://dx.doi.org/10.1016/j.biosystemseng.2015.02.001
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