View metadata, citation and similar papers at core.ac.uk

brought to you by i CORE

provided by LSE Theses Online

Plasticity, Life History and Inclusive Fitness: An
Evolutionary Demography Perspective on Individual
Variation in Fertility and Fertility Preferences in

Contemporary Britain

Paul Samuel Mathews

A thesis submitted to the Department of Socialdyadif the
London School of Economics and Political Scienadlie

degree of Doctor of Population Studies / Demography
London, August 2011


https://core.ac.uk/display/9302991?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Declaration

| certify that the thesis | have presented for exation for the MPhil/PhD degree of the
London School of Economics and Political Sciencesately my own work other than
where | have clearly indicated that it is the wofkothers (in which case the extent of any
work carried out jointly by me and any other persodlearly identified in it).

The copyright of this thesis rests with the autl@@uotation from it is permitted, provided
that full acknowledgement is made. This thesis matybe reproduced without the prior
written consent of the author.

| warrant that this authorization does not, toltlest of my belief, infringe the rights of any
third party.



Abstract

This thesis consists of three papers that explar@aton in individual fertility and fertility
preference. The setting for all three papers istmemporary UK, though the conclusions
have utility for a general understanding of humentility. All three papers are motivated

by theories arising from evolutionary biology, mimally inclusive fithess theory and life

history theory.

The first two papers investigate actualised feytéind whether patterns of fertility in
contemporary Britain are consistent with includiteess theory. Both papers conduct
secondary data analysis of the British HousehotteP&tudy. Inclusive fitness theory
predicts that because relatives share genes andodi may obtain fithess benefits by
increasing the reproduction of a relative. Ressigport this hypothesis showing that for
contemporary British women kin having more oppoitias to influence reproductive
decision-making is associated with pro-fitnessilfgrioutcomes. In the first paper I find
kin accelerate the transition to first birth, ahd second paper shows kin also accelerate

the transition to second birth.

The final paper tests a different hypothesis derivem evolutionary theory. Life history
theory predicts that reproductive strategy shoalgetplasticity’ and be liable to alter as
perceived environmental risk changes. This papes pamary data collected from
University students using an internet experimexk famds that priming respondents using
preceding questions on mortality does alter repdeeility preferences, though the effects
depend upon the priming, fertility preference measund the sex of the respondent. The
paper also has methodological relevance as it dstrades the potential for ‘context

effects’ from preceding questions to influencergygorting of fertility preferences.

All three papers present evidence that the incautpor of theories from evolutionary

biology have utility in the understanding of conferary fertility patterns and processes.
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INTRODUCTION
1.1 Fertility context of the study population

Human fertility is puzzling. Looking at virtuallgny population’s long-run time-series
Total Fertility Rate (TFR) and one of the few catsncies will be volatility over time e.g.
Livi-Bacci (2001). In this thesis | will be lookinag fertility and fertility preferences in
Britain since the early 1990s. From the earliesbrés British fertility has also been
consistently volatile. In the 1540s English femdiad around 4.5 children (Wrigley and
Schofield 1981). This decreased to around foudchil per women in early T&entury

and then increased again to around six childrenvpenen by the onset of industrialisation
in the late 18 century (Wrigley and Schofield 1981). Britain themtered the demographic
transition and from the 1870s fertility rates desed until they fell below replacement
level (two children per women) in the 1930s (Colaraad Salt 1992). The post-war baby
boom saw fertility rates rise again to peak atdtuleildren per women in the early 1960s
before falling back to below replacement level g id-1970s (Hobcraft 1996).

Over the last two decades fertility rates in the &€l across European societies have
continued to change markedly. Throughout the 199@sity rates were drifting
downwards and in the UK the TFR reached the loeest recorded level of 1.63 in 2001.
Since then fertility has surprisingly reboundedhwhe TFR in the UK 2008 reaching 1.97
before falling back slightly to 1.96 in 2009 (ONS1B). Goldstein, Sobotka et al. (2009)
have argued that this pan-European fluctuation doeget have a satisfactory
explanation. This thesis is broadly looking atifiytin contemporary Britain over the last
twenty years and it aims to help further understentlity patterns and processes through

the application of evolutionary theory

As well as changes occurring in overall fertilihete have also been considerable changes
in the length and composition of the reproductieeiq and its components: the age of

first birth, the birth intervals between each clalttl the age that reproduction ceases. Over
the last twenty years the reproductive period lenkshifting backwards with the mean
age of first birth increasing from 25.8 years i®190 27.6 years in 2009 and the mean age
of any parity birth from 27.8 years to 29.4 yearsrahe same period (ONS 2010; Ni

Bhrolchain, Beaujouan et al. 2010). Though at Hreestime there seems to be shortening



inter-birth intervals for females, certainly folofe with a higher education (Rendall and
Smallwood 2003). This is likely to be partly a puotiof postponement as a late age of
first birth leaves a relative short ‘childbearingdow’ whereby further births must be
compressed into a shorter period before fecunthtyssto decline. Less is known about
contemporary patterns for the age of last birtht ean only be calculated at end of a
cohort’s reproductive life. But it is certainly tkase, as can be seen from the age specific
fertility rate profile (Figure 1), that there hasdm an increase in childbearing at later ages.
Figure 1 also highlights the variance in reprodigpatterns: despite relatively similar
TFR’s in 1991 and 2009, the age specific pattesndhearly changed.

Figure 1: Female Age-Specific Fertility Rates, Emgl and Wales 1991 - 2009
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The rates above are calculated for females, anagephic researchers have traditionally
tended to focused on female fertility (Greene aimtiBcom 2000; Preston, Heuveline et
al. 2001). Whilst at a population level female ifiégyt equals total fertility, it is wrong to
assume that similar trends have occurred for bates Male reproduction has different
age (ONS 2010) and socio-economic profiles (Nettié Pollet 2008). As well as variance
by sex empirical studies have also shown substatitiarences in British (female) fertility
over a whole range of measures, such as educ&emdéll and Smallwood 2003),
ethnicity (Coleman and Dubuc 2010), country of ori romans, Natamba et al. 2009)
partnership arrangements (O’Leary, Natamba et0dl0p local area deprivation (Nettle
2011). Such is the variation that Sigle-Rushtord@G@rgues that one of the most striking



features of British fertility patterns are the ‘pounced’ differences that occur beneath the

aggregate level trends.

Three fertility variables are analysed in this the$wo are actualised fertility measures
and are limited to female fertility: i) the transit to first birth and ii) the transition to
second birth. The last paper then investigateseiit)lity preferences, defined broadly to
include ideals, expectations and value of childrerasures, and measured for both males
and females. This last paper does not use repegsentlata, instead opting for a smaller-
scale experimental method. The relationship betViertitity preferences and actualised
fertility is explored in more detail in the papertjto put fertility preferences in context,
during the period 1991-2007 females’ intended fammite has consistently exceeded the
TFR, though over this period they varied less tienTFR, fluctuating between 2.0 to 2.16
intended children (Ni Bhrolchain, Beaujouan e28l10). | am only aware of four papers
that actually use representative data for detaifeadysis of fertility preferences in the UK
(Smallwood and Jefferies 2003; Berrington 2004BNrolchain, Beaujouan et al. 2010;
lacovou and Tavares 2011).

1.2 Theoretical context

‘An understanding of human evolution, particulatthe effects of environmental
constraints on age-specific fertility and mortaldifers insights not only into our past but
into modern problems that are both large scale argent’ (Clarke and Low 2001, page
633)

This thesis falls within the nascent sub-discipliélemography known as ‘evolutionary
demography’ though it is sometimes labelled undiéerént terms such as ‘ecological
demography’ (Low, Clarke et al. 1992; Low 1993) aodhetimes as a subset of
‘biodemography’ (Carey and Vaupel 2005; Carey 2@i8)s the ‘biosocial’ approach
(Casterline 1995; Udry 1996; Foster 2000). Whilgiletionary demography might be
considered a ‘new’ field within the discipline, theenomena used to explain actualised
and attitudinal fertility levels in this thesis Wwilot appear terribly controversial to many
demographers. The two explanatory variables thatlyse are ikin influenceon

actualised fertility and iiperceived mortality risk’nfluence on fertility preferences.
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The relationship between family and fertility haseh part of the social scientific discourse
for decades e.g. Davis and Blake (1956) and Youwadgvdilmott (1957). Similarly
demographers can trace the link between mortatitifartility all the way back to
Malthus's first essay (1798). However, evolutionbigiogical theories provide a new
underlying theoretical underpinning that looks b&ybowa given relationship is

occurring and focuses avhyit is occurring. As noted by Clarke and Low (20013%

often the case that differences between demogrsimer evolutionary biologists are
simply that the former do not link empirical pattetback to ‘ultimate explanations’.

Both demographers (Bongaarts 1978) and evolutiobiatggists (Tinbergen 1963) divide
causal factors of behavioural differences into yimeate’ and ‘ultimate’ classifications.
Though there are some differences between theptirses in what would be an ultimate or
proximate level explanation. For demographers tleodéten a continuum of causal factors
from the highly proximate to more ultimate. As gbthetical example a standard
demographic explanation may say that fertility daorease at the proximate level because
there is increased use of a particular type ofreaeptive, at a more intermediate level
because of the implementation of a family planrpnggramme, and finally, at the most
‘ultimate’ level of explanation, because of changethe population’s cultural and socio-

economic structure that increase the demand foityfgatanning.

For evolutionary biologists all of the above chag®uld be considered ‘proximate’ level
mechanisms. Ultimate and proximate causes have oiaaler distinctions here due to the
pioneering work of Niko Tinbergen (1963). Tinberget out that explanations of
behaviour should answer four questions: ‘Tinbergdour ‘whys’. These answers provide
explanations for a particular behaviour at foufediént levels. These explanations are
firstly divided between genotypic and phenotypiels. The genotype being the genetic
composition of the individual; the phenotype beling expression of the particular suit of
genes within a given environment. Factors thatcatfee phenotypic manifestation of the
behaviour are considered to be proximate factardeFgen’s proximate level mechanisms
are then divided between (1) the immediate mechaisvhich result from current
environmental stimuli, and (2) the role of ontogétine developmental environment) in
forming the behaviour. At the ultimate genotypeclahe behaviour needs to be explained
with regards to (3) its ultimate evolutionary funct (how the behaviour helps maximise

fitness) and (4) the phylogeny of the behaviow éitolutionary origins, which can be used
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to explain observed behaviours which are not adeptiut may have been in an ancestral

environment).

In the terminology of evolutionary biology, ‘ultirted level explanations of behaviour are
those which explicitly link to the evolution of thehaviour and the ancestral environment.
Research that does not explicitly take into accewotutionary origins is classed as
looking at proximate factors. This is simply howokitionary biologists since Tinbergen
have classified their work. In no way is reseatthe ultimate level inherently better than
that conducted looking at the proximate level. §mme (human) behavioural questions it
is not necessarily useful to consider evolution ium&lmore appropriate to focus on
proximate level factors. For example, to explaityws English generally spoken by
humans in England?’, an ultimate level explanationld require the researcher to link to
the evolutionary benefits / costs of complex comiration, variance in genes associated
with language (i.e. showing there is not an ‘Erngbpeaking’ gene), how infants and
children learn from the vocal communications magether members of their community
etc. A proximate answer could ignore these asptadts,as a given that healthy human
offspring are born with a capacity to learn langjaand instead focus on why the
language that children heard during their develagaie/ears in a region of north western
Europe was a mixture of Latin and Germanic langsaghis is a rather extreme example.
However, for the study of variance in human chitlioey, | will argue over the next two
sections that linking back to evolution (and thereftaking what is called an ultimate

perspective by biologists) may add utility ovepeoximate only’ approach.

Whilst evolutionary biologists look at ultimate Eexplanations, the proximate
mechanisms must not be ignored. It is importarsetoout that the notional dichotomous
competition in explanation between either genetature’ verses phenotypic
environmental ‘nurture’ is now fundamentally repti{Ridley 1993). All behaviour is
somewhat genetically constrained and similarlyekyeression of all genes will be
influenced to some extent by the environment. Resipeness to different environments is
fundamentally adaptive at the ultimate level. ‘Btaty’ to a changing environment will
allow an individual member of a species to morergppately mould its behaviour to the
challenges with which it is presented. Phenotyfastity is a technical term used by
evolutionary biologists to describe and explairhbweithin-individual variation (an

organism can change its phenotype over time irorespto environmental conditions) and
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between-individual variation of organisms of thensaspecies (individuals with the same
or similar genotypes can develop different phenesyip response to different
environmental stimuli) (Price, Qvarnstrom et al0o2) The concept of plasticity is highly
important for the evolutionary theories used irs tiiesis.

1.2.1 Evolutionary approaches to the study of huiretmaviour

There are several approaches that seek to incaepevalutionary biology into the study

of human behaviour (Laland and Brown 2002; Browitkids et al. 2011). The
fundamental tenant of such theories is that alaoigms, including humans, are descended
from those within previous generations who sucediygbassed their genes into future
generations. However the approaches differ in floeins on one of Tinbergen’s four
explanations. Today, there are three main evolatipapproaches to the study of human
behaviour: Human Behavioural Ecology, EvolutionBsychology and Cultural Evolution
(Laland and Brown 2002). The Human Behavioural &gpland Evolutionary Psychology
approaches take a traditional perspective by |lagpkirthe consequences of Darwinian
genetic selection on contemporary human behaviduitural Evolution however uses
components of Darwinian ‘selection’ in culturallvat than genetic terms. A classic
example being the description of units of cultdrahsmission as ‘memes’, which circulate
and diffuse within a culture (Dawkins 1976). Sualiof the fittest is thus based on the
memes that most successfully survive and repli€awatemporary Cultural Evolutionary
research rarely uses a pure ‘memetics’ perspebtivé does place more emphasis on
socially learned behaviour. There are of courserst major difference between cultural
and genetic evolution. The speed of change in @ll&volution can be much faster due to
far shorter ‘generations’ and whilst alleles andegeare relatively clearly defined the
boundaries of a ‘meme’ are far fuzzier. Howevempared to the standard social science
approaches Cultural Evolution models do place rearphasis on understanding the
evolutionary origins, ultimate adaptive functiomglgotential biases in the social
transitions of information (Boyd and Richerson 19BE&ckmore 1999; Mesoudi, Whiten
et al. 2004; Richerson and Boyd 2005).

This thesis explores fertility and fertility pre&rces in contemporary Britain with a
theoretical basis broadly rooted in Human Behawablcology, though with some
influences from Evolutionary Psychology. There swee important differences between

these approaches. Human Behavioural Ecology (BoofiekMulder 1991) has grown out
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of the zoological discipline of Ethology / BehavialEcology and stresses the role of
behavioural flexibility in assisting an organismatapt to their environmental conditions.
Evolutionary Psychology (Tooby and Cosmides 198%kBw, Cosmides et al. 1992)
arose more out of cognitive psychology and placeatgr emphasis on the modularity of
human cognitive processes. Evolutionary Psychadiegend to look for specific
psychological adaptations, whilst Human Behavio&@logists look for adaptive
behaviour. Both are looking for ultimate level exqpations for behaviour though Human
Behavioural Ecology analyses how behaviour vareds/éen populations whilst
Evolutionary Psychology places more emphasis oveusals in human cognition. A key
concept in Evolutionary Psychology is thus the Emwvnent of Evolutionary Adaptiveness
(the EEA), which is often described as the condgiof the Pleistocene; the historical
epoch about 250,000 to 10,000 years ago duringhatimee modern humanklomo
sapiensgevolved. Evolutionary Psychology has focused @nw homplex and novel
modern environments differ from the EEA which hed fo maladaptive behaviour, as
previous adaptations now engender non-fithess maixigibehaviour. A classic example
being that in ancestral environments it was adegtweadily consume available sugars
and fats as both were scarce yet nutritionally irtged. This lead to the evolution of
cognitive systems with high pleasure rewards froendonsumption of these foodstuffs. In
our contemporary environment the abundance of fagfars and fats combined with high
pleasure rewards for their consumption leads tel$eof consumption that cause

maladaptive outcomes such as chronic obesity gralitydiabetes (Buss 1990).

The differences in theoretical emphasis have ladt@nce in the types of analysis
conducted. Human Behavioural Ecology has typidaityised on quantitative
ethnographic data from traditional resource-poaret@s, whilst Evolutionary Psychology
has looked at contemporary high-income populatibtethodologically Human
Behavioural Ecology has undertaken more correlatistudies of real behavioural
outcomes, whilst lab studies are more common, thawag universal, as a method in
Evolutionary Psychology. Human Behavioural Ecoltggend Evolutionary Psychologists
are often in different academic departments, withformer regularly being located within
(Biological) Anthropology departments. Despite #hdgferences, in the words of Laland
and Brown ‘there is little that is genuinely incoatiple about their explanations or
methodologies’ (2002, page 317) and most of theareh in the different subfields of

human evolutionary behavioural sciences is best asdeing complementary (Sear,
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Lawson et al. 2007). | will return to the more sfiegredictions and empirical work from
these approaches regarding my particular topiooteanporary low fertility in sections
1.2.3and 1.2.4.

1.2.2 Integrating biological and social approachheshuman behaviour

As set out earlier, the variables used in thisighiesexplain fertility would not be
considered controversial by most demographers. fiteless when researchers from a
biological background have attempted to incorpottagg theories into the study of human
behavior there has been resistance to these iddaparoaches from many in the social
sciences. Mesoudi, Veldhuis et al. (2010) giveaheasons for this: first, particular
branches have shifted from being social sciencésiteanities and have adopted what
Mesoudi, Veldhuis et al. believe to be epistemalally non-scientific perspectives which
are incompatible not just with evolutionary biologyt with the scientific method in
general. This is not necessarily a criticism: sstause such work is not scientific does not
mean that it is not interesting or useful. A secorabson is that hostility to evolutionary
theory has been caused by misunderstandings tfi¢loey itself by many social scientists.
This has perhaps the greatest potential for coorecAs Dunbar (2010) notes, the social
sciences separated from the biological sciencésg ieahe 20" century, when large
components of contemporary evolutionary theoryyetdo be developed. As such, social
scientists may hold outdated views of evolutiorthlories and associate it with eugenics
or Social Darwinism. This is not solely the faultsocial scientists. It is also the case that
inappropriate or badly constructed applications\adlutionary theory have popularised
misconceptions of the use of evolutionary theorlguman behavior to social scientists e.g.
(Kanazawa (2006) see critique by Dickins, Seat.€R807). This thesis attempts to
incorporate the rigorous application of contemppearolutionary theory into the

understanding of fertility.

A final reason given by Mesoudi, Veldhuis et aDXR) for the lack of integration of the
social and biological sciences is that social g@enoften have been interested in
phenomena which appear to be quite removed frorugenary biology and for which
they have considered evolutionary explanationstmbufficient or inadequate. In
particular, social scientists regularly look at @mergence and operations of large
cooperative human institutions and, more pertiryeiotl this thesis, rapidly changing

trends in human behaviors. This is particularly amant with regards to human fertility.
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The demographic transition has seen the rapidraeofi fertility in most societies since the
start of the 18 Century, though the speed and onset of the tiansias varied
tremendously between populations. The declinertilifg, and contemporary low levels of
fertility, are in fact considered by Vining (198®)be ‘the central theoretical problem’ for
the application of evolutionary biological modetsstudy of humans. This is because
evolutionary biological models are based on theragsion that the organisms are
attempting to maximise their Darwinian fitness. §8hould mean that those with greater
resources are better able to increase their fitndsish should lead to greater numbers of
offspring. In humans Vining (1986) argued that riéxerse relationship is seen whereby
those with the greatest resources actually havithest fertility. Understanding
contemporary low human fertility is therefore aallif important task for evolutionary

biologists who seek to incorporate humans intor ttr@iss-species theories of behaviour.

The speed with which fertility has declined may éalso been a contributory factor for
demography’s relative lack of integration with astbnary biological principles, as
biological explanations were discarded becausspked of the demographic transition is
clearly too fast to be the product of genetic etioluof the population. This is an example
of social scientists failing to fully appreciatedamnderstand complex biological
explanations. As noted by Kaplan (2003), numerdhercspecies have plasticity in their
reproductive strategies and are able to rapidér #iteir reproductive behavior to fit

changes in the local ecology.

Of all the social science disciplines demographacisially one of the best suited for
integration with evolutionary biological theoriés.fact, in the case of demograpttys is
more a case of ‘reintegration’ (Sear 2009). Chddasvin was famously influenced by
Thomas Malthus. Early pre-war pioneers of demogyapith as Alfred Lotka and
Raymond Pearl were also highly engaged in bioldgessearch (Carey and Vaupel 2005).
The disciplines separated in the post-war periodhe reasons outlined above. In recent
years, however, there appears to be a renaissépugelation theory within the discipline.
For example, Sear (2009) analysed the use of vagwalutionary terms in the text of
three of the top demographic journd&epulation Studies’ ‘Demographygnd‘Population
and Development Revieand found that there has been substantial relgtmeth since
the 1970s in the use @volutionary’ and‘Darwin’ when compared to terms such as

‘Anthropology’and‘Psychology.’
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Demography and evolutionary approaches fit togetteth First, demography is
traditionally highly quantitative, which fits welith the hypothesis-testing approach of the
scientific method. Secondly, both fertility and nadity are directly relevant to fitness and
thus predictions drawn from evolutionary theoryndtly, demography has for many
decades been uncertain over the role of theoryimitte discipline, and it has been said
more than once that demography ‘lacks a theoryh(¢al952; Keyfitz 1984). This lack of
theory is due to the diverse origins of the disogl One version, the more formal side, is
in essence a methodological approach based arbarahlculation of vital rates from life
tables such as the life expectancy and the TFRn&ladlemography can be traced back to
John Graunt's analysis of mortality in"l€entury of London. This form of demography is
essentially an applied branch of statistics amglrather appropriate that the first life tables
were constructed by an astronomer, Edmond Hallayl{##2000). According to Pavlik
(2000), asking whether this type of demography seedoverarching theory is
inappropriate, and is the equivalent of asking Whestatistics, mathematics or logic needs
an overarching theory. That is not to say thatthdeles and their statistical outputs do not
contain implicit theoretical relationships. Lifdotas show the progression of a theoretical
population from one age to the next and a stangiactice is to produce separate life
tables for males and females (Preston, Heuveliaé 8001). In effect age and sex are the
explanatory variables for this form of demograpthpugh it is of course possible to

separate life tables by other variables.

The second version of demography is the wider ‘petmn studies’ approach to
demographic phenomena (McNicoll 1992). Here caosagxplanation and understanding
the processes of demographic phenomena are of gnaater importance (Ni Bhrolchain
and Dyson 2007). Overarching theoretical explanatare of much greater utility for this
side of demography, and it is interesting that \és3&952 call for population studies to
incorporate more dynamic processes beyond lifesalvhs echoed by Hobcraft (2006)

more than fifty years later.

1.2.3 Demographic and evolutionary theories ofiligrtvariance
There have been numerous attempts made by demegsaplexplain fertility variation
using theoretical models. Most attention has fodusethe demographic transition, though

many of the theories also apply to fertility vagarin general. Standard demographic
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fertility theories can be broadly divided into tgmups (Newson, Postmes et al. 2005).
First, there are the more economically minded tiesowhich focus on fertility decision
making by individual actors, who make broadly ratibdecisions when allocating
resources to maximise their utility. Second, tremeemore sociological models that put

emphasis on the role of wider social actors inlfigrdecision making.

Looking first at the economic rational choice madéhe most prominent of these theories
would be Becker’s micro-economic household modelshe utility of children (1960;
1991), but other approaches should also be inc|ddedxample intergenerational wealth
flows theory (Caldwell 1982), the ‘supply and dentiamodel looking at the desire for
children and the capacity for fertility regulati@asterlin and Crimmins 1985) and
McDonald’s (2000) gender equity theory on incoresistes in equity between individual

and familial institutions.

The rational choice approach can be summarisdteibeélow quotation from Becker’s
original article on fertility ‘Children are a source of psychic income or datton, and,

in the economist's terminology, children would basidered a consumption good... As
consumer durables, children are assumed to protudéty.” The utility from children is
compared with that from other goods via a utilitpdtion.’ (pages 210-211, 1960).
Fertility at the aggregate level is determined angnindividual (rational) choices.
Fertility decline occurs due to changes in thatutilinction whereby a smaller number of
higher quality children provide greater utility tharger quantities of children. A smaller
number of children provide more utility because¢hare i) greater costs through higher
investments in children (such as increasing edoicptind ii) greater opportunity costs
from other forms of consumptions. As the socio-@toit context changes so too should

fertility.

How do these rational-choice economic theoriewitthin an evolutionary perspective?
First, it is important to stress that such theoaiegsnot entirely counter to an evolutionary
approach. Fertility as the product of a quantitglgqy trade-off fits well with the (human)
behavioural ecological school of evolutionary bggtdLam 2003). | explain this in more
detail on pages 20 and 21. However, it is necedsamy an evolutionary perspective to
explain at the ultimate level how and why humansed an ability to make ‘rational’

choices in the allocation of resources to maxiratday. In evolutionary biology the
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answer is simple, utility is clearly defined aséss (genetic representation in future
generations), though there are of course many-wéfdeand possible errors when an
organism is seeking to maximise its fitness (siectha trade-off between survival, current
reproduction, future reproduction). Traditionalgtional choice economists do not
explicitly define utility in fithess terms, and Bear’s (1960) approach broadly definitely
utility as ‘what consumers maximise.’ Differencesveeen the economic and evolutionary
approaches occur when economists’ definition dforel utility’ does not overlaps with
‘fitness’, though as | will discuss later it is impant to avoid a naive assumption that

genetic fitness is maximised simply through haxasgnany children as possible.

There are two problems with a purely economioreti-choice explanation for fertility.
First the entire construction of rational utilis/being criticised within the discipline.
Prominent economist such Robert H. Frank arguethieaé is ‘often’ violation of ‘the

most fundamental axioms of rational choice’ (page2D05) and that the growing
influence of ‘behavioural’ economics within the djdine will shift economics towards a
much closer aligned with evolutionary theory. Tkeand problem was that empirical
evidence such as the Princeton European FertildjeEt (1986) showed there was
relatively little correlation between fertility diéwe across historic European, and changes
in the economic determinants that should haveedlttve costs and benefits of children.
Instead it was factors related to the flow of inf@tion from an existing low fertility
community, such as shared language or religiot,si@med to predict on onset of fertility

decline.

From the 1980s a second group of theories on nomielsgical models put greater
emphasis on the role of wider social actors inlfgrdecision making. For example,
Cleland and Wilson (1987) and Van De Kaa (1987¢@kmphasis on the importance of
the diffusion of social norms regarding family, Idiearing and contraceptives. There is
again another evolutionary discipline, cultural letion, where there is a relatively good
fit between it and the sociological models abowegilllagain discuss this in more detail
later on, though the ultimate level link betweea slocial models and evolutionary
adaptiveness is that humans evolved strong s@aatihg mechanisms to help maximise
their fitness. Humans will alter their behaviourfitanto the behavioural norms of those
around them on the basis that such norms are likebg beneficial in the given ecology.

Sharing information will often be of mutual benefitie problem with social orientated
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models is that whilst they explain the process whefertility decline spreads around a
given geographic area, they cannot explain the nlyidg logic of why fertility started to

decline in the first place.

Both of the models above do provide some insidiat fiertility patterns. Nevertheless due
to the range and variation in socio-economic cematt at which the demographic
transition occurred, Mason (1997) has argued toaimgle theory is entirely satisfactory
from a causal perspective. Szreter (2009) has fyotteer arguing that with regards to

historical fertility decline the notion of a genksable transition is invalid.

Both Mason and Szreter focused their criticismantility decline theories but the
problems here are also relevant to explanationsdotemporary fertility variance. As
noted earlier Western European fertility rates hawgrisingly recently increased
(Goldstein, Sobotka et al. 2009), and fertilitytpats in the UK continue to maintain
substantial variance between sub-groups (Sigle4Ru2008). Most studies of
contemporary fertility do not include a value fbetextent of the variance explained in the
analysis, but when it is included it is often qudw (less than 10%) (Tavares 2010). The
same problem of low explanatory power also affltbs study of mortality, as seen from

standard predictors of longevity in industrialisedintries (Christensen and Vaupel 1996).

The weakness (or lack) of satisfying demographeoties has led demographers to look
for new theoretical directions in the study of iféyt These have added new variables to
the standard set of socio-economic factors foripted fertility; interesting ‘new’

variables included into fertility analysis (by rasehers who are not explicitly evolutionary
orientated) include: personality (Tavares 2010)aawtwork density (Kohler, Behrman et
al. 2000), intergenerational effects (i.e. sibsdige) (Murphy 1999) and happiness
(Margolis and Myrskyla 2011). Amongst these newrapphes have been calls for the
incorporation of a biological and evolutionary pestive and such calls have appeared in
many leading demographic journals e.g. (Davis 19B8y 1995; Casterline 1995; Udry
1996; Wilson 1999). The incorporation of such medeto the analysis of mortality has

led to biodemography entering into what Wachte©O@as called its ‘adolescence’.

There are a number of evolutionary theories fola@rpmg variance in fertility and

contemporary low fertility. | will set out some thfe main explanations. The first
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explanation is that humans do not have a diredtedés children per se but have a
predisposition towards finding sexual activity @eeable, which in the absence of
contraceptives leads to childbearing (Pérusse 1P8tts 1997). But in contemporary
environments modern contraceptives and safe abarigan that optimal levels of sexual
activity can occur with very low levels of fertiit This explanation is very much from the
Evolutionary Psychology stable which stresses thldaptive nature of contemporary
behavior in novel environments to which our spebigs not adapted. However, if this was
the sole mechanism then given the effectivenesaeaogptability of modern contraceptive
Morgan and King (2001) can justifiably turn the gtien on its head and asked ‘why have
children in the 2% century?’ Whilst ‘unplanned’ births do occur, Margand King (2001)
argued that most births in high contraceptive plenvae populations like the UK require an
active decision to have a child.

The second approach is based around the predigmositvards nurturing (Foster 2000).
The maximisation of genetic fitness requires ndy o@production but that an individual's
offspring survive until they too can reproduce. &k to other species, human children
and infants are extremely dependent and requirsgtautial investment for prolonged
periods of time. To ensure child survival Fostguais human adults would have evolved a
predisposition to enjoy the nurturing of childramd that this is a key component in

fertility and fertility preferences over and abaveimple sex drive. This approach is useful

for understanding why the vast majority of indivadisihave at least one child.

Both the above hypotheses relate to relativelyensal predispositions that are seen across
human populations, though of course with some idda&l variation. Both are useful for
explaining the current aggregate level of fertilitythe UK. Fertility is low, due to
contraceptives breaking the link between sex afldlaring, but not at zero due to the
continued desire to nurture. They are howeverudssful for explaining variance in

fertility seen between sub-groups of the populaionthe changes seen over the last few

decades.

A Human Behavioural Ecology argument for the vaz&am human fertility is that fertility
is adaptively responding to current conditions.eLike economic rational choice school
decisions are taken (not necessarily consciously) giwen resources that maximise an

outcome. As stated earlier human behaviour ecdkgre more specific in the outcome
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maximised, which is fitness, as measured by gengpiesentation in subsequent
generations. However, genetic fithess will not pgmised by blindly maximising the
number of offspring. Such a strategy is likelyg¢ad to insufficient investment in each
child and thus compromises the long term viabuityhe strategy. Investment is necessary
not only for survival but to ensure that any offagrare able to viably compete to
reproduce within their generation. In contempo@rgumstances, with low levels of
mortality and vast potential for parental investtnémay ‘pay’ in evolutionary terms to
have a smaller family (Mace 2000; Kaplan, Lancasted. 2002; Lawson and Mace

2010). An important component of this perspects/that fitness is relative to immediate
competition, so human fertility responds to smedlls ecologies. The nation-state as a unit
of analysis is therefore far too large to represenévolutionarily relevant community.

This then allows for the negative association betweealth and fertility at national or
regional levels that so exercised Vining (1986)isTi& because most national populations
are highly heterogeneous. Mace (2000) arguesriaimogenous modern populations the
association remains positive, and this can be segmall-scale studies (Weeden, Abrams
et al. 2006; Gurmu and Mace 2008) or with numemrdrols for heterogeneous factors
such as education (Fieder, Huber et al. 2005; Hp2006; Nettle and Pollet 2008).

However, a problem remains. For reduced fertibtyh&ve an evolutionary pay-off it needs
to increase long run fitness i.e. it must increhgefrequency of genes in subsequent
generations. It could be adaptive to reduce fasiig in one generation but this should
lead such offspring to be at an advantage in sulesggenerations. This does not appear
to be the case, at least as measured by the nwwhberviving grandchildren (Kaplan,
Lancaster et al. 1995). A potential solution t@ thwioblem is that one component of the
quantity- quality trade off could be extra-somaticerited wealth, so that low fertility
maximises both offspring and wealth in the nextegation (Mace 1998). But such an

approach is not strictly fitness maximisation.

Finally, there is the Cultural Evolution side whistnesses the importance of human social
learning and this approach links back to the sogichl demographic models. Human
have substantial capacity to learn from one anahdrit is argued that the transmission of
cultural information may lead to non-adaptive lewvdls of fertility. In particular, Boyd

and Richerson (1985) have argued that the transmis$ social norms will be biased so

that those with high status will have disproporéibcultural influence and individuals will
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be more likely to follow the behaviour of high statindividuals. In modern societies those
achieving high status may do so at the cost obdymtive success, and this low level
fertility may then be imitated in the wider poputet. Whilst acknowledging the
importance of social information for our species tpproach still has problems. Whilst
humans are capable of learning, our species hasvobted what Nettle would call a
‘generalized ability to be indoctrinated' (2009y@233).

In human and non-humans the environment considistbfecological and social inputs. It
is important to stress that the demographic antléwoary theories outlined above are not
mutually exclusive. It is interesting that both theman evolutionary behavioural
approaches and the traditional demographic side peaduced parallel literatures which
seem to split between looking at fertility from@st/benefit perspective or from a more
social/cultural angle. It would seem appropriatedaclude that both hold some utility.
Some of the variation in fertility could be duenb@ladaptive explanations, whilst some of

the variance could be down to adaptive functiorsr@Brhoff Mulder 1998).

1.2.4 Inclusive fitness theory and life historyaiye

In this thesis | am using two evolutionary orieaththeories. They will be explained in
more detail in the relevant papers. Briefly, thedictions tested in the first two articles are
drawn from inclusive fitness (kin selection) the@ramilton 1964). This theory stresses
that in some circumstances the evolutionary fitredéss individual organism can be
optimised not through direct reproduction but iedtty by inducing/aiding reproduction in
a relative who can pass on the genes that arecshateeen the two relatives. This means
that individuals who are more influenced by theiatives should often have higher
fertility than who are more influenced by non-relas. If such a pattern is seen then the
species is classified as ‘cooperative breeding]’ whether humans are ‘co-operative
breeders’ remains an open research question (Mat8ear 2005). Changing kin
influence was one of the first evolutionary dematpia theories proposed for explaining
fertility variance and decline in humans (Turke 908t has recently been extended to
hypothesise that the kin orientation of a soci#veek may influence the transmission of

norms in the network which in turn influence fetyil(Newson, Postmes et al. 2005).

The hypothesis tested in the final paper derivesfiife history theory (Roff 1992; Stearns
1992). This theory stresses the plasticity of (hnymaproduction and how there are
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numerous related sets of trade-offs in the allocatif resources, for examples between i)
survival, growth and reproduction, ii) future reguation and current reproduction, iii)
mating and parenting effort and iv) offspring quamand quality. All of these trade-offs
are affected by environmental risk and so increpparceived risk in the environment
should alter reproductive strategies. The reseksrsto support this hypothesis, but | have
written up the paper to highlight the effect of dnshanges in the priming environment
from a methodological and survey design perspectwrdch has particular utility for
demography. I believe this is an innovative waighlighting the uncertainty contained

in fertility preferences that has been pointedlpubther authors e.g. Ni Bhrolchain,
Beaujouan et al. (2010). Such uncertainty is exguefrom a plasticity-orientated life

history view of human reproductive strategy.

1.3. Methods

This thesis follows the hypothesis testing methiosiceentific enquiry. Hypotheses are
drawn from theory. These hypotheses are testedemithirical data. The results are either
in the predicted direction, and thus suggest tatheory is true, or they are not in the
predicted direction and thus are evidence thatheery is false. Popper’s classic thesis of
falsification sets out that a scientific theorynesver completely proven true, but for a
theory to be scientific it must be possible for &gl evidence to prove that it is false
(Popper 1959).

However, it is important to avoid ‘naive’ falsifiwan. If my results are not in the predicted
direction it would be inappropriate to concludetttiney falsify general evolutionary
theory, the application of evolutionary biologyltomans, or inclusive fithess and life
history theory. Keetlar and Ellis (2000) argue tiieet more nuanced version of falsification
as set out by Lakatos (1970, 1978) is more apgvfotutionary psychology. This approach
stresses two important points. First theories aneadly falsified on the weight of evidence
(not just a single piece of evidence). Secondlgottes are falsified relative to competing
theories and so falsification of a component dieoty does not mean the complete
abandonment of theory, as the theories’ scope eandulified. A classic example of
Popperian falsification is the hypothesis ‘all swamne white’ which is falsified by the
presence of a ‘black swan.” Taking a more Lakatoperspective we would first be

sceptical as the purported ‘black swan’ may hawentanother black water-bird that has
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simply been misclassified as a swan. Secondlyligmvery of black swans in Australia
did mean that the theory ‘all swans are white’ Vedsified, however the theory could still

be modified to ‘all indigenous European swans dneey

On the first point on the weight of evidence, kst here and as should be seen throughout
the thesis, and the conclusions in this thesisiardinal’ but merely pieces of evidence

and that replication is critical. All three papeontain sections detailing the limitations

and competing alternative explanations for the nlegbphenomena. When looking at
‘ultimate’ theory, it is possible that alternatigeolutionary mechanisms could have
produced the observed results perhaps as a by-grofithe evolution of other traits. The
most significant alternative ultimate explanatisthrough adaptive personality variance, |
explain this in more detail on pages (86-89).

The second point on the changing scope of thearigarticularly important for

Behavioural Ecological work given its concern wetloss-species comparison and intra
species’ plasticity to given environments. In thistftwo papers | will be testing inclusive
fitness theory using data from the BHPS (Britistubkehold Panel Survey). The theory that
is at risk of being falsified is thusmtinclusive fithess theory, nor even whether humans
are cooperative breeders, but the applicationafigive fitness theory within a specific
geographic and temporal setting. It would of colmsgossible to falsify the statement that
humangper seare cooperative breeders, but this would requirgigcal evidence from
many different populations in different socio-ecomo and ecological positions. Such

work is beyond the scope of this thesis.

As | will explain in greater detail in the papemsyst of the research on human cooperative
breeding has occurred in resource-poor societiesjtaould be that the theory is limited
scope and does not fit the behaviour of resoudehruman populations. The environment
of the contemporary UK is very different to the Eowments of Evolutionary
Adaptiveness, whilst resource-poor environmentgesbably closer to such

environments. So the contemporary UK, as repredentdhe BHPS, presents a new and
interesting dataset to test hypotheses drawn flosritheory. Following the logic of
falsification the theory that humans in resour@#rsocieties like the UK demonstrate
cooperative breeding behaviour is never ‘accedtatdimore ‘not falsified’, however if

effects in the predicted direction are found irs thovel environment then this should
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stimulate more research on this issue of humaneratipe breeding in such environments.
Regardless of the results seen here, the veryelini@sting of this theory in such settings
means more research with different operationatisatof the dependent and explanatory
variables, additional control variables and usiiifgtent datasets is necessary before

opinions are formed on the weight of evidence anabs of this particular theory.

The final paper is motivated by life history thedmyt due to its methodological write up

the focus is more on the hypothesis that precegiirggtions in general influence the
reporting of fertility preference. Clearly agairethcope of hypothesis matters, as | sets out
in the discussion and general discussion sectibtigopaper, my experiments represent a
test of a limited and specific range of precedingsiions and fertility preference

measures.

1.3.1 Specific methodologies

Behavioural Ecological work on non-humans has d@el/isumerous methods for testing
hypothesis, though two principal techniques arssgpecies comparison and intra-species
experimental manipulation (Krebs, Davies et al.3)980oth comparative and experimental
approaches are also used in the social sciencégtli@mpe 2001) but for ethical reasons it
is obviously not always possible to directly emptbg techniques of non-human
Behavioural Ecology on the study of humans. | didicuss the ethical considerations of

the research in the next section.

The statistical techniques required for human coatpee studies are more complex than
for non-humans due to our species’ greater ecadbgied cultural diversity. In the first

two papers | use correlational methods on obsematata. Specifically | used discrete-
time event history analysis to measure the assogibetween indicators of kin influence
on the progression to a first birth and then sdépfréo a second birth (Allison 1984; Box-
Steffensmeier and Jones 2004). This techniquescsvaidely utilised in Human

Behavioural Ecology as the time-varying naturehef technique fits nicely with
Behavioural Ecology’s focus on the plasticity ofifitan) behaviour. More details on the
techniques are found within the papers themseWagsality, in as much as it can be
inferred, is due to what Goldthorpe (2001) would ttee ‘robust association’ seen between
these indicators and the occurrence of a birth.adseciations are robust as they are seen

after numerous controls have been put in placefairly representative sample of the
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British population, and so there is relatively agdexternal validity’ in the

generalisability of the results (Shadish, Cookle2@01). Some caution is still necessary
as there will always remain the possibility thag #ssociation is confounded by an
unobserved variable. In this case the unobseraadhle that has the greatest potential to
confound the observed relationship is personahtyance, however as | set out it is not

possible to include an appropriate control.

In the final paper | employ experimental methodan®#mised groups are created that are
theoretically systematically identical except foreananipulated characteristic; in this case
the preceding ‘priming’ questions that the partits received prior to measurement of
their fertility preferences. Statistical analysused to examine the differences between
the groups, and the observed differences are atiddlio the manipulated characteristic.
Experimental studies have strong ‘internal validi§hadish, Cook et al. 2001), though as
the participants were recruited from a non-probigfylurposive sample caution should be

exercised in the extent to which the results camlgeneralised.

Demographers are often interested in aggregatelgiopulevel phenomena (Ni

Bhrolchain and Dyson 2007), whilst evolutionarylbgists have generally focused on the
individual (Low, Clarke et al. 1992). This is besatevolutionary biology has long noted
that selection works on the level of the ‘selfigiehe rather than at the group or population
level (Dawkins 1976). So it is genetic competittbat drives evolutionary selection. This
can occasionally be seen within individuals, eanedic imprinting (Haig 1993), though
generally within a population it is inter-individusompetition, or cooperation, that is of
interest to evolutionary biologists. Nevertheldsyé¢ have been substantial movements in
demography towards individual level analysis. Indiial-level statistical methods are
employed here, as has become standard within pepuktudies, which has adopted both

theory and techniques from many other disciplines.

1.3.2 Ethics

The first two papers on kin influence on actualitetility have limited ethical
considerations as they used secondary data frofHIRS (British Household Panel
Survey). The Institute of Social and Economic Regeadministers the BHPS and the

data are used in accordance with the Ethical Gimiglelof the Social Research Association.
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For the final paper there were several ethical icemations that needed to be taken into
account. In terms of informed consent, necessaayl iluman research, the allocation
webpage made clear the broad nature of the quediging asked, though it did not
jeopardise the validity of the study by explicififating that it's experimental nature. The
final page of the survey did provided participanith de-briefing. Secondly, the mortality
primes had the potential to be upsetting for redpats, for example those who had
recently suffered a bereavement. So the coverigg ptatedfor most people, these
guestions are unlikely to cause emotional distrelesvever, you are free to decline
participation in this study for any reason at aflou can decline participation immediately
or at anytime during the questionnaire. If you fththking of a response to one of these
guestions upsetting please skip on to the nextigme®r close the questionnairdri
addition ‘Cannot say’ and/ or ‘Prefer not to sagtions were included throughout to allow
respondents to easily skip questions. In the defibg section | included my contact email
address where | requested that participants comtadt they had any concerns, queries or
wished to be informed about the results. Nearlytgigarticipants contacted me, none of
whom reported any distress in taking part in theesy Finally, due to the sensitive and
personal nature of the information being collecbaf the datasets created maintained the
anonymity of the respondent and were stored sgcurebtained full ethical approval

from the LSE Research Ethics Committee ofi ®&tober 2008 prior to the collection of

any data.

1.4 Structure of the thesis

This thesis consists of three papers that are loiighable quality and they have been
written in a format appropriate for publicationdrpeer review journal. For an academic
paper to be publishable it must succinctly commatei¢he necessary information to the
reader. Canter and Fairbairn (2006) argue thatlestthat are too long, poorly structured
or lack a narrative are more likely to be rejedtethe peer review process, ho matter how
original the contribution to knowledge To ensysablishability’ my papers omit
considerable analysis that was necessarily undartddut whose inclusion would have
made the papers far too dense. Much of this wor&fexenced in passing and is often
simply sensitivity analysis, which generally confs the assumptions in the presented
models. | will include each paper as an entityfinself, but the second paper is followed

by a section of supplementary material that wifplexe in greater detail the additional
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analysis conducted for this paper. Neverthelesshitee papers differ in length. This

reflects their different aims and objectives.

All three papers were written with different audies and target journals in mind. The
thesis is inter-disciplinary covering in detail wdrom evolutionary biology, demography
and survey methodology. Paper one covers the tiram$o a first birth and has been sent
to a demographic / social science jourii@mographic ResearcPaper two covers the
transition to a second birth but is going to bersitted to an evolutionarpurnal,

Evolution and Human BehavidPaper two covers in more detail the substantive
theoretical arguments, particularly in the disocoissin the causal nature of the reported
associations. This information is relevant for betlkin influences papers but as noted
earlier substantial theoretical discussion is noam@mon in the evolutionary field than in
demography. Indeed, rather than undertaking engbiaicalysis, whole tranches of
evolutionary biology are devoted to the modelliigh@oretical populations and traits (e.g.

Journal of Theoretical Biology, Journal of Mathemsat Biology).

The three papers structure of this thesis reflieroad range of literature and methods
that | have sought to engage with over the last years. All three papers are nevertheless
coherently motivated around the central approadBediavioural Ecology and all three
highlight the importance of Behavioural Ecologitadtors in the reproductive strategies

seen in contemporary Britain.
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PAPER ONE

Does the Kin Orientation of a British Female’s Soal Network influence her Entry
into Motherhood?

Abstract

This study investigates whether a female’s entry motherhood is influenced by the kin
orientation of her social network. We use data ftamBritish Household Panel Study
(BHPS) and define kin orientation as the numbeetztives who a female reports within
her three closest non-household friends. Discigte-event history analysis is undertaken
to measure the risk of a first birth, controllimay household composition and socio-
economic background. We find that having more kione’s close social network
increases the risk of first birth at all ages, fgjimg relatives may influence fertility

behaviour in this population.

1. Introduction

Interest in the relationship between relatives mpiioduction has waxed and waned. In the
immediate post war period until the 1970s subsdhatiention was given to this area,
particularly focussed on the assumption that caulpkeng within extended families would
have higher fertility than those living in nucldauseholds (Davis and Blake 1956; Young
and Wilmott 1957). The appeal of this topic theamsed to decline, partly due to
methodological and conceptual problems (Burch aedd8ll 1970). However, two recent
developments in demographic research have reiratigdiinterest in this relationship.

First, seminal work in the 1980s on models of aqaltdiffusion established the importance
of social networks for fertility behaviour (Boyd@Richerson 1985; Cleland and Wilson
1987). Second, increasing interactions betweeruéeokary biology and demography have
directly raised interest in the effects of kin eproduction. Evolutionary biology’s theory
of inclusive fitness predicts that genetic relasivave more reproductive interests in
common than non-relatives (Hamilton 1964). Evolodiry demographers are therefore
specifically interested in kin, since they are sbeial network members who theoretically

should have the most influence on reproductive \eba
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The body of empirical evidence testing inclusitadss predictions on human
demographic patterns is small, but it is rapidigvgng. This research has largely been
conducted on high fertility populations. Here, vge @ dataset from a low fertility
population, the UK, to test whether the risk ofratfbirth at all ages is influenced by kin
orientation. As a secondary aim, we examine thergatl pathways through which kin
could influence reproductive behaviour, by investilgg whether frequency of contact
with kin or their geographical proximity matters rao

2. Literature review

2.1.  Social networks and fertility

In recent years substantial research has beentakderto better understand the effects of
social network characteristics on various reprogedttitudes and behaviours
(Montgomery and Casterline 1993; Kohler 1997; Momery and Chung 1999; Kohler,
Behrman, and Watkins 2000; Kohler, Behrman, andkiNget2001; Behrman, Kohler, and
Watkins 2002; Madhavan, Adams, and Simon 2003; &€ir2003; Rindfuss et al. 2004,
Sandberg 2005; Kuziemko 2006; Helleringer and Kioh@5; Musalia 2005; Avogo and
Agadjanian 2008; Mace and Colleran 2009; Keim, iéay and Bernardi 2009; Borgerhoff
Mulder 2009; Hensvik and Nilsson 2010). Relativélle of this social network orientated
research has focused on actualised fertility ouexyraxceptions being Madhavan et al
(2003), Kuziemko (2006) and Hensvik and Nilssonl(®0 Instead, it has mainly
concentrated on the diffusion of contraceptive kigolge and social norms concerning
reproduction. Such research has tended to comiparefative effects of information
spreading (social learning) and the social accdptabf behaviours (social influence) (see
Montgomery and Casterline 1996). This requires megsent and analysis of a social
network’s density: how closely tied other individsiéalters) are to one another. High
density networks will facilitate social influencéilst low density ones are conducive to
the spread of information. Less attention has Ipeeh to the composition of the network,
so few studies look at whether alters are genéticalated to the measured individual
(though there are exceptions e.g. Madhavan, AdantsSimon 2003; Bernardi 2003;
Musalia 2005; Kuziemko 2006; Keim, Klarner, and igedi 2009; Mace and Colleran
2009; Borgerhoff Mulder 2009).
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Such research has also concentrated on hightiegdpulations where substantial changes
in fertility regulation are taking place, as it Haeen heavily focussed on whether fertility
decline spreads through social networks. Whethéltigbehaviour in other contexts is
also influenced by social networks and kin intamad is rarely tested. We have found

only two quantitative studies in low fertility polations that investigate whether fertility
behaviours are affected by social networks, ang lilveked at quite different types of
network (co-workers in Sweden (Hensvik and Nils26t0) and siblings in the US
(Kuziemko 2006)). Qualitative research set witlaw fertility populations indicates that

kin interactions may influence fertility preferesggsee Bernardi (2003) for Italy and

Keim, Klarner, and Bernardi (2009) for Germany).

2.2.  What effect should kin composition of a social oetvhave on fertility, and why?
Natural selection favours genes which act to ireedheir frequency in subsequent
generations. Relatives by definition share onelard genes. Evolutionary theory
therefore predicts that relatives will be interdsteincreasing one another’s reproductive
success, provided that the costs of increasing¢hative’s reproductive success do not
outweigh the benefits obtained (weighted by thefmaent of relatedness — the probability
that any gene will be shared between the two k&at{Hamilton 1964)). This ‘inclusive
fitness’ includes both the successful reproductibtine individual and their relatives in the
measurement of total Darwinian fitness. Hamiltan®usive fitness theory is vital for
explaining the reproductive behaviour of many spgcsuch as social insects, and has
recently been used as a framework for interpretargation in human fertility at both the
micro- and macro-levels. It has been argued, famgte, that the demographic transition
from high to low fertility may have been partly saadl by a decline in ‘kin influence’
(Turke 1989; Newson et al. 2005). During modermsekin networks fragment, which
reduces the opportunities for kin to encouraged¢peoduction of their relatives, and may
also increase the costs of reproduction for payast&in are less able to help raise
children.

Such an approach has also been applied succedsfitigividual level analysis of fertility
variance. Evolutionary anthropologists have denratetl in a number of high fertility
populations an association between the presencertain kin and fertility (see reviews by
Mace and Sear 2005 and Sear and Coall 2011). $udies tend to use small-scale

anthropological datasets, and have often measumadfluence simply as the presence (or
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absence) of a particular relative (mother, fatbeandmother, etc) in the community.
Nevertheless, this literature suggests that ingatpay measures of kin influence may be a

fruitful line of enquiry when investigating fertii behaviour.

It should be noted, however, that it is not alwiaya relative’s interests to be blindly pro-
natal. Simply increasing the total number of claldborn to an individual is unlikely to
increase genetic representation in future genermatidtarting too early or having too many
closely-spaced children may result in maternal elggt and sub-optimal investment in
each child. It is expected that relatives will tctielay childbearing in environments
where a delay allows the acquisition of resourbas substantially enhance the outcomes
of children born later. We recently conducted @esysitic review of kin influence on
fertility and found precisely this effect in theuforelevant UK studies. As in most other
developed societies, parental presence in the holdsdecreased the likelihood of teenage
pregnancy or early first births (Sear and Mathe®@@92 the UK studies were Kiernan
1992; Russell 1994; Kiernan and Hobcraft 1997; Maal1997). Context matters:
relatives should only encourage childbearing if¢baditions are right for any child
produced to become a successful adult i.e. aldertgpete with others in their cohort to
obtain resources, mate and support children of twen. Despite this caveat, we predict
that kinon aggregateshould encourage reproduction and thus increa&sesk of a first

birth during adulthood.

2.3.  Proximate mechanisms through which kin may inflededility

Inclusive fitness theory explainghyrelatives in general have an interest in improving
each other’s reproductive success, but it doegxyhinhowthis is done. Research on
these proximate mechanisms is less well develdpgdwo possible pathways of

influence have been suggested.

First, relatives can assist reproduction throughpfovision of resources and practical
assistance (Turke 1989). In resource-scarce emagats, providing economic resources
or assistance could improve the health and fecydia relative, and thus may directly
affect fertility. While such direct effects on fewlity are unlikely to be seen in resource-
rich environments, the provision of economic resesarhere might also encourage child-
bearing by lowering the costs, or perceived castshildren. The main reproductive

resource envisaged by Turke was childrearing asgist Childcare considerations are very
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relevant in contemporary Western societies. Chikelcan be extremely costly if purchased
directly, or indirectly through reduced (normalgnfiale) employment and career
opportunities. If ‘free’ childcare is available froa relative this will lower the barriers to
childbearing. Empirical research has shown théhenUK relatives do regularly provide
childcare, indeed it has been suggested that lphhlas increased in recent years due to
greater female employment (Gray 2005). Many workirghers also believe childcare
provided by their relatives is ‘better’ than prawis by nurseries and child minders
(Wheelock and Jones 2002). Hank and Kreyenfeld3pund in Germany that having
parents in the same town increased the likelihddtheing a first birth, a result they
attributed to the potential availability of childea A similar effect of parental availability
was observed in Italy (Del Boca 2002), though thesence of an adult female’s mother in
the same municipality in Norway reduced the likebd of a first birth (admittedly without
partnership controls Rindfuss et al. 2007). As wslparental influence, Kuziemko (2006)
has shown that in the US a sister’s childbearingeiases the probability of having a child.
The effect is stronger if the siblings live in @dogeographic proximity, so Kuziemko
attributed the observed effect to cost savingharex childcare.

The second mechanism by which kin could influerseélity is through communicating
information to their relatives that encourages @dpction (Newson et al. 2005). We will
refer to this as ‘kin priming.” Such priming coulange from direct attempts at persuasion
to more subtle influences on conversational topiu$ outcomes. These pro-natal messages
of kin may over time lead kin-orientated sociavmatks to develop norms that are more
pro-natal. There has been little empirical investimn of such kin priming effects. A

notable exception used experimental manipulatiomlef playing scenarios to demonstrate
that individuals gave more pro-natal advice to pdilgetical relative than to a hypothetical

non-relative, but only in conditions favourableréproduction (Newson et al. 2007).

Newson et al argued that non-kin do not ‘spitefelhcourage each other to behave in
ways that detract from reproductive success’ (j8§9. However, as evolution is marked
by competitive selection, it is possible that husiaave evolved communication
mechanisms to discourage the reproduction of tiairkin competitors. Alternatively it
may simply be that networks lacking kin also lack-patal messages. Regardless, the
aggregate pro-natal messages of kin suggestedvsdwes theory are only pro-natal

contrastto the aggregate messages of non-kin.
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Neither party will necessarily be consciously awafréhis kin priming influence.
Numerous social psychological studies show thaviddal actors are often not
consciously aware of the stimulus for their behawiar attitudes (Nisbett and Wilson
1977; Zajonc 2000). Qualitative research in loviligy settings (Rotkirch 2007; Bernardi,
Mynarska, and Rossier 2010) has also shown thag¢ saaividuals do suddenly change
from explicitly not wanting children to desiringeim, and are then unable to articulate the
reason for this change.

Our data does not allow us to draw firm conclusiasso whether it is resources or
priming from kin which causes any observed effBevertheless in an attempt to explore
these potential pathways of influence, we investidavhether the geographic proximity of
kin or the frequency of contact with kin affectée trisk of first birth. If geographic
distance has a greater effect then this might sigge main pathway was potential
childcare, as childcare can only be provided bgéhwho can physically access the child.
Kin priming, on the other hand, simply requires coumication with kin, so more frequent

contact with relatives would increase the capdoityriming.

2.4.  Potential confounding factors

Socio-economic status (SES) could confound theioalship between the risk of first birth
and kin orientated social networks, if it were etated with both fertility and association
with kin. There is considerable evidence to sugtiegtSES affects fertility: most research
on contemporary British women has shown that hi@te® is associated with delayed
childbearing, increased childlessness and redufeguinle fertility (Ekert-Jaffe et al. 2002;
Rendall and Smallwood 2003; Berrington 2004; Riéigchnd Smith 2006; Kneale and
Joshi 2008; Nettle and Pollet 2008; Rendall andIBmad 2003; Portanti and Whitworth
2009; Rendall et al. 2009; Portanti and Whitwoi®02, but also see Kiernan 1989).
Patterns of kin association may also differ betwsarial classes, gseater education and
employment opportunities increase social and getgranobility. Higher socio-economic
groups (with more education and employment oppdras) may be less kin oriented.
Recent empirical research in the UK shows a negai$sociation between SES and
contact with kin, though the magnitude of this effis often quite weak (Owen et al. 2004;
Pahl and Pevalin 2005; Nolan and Scott 2006; GramtiyMurphy 2006; Murphy 2008).
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Moreover these studies show that across all samaamic strata, kin regularly form an

important part of an individual’s social network.

Nonetheless, in order to avoid any potential conétiog we controlled for SES in our
models. We also attempted to control for sevetaiopotentially confounding factors,
such as household composition, sibship size, celggand ethnic background, and
geographical mobility. Like SES these factors cquiftlisibly be associated with both
fertility and social network structure and thus fommd any observed relationship.
Household composition and sibship size will padiiermine the availability of kin for
selection into a non-household social network. lebotd composition will be related to
life course position, as noted previously individuaho live with their parents are at a
lower risk of early childbearing. Similarly, sibghsize and fertility may be related if there
is any intergenerational transmission of ferti{iurphy 1999; Murphy and Wang 2001).
In the UK, ethnic and religious groups often digpjaite different fertility and family
formation patterns (Berthoud 2000; Coleman and BW#f110) and simultaneously these
groups may also have different family and housebtlactures (Connolly and Raha 2006).
Residential mobility has been shown to influencéliy (Grundy 1986 ; Kulu and
Milewski 2007) and, as noted above, geographicipritx also affects family contact
(Grundy and Murphy 2006).

Finally, we included a measure of the frequencgaritact withall social network
members (not just kin) in order to determine whetheas an individual’'s general level of
social attachment, rather than interactions with #iat might be causing any observed
correlation between social network variables ardrisk of first birth.

3. Data and Methods
For our analysis we used the ongoing British HoakkRanel Study(BHPS). The panel

started with 5,500 households in 1991 and had elgzhto around 10,000 by 2007.

Information is collected in annual waves on eadhvidual in the household. Our analysis

! Full question wording, methodology and other doentation available at
http://www.iser.essex.ac.uk/survey/bhidége were unable to find an satisfactory weighSogafter
consultation with staff at the BHPS we have usedeaighted data with controls for sample extensions.
However as we were unable to fully control for etk@mpling biases in our panel, such as attritom,
results should not be interpreted as being fullyonally representative.
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is restricted to childless females who are atoiskaving a first birth, defined as those who
are aged 16 to 40 at the time of the interview.\sed discrete-time event history analysis
to analyse the risk of first birth, which allowstasinclude censored cases and time-
varying covariates (Allison 1984; Box-Steffensmeiad Jones 2004). Strictly speaking
we are analysing the timing of the first birth. Hower, as ‘perpetual postponement’ is
considered a key factor for the high levels of fenthildlessness in contemporary Europe
(Berrington 2004), if relatives influence the timgiof first birth, they will also affect the
chances of perpetual postponement and thus clsluiss.

We confirmed the key assumptions of this methoat, tihe likelihood of the event is equal
throughout the duration of each spell, and thaeffects of the explanatory variables are
equal across all spells, i.e. proportional hazedsh spell in this case consists of a two
year period, since our explanatory variable ofrede— social network information — was
only collected in alternate years, starting in 1982 only used the first six occasions
when this social network information was colleceg will refer to these collections as
‘waves’) to allow sufficient time after the inteew for the birth to occur. The ‘event’ of
interest was defined as a first birth to the resigom between 9 and 27 months after the
interview at that wave. We lagged the event in way to exclude the possibility that
women were pregnant when they were interviewedaldf@ ran the same models with a
slightly different window of 6-24 months for thé& hirth, but this had little impact on the
results (not showi). Because social networks are labile over timedigenot want to
extrapolate social network information before deatlata collection, so females are only
considered at risk of a first birth during the measnent period (1992-2003), and only
first births which occurred during the measurenpentod or up to 27 months after the last
wave were included. The birth history informatioasrobtained from the consolidated
family history file as produced by Chiara Danietafzato (2007). The age of the
respondent at the time of the interview was inctlde a quadratic function. Each model
included categorical variables for the wave of dati¢ection, though these were

consistently non-significant and are not reported.

2 All results not presented are available on reqfiest the authors.
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3.1.  Kin orientation and social networks

We were interested in determining whether femaliéis @loser kin ties were at greater risk
of first births than those with looser kin ties. \6nsidered individuals with greater kin
orientation to be those with a higher proportiorkiofin their close social network. This
definition of kin orientation is based on the tietween relatives, and should not be
confused with the respondents’ beliefs in ‘famiblues’ and social conservatism. The
BHPS collects data on a respondent’s close soetalork, consisting of the three
individuals they would choose as thelosest friends. The BHPS includes the caveat that
these friendsshould not include people who live with you theyt can include relatives.’
We will refer to the three closest individuals las tespondent’s ‘friendship group.’
Respondents were asked whether each member ofrieadiship group was a relative,

and our key measure of kin orientation was the rermbrelatives in the friendship group.
Respondents only rarely answered that all three lmeesrwere relatives, so the variable
was capped at two and treated as a linear scateuwits 0, 1 and 2. It should be noted that
this description of relatives is subjective not ) So non-genetic relatives such as step-
siblings or step-parents could also be includedcDptive statistics for all variables
included in the analysis are presented in Tabkasdl2 (all tables for this paper are located

on pages 60 and 64).

Theoretically kin orientation variables should leaoned from a continuously recorded
measure of all contacts over the entirety of aividdal's social network, combined with
additional measures of the influence and strenfjtheocontact and precise measures of
genetic relatedness. However, such data are ndityeaailable, certainly not at the
nationally representative level. The friendshipugraised in this study constitutes a social
network operationalised at a very close ego-cefgviel. Defined as just the three closest
non-household individuals it is not directly comgiale to other conceptualisations of close
social networks such as, the ‘support clique’ (Damdnd Spoors 1995) or the ‘personal
community’ (Pahl 2005). It would not necessarilydmppropriate to assume that the kin
orientation of this stratum of the network wouldrb#ected outwards, though Dunbar and
Spoors (1995) have argued that this is likely tah@ecase.

We assessed the frequency of interaction with @isérp group members using answers to
the questionHow often do you see or get in touch with youmidieither by visiting,

writing or by telephone?or each individual we calculated the number iehidship
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group members who were contactembst days’(set as a scale from zero to three) as a
general measure of social attachment. A separai@l@was constructed for the number
of relatives who were contacted ‘most days’, agaipped at two, and used as a
explanatory variable in some models whilst the galnaeasure of social attachment
(number of friends contacted most days) was in@udethers (see Results) as a control
variable to assess the possibility that it mayhgesociability of women, rather than their

kin orientation, which influences the risk of birth

The models were also run using dichotomised vessidrthe explanatory variables i.e.
whether the respondent hanyrelatives in the friendship group. We also chedked
‘frequency of contact’ variables set at differdmtetsholds. These operationalisations
provided similar results to the scale versionsultssot shown).

To determine whether geographic proximity of relasi was important, we used answers
to the questionAbout how many miles away does your friend live®ill be harder for a
relative to regularly provide practical supportcisas childcare, when they live over 50
miles away (the furthest answer option). To asessombined effects of frequency of
contact and geographical proximity we constructedd dummy variables for whether the
friendship group contained i) a relative living 08® miles away, ii) a relative living
closer than 50 miles but not contacted ‘most daws iii) a relative living close by and
contacted ‘most days’ (respondents seldom reptmat) in frequent contact with a

relative who lived over 50 miles away).

Finally, we analysed the effect of having a spea#ilative (i.e. a mother, sister etc) within
the friendship group. We did this by running sefmrodels including as the sole
explanatory variable whether or not the specifiatree had been named within the
respondent’s friendship group. All specific relagvhad a non-significant effect (not
shown). Unfortunately this and the geographic protyi question were not asked in wave

F of the BHPS (1996) which substantially reducedsample size for these models.

3.2.  Control variables
Table 2 also includes descriptive statistics far@ntrol variables. We controlled for the
composition of the respondent’s household at the 8he reported her friendship group by

including variables which specified whether a garar relative (i.e. partner, father,
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mother, one or more sisters, one or more brotlaesor more other relatives, one or more
other non-relatives) also lived in their househd®ltk also checked several alternative
constructions of these variables (such as spligtiblings into younger and older
categories), which did not change the results arafes not reported. The total number of

individuals in the household was included as aeseatiable capped at six.

We attempted to control for the number of non-hbogégrelatives. Unfortunately
information on the family outside the household walky directly collected at the very end
of our study period and there was a substantialamaf missing data. So it was not
possible to control for parental mortality, for exale. We did include a variable for the
number of siblings outside the household but aelamgmber of spells (16%) were also

missing a measure of sibship size.

We controlled for SES by including variables foe thccupation of the respondent’s
mother and father when the respondent was 14 wédrsVe used the Cambridge Scale
(CAMSIS®) for measurement of parental occupation. The CalgérScale is a continuous
ranking of occupation groups and is considered eemmdern and refined indicator of
SES than the UK’s Registrar-General classificatigtrandy 1999). Parental occupation is
likely to give a more accurate impression of SE&tthe individual’s own occupation or
income, given that some of our sample were stiédncation. Parental occupation also
avoids the risk of endogeneity between individuaS&nd fertility: for example, women
planning to have children in the near future maydotheir investment in education or
career progression. We did nevertheless checkithéaVlevel time-varying SES
covariates for education, income and occupationtaese control variables generated
similar results to those produced using parent& 8@ntrols (results not shown). It should

be noted that parental occupation was unavailala Substantial number of respondents.

The BHPS is relatively ethnically homogenous, sccaatrolled for ethnicity using a
simple dichotomous variable that indicated non-e/kthnicity. Religiosity was defined as
whether the respondent had ever reported beinghabereof a religious organisation.

Internal migration was operationalised as wheth@spondent had moved from a different

% For details of its construction sktp://www.camsis.stir.ac.uk/review.html
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region (broadly similar to the Government Officegioms’) in the wave prior to the

measurement of the friendship group.
3.3 Other considerations

Three different methods were used to control fagsimig data. First, where there was
substantial missing data, separate categorical dumamables were included for missing
values (see Table 4). Where there was insuffisi@asing data for this to be possible, the
missing value was imputed as the reference categbgse are the results we present here.
Complete case analysis and imputation by chainadtems (Schafer 1995) were also
conducted. We also checked for attrition leadingdo-reported births by running the
models again removing all spells where the resparglast interview (and therefore
opportunity to report a birth) was within 27 montigshe measurement of the friendship

group. All of these methods produced similar restdtthose presented and are not shown.

Interactions were run between all control and fitemp group variables. These
interactions proved to be non-significant or haxeeamely large and non-credible
coefficients (due to small cell sizes) so wereinoluded in the final models. We
confirmed the assumption of proportional hazardsdmsidering interactions between all
explanatory and control variables and age, andhllysing separately those older and
younger than 26 years. There was no evidencehbadftects of kin orientation varied by

age.
All analysis was conducted using STATA 10.
4. Results

The final dataset consisted of 1,590 female respatsdvho contributed a total of 4,182
spells. There were 307 (7.3%) occasions wherepékk was followed by a first birth.
Table 3 shows the bivariate association betweerbeuwf relatives in the friendship
group and first birth, which suggests that femalgk more kin in their friendship group
were more likely to have a first birth during theservation period than those with fewer

* Seehttp://www.statistics.gov.uk/geography/gor.dspdetails of UK statistical regions.
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close relatives (chi-square value = 61.7, p<0.00aple 4 shows the multivariate models.
We present nine models to show the effects of ainmxplanatory variables with and

without the addition of various controls.

The regression parameters are presented in theanextiated form. They represent the
change in the risk of the a first birth at any agjative to the variable’s reference category;
categories where the exponentiated value is grédaarone increase the risk of a first

birth whilst values less than one indicate that parad to the reference category there is a
decreased risk of first birth. Model 1 includes jie number of relatives in the friendship
group, age, age squared and the wave of data wolle®his model shows that those
females who have more relatives in their friendgirgup have a higher risk of having a
first birth at all ages. This effect is statistigadignificant at the 1% level. Unsurprisingly,

the age terms indicate that the risk of first birttreases and then decreases with age.

Model 2 includes the number of friendship group rhera contacted ‘most days’, rather
than any measure of kin orientation, to determihetiver a general measure of social
attachment might be influencing fertility. Unlikieet composition of the friendship group
this measure of general social attachment hasyamwedest and non-significant influence
on the risk of first birth. Model 3 includes bothtbe above variables as well as controls
for household composition and social cleavages.ififth@ence of the kin orientation of the
friendship group decreases in magnitude, thougleffieet remains significant at the 5%

level. The frequency of contact with the friendsbipup variable remains non-significant.

Model 4 shows that when our main explanatory végigblimited to the number of
frequently contacted relatives in the friendshipugr, then kin orientation is still
significantly and positively related to the riskfot birth. Model 5 shows the same effect

controlling for household composition, ethnicitgligion and migration.

Of the control variables included in Models 3 andi®surprisingly, living with a partner
considerably increases the risk of a first birthe Bffect of a mother in the household has a
marginally significant association with an incredsisk of first birth in some models,
though this variable drops out of significance wikdrship size is controlled for. This
variable should also be interpreted with cautiowasirelatively few women have a birth

while still living with their mother, and it mayftect uncaptured aspects of SES. Living
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with ‘other relatives’ increases the risk of affiosrth. This category is very heterogeneous
consisting of grandparents, uncles, aunts, haihgi® etc, and there were insufficient

occasions to allow meaningful analysis of thesatreds separately.

Models 6 and 7 include the parental socio-econ@mitrols in models where the
explanatory variable of interest is the numberatditives in the friendship group and the
number of frequently contacted relatives in therfdship group. Including these controls
for SES had little impact on the kin orientatiomighles, which remained significant at the
5% level. Increasing paternal occupational staysfecantly decreases the risk of first
birth whilst maternal occupational status doeshaste a significant effect. Rather
surprisingly, if paternal occupation is missingréhes a significantly lower risk of a first
birth. It is difficult to interpret this effect ande suspect that it may simply result from

associations between missingness, sample attatidrthe non-recording of births.

Finally, our results do not appear to be confoundid sibship size: in Models 8 and 9
sibship size is included in the models as a livaaiable capped at 6. The effects of our
explanatory variables remain similar. The maincftd sibship size is not associated with
risk of birth but a dummy variable indicating misgisibship size was significantly
associated with a lower risk of birth. We belieisstmay also be related to sample
attrition.

Our secondary aim was to consider whether reldtgessgraphic proximity or frequency

of contact had a greater effect on the risk of figh. Model 10 shows the effect of

having relatives in the friendship group at varicambinations of geographic distance and
contact frequency, with all the control variablegd in Model 9 included. The results
show that it is only when the respondent has divelan the friendship group who lives
within 50 milesandthis relative is seen frequently that their effectthe risk of first birth

Is statistically significant. It should be notedtlthis model does not include data from
wave F (1996) and so has a substantially smallerben of spells (n=3,462). We also ran
all our preceding models with this subsample andicoed that there were not systematic

differences between it and our main sample.
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5. Discussion

Prominent sociologists have argued that the impodaf relatives in Western societies is
declining (Popenoe 1988; Giddens 1991), a viewdhatbe traced back to Durkheim
(Giddens 1972). Instead individuals are apparentseasingly forming ‘families of
choice,” whereby non-kin fill the roles traditiohabccupied by relatives (Weeks, Heaphy,
and Donovan 2001; Roseneil and Budgeon 2004). €&uilts would appear to contradict
the view that it does not matter whether an indisidnteracts with relatives or with non-
kin, at least where childbearing is concerned. Mioee relatives that a female reports
within her friendship group the greater the ris&ttbhe will have a first birth. Similar
results are seen if the explanatory variable iswtimaber of relatives in the friendship
group who are frequently contacted, whereas thees dot appear to be any association
between the risk of first birth and the overalldewf social attachment, measured by the

frequency of contact a female has with her friendgeneral.

Our initial models show a strong relationship begwérst birth risk and social network
composition whilst only controlling for age. Whilste effect size decreases in subsequent
models, largely due to the inclusion of househalchposition variables, the association
between kin orientation and fertility remains statially significant even after controlling
for numerous factors. It is noteworthy that witltisb network composition variables
included in the model, factors such as ethnicity aligiosity are not significant predictors
of first birth.

Our research has value for demographers inter@staatial network influences on
fertility. Whilst we were not able to look in ddtat the fertility of friendship group
members, necessary if we were to examine whetkeeastiberved effect was due to
respondents conforming to childbearing patterniiwitheir networks (i.e. the degree of
social influence), we believe it highlights the ionfance of explicitly considering the

relatedness of a social network. Friends and fahale different effects.

Our data also does not allow us to come to any ¢onmclusions about the proximate
mechanisms through which kin influence fertilitytlve have attempted to investigate this
by constructing a set of variables which combineggaphic proximity and frequency of

contact with kin. By comparing between a frequeatig infrequently contacted relative
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who lives within 50 miles of the respondent, wadfthat it is only the frequently contacted
relative who significantly increases the risk a$fibirth. This implies that communication
between kin is necessary for kin to influence ligytiperhaps suggesting a greater role for
kin priming rather than the effect simply being da¢he prospect of receiving childcare or
other resources from a relative (note that eveativels who were contacted ‘infrequently’

were still considered to be within a female’s thekesest friends).

However, attempting to distinguish between resaiecel information provided by kin
prior to the first birth may create a slightly &dial dichotomy. Frequently contacted
relatives could be seen as more likely to provigetical support such as childcare. Other
kin assistance, such as post-natal emotional stygmtwice or financial help does not
require geographic proximity. It is also quite pbks indeed probable, that the resources
provided by kin could be an important factor in gfregression to later births, when
childcare has become a practical reality. Finaby/,cooperative breeding’ was probably an
essential feature of the human evolutionary trajgotHrdy 2009), communications with
kin could have a deeper psychological impact oenaale’s assessment of her reproductive
resources, over and above any conscious calculationildcare costs. Having children is

a life changing, and potentially risky, decisioon® women may require assurances from
others before starting childbearing. In additiomés partner, a woman'’s relatives are
likely to form a critical component in her resouregwork. This may well make their

assurances particularly influential.

We were surprised that no significant effects weumd for any of the specific relatives
contained in the friendship group, given that poesiresearch by evolutionary
anthropologists has had success in identifyingrtfieence of specific relatives (see
reviews by Mace and Sear (2005) and Sear and (a8Hlll)). Our study differs from this
previous work, however, in that we tested for tifience of specific relatives who
resided outside the household, thereby excludiagrtuence of those living within the
household. It is still possible that differencedifi@ course position and relatedness mean
relatives will differ in their influence, and thtdteir failure to reach statistical significance

could be due to an insufficient number of obseoraifor each type of relative.

Our study has other limitations. It was not posstil properly control for the size of the

pool of relatives outside the household who wewglalsle for selection into the friendship
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group, though we attempted to partly do so by atlirig for sibship size. And whilst we
attempted to control for missingness as fully assgie it remains a concern that the
control variables for missing sibship size and patkeoccupation were significantly
associated with a reduced risk of a recordedirsh. The measurement of ‘relatives’ was

also limited as it may have included social rekdiguch as step-siblings.

Finally, our association between social network position and fertility remains robust to
the inclusion of numerous variables that seek tdrobfor SES and the other social
cleavages, but it is possible there are unobsergrtbunding variables which influence
both fertility and social network construction.gdarticular there may be unobserved
personality factors that induce some females totaen close contact with their families
and have stronger desires for children. | will dssthe role of personality in the greater
detail in Paper Two. There also remains a possilofireverse causation if women
become closer to their relatives, especially pestiagheir parents, in preparation for the
onset of childbearing. Whilst this is possible, sabstantial time lag (up to 18 months
between measurement of the family group and coim®ptould indicate a level of
forward planning not regularly seen in the quak&descriptions of fertility decision
making (Rotkirch 2007; Bernardi, Mynarska, and Rers8010). Moreover both
personality differences and reverse causation waitthin consistent with the central

theme of this paper: family is important for chiédsing and childraising.

Kinship is one of the fundamental cornerstonesumhdéin society, and has been throughout
our evolutionary history. Even in a complex contenapy society its influence is felt on
one of the most important questions an individaags in their adults lives: whether and

when to become a parent.
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Table 1: Percentage of spells where the respondemas the following number of
individuals in her friendship group (% by row)

Number of 0 1 20r3

... relatives in friendship group 2535 (60.6%) 1229.7%) 406 (9.7%)

... friendship group members contacted ‘most days’ 1067 (25.5%) 1394 (33.3%) 1721 (41.2%)
... relatives in friendship group contacted ‘mosysl 3447 (82.4%) 603 (14.4%) 132 (3.2%)




Table 2: Descriptive statistics of other explanator and control variables
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Descriptive statistics of other categorical variabl Number of  Percentage of Percentage
spells spells of which are
followed by
a 1% birth
Distance and frequency of contact to relativehienftiendship group
No relatives in the friendship group 1647 39.4 5.0
Respondent had a relative in the friendship grobp lived 373 10.9 9.1
over 50 miles away
Respondent had a relative in the friendship grobp liwved 526 15.3 11.4
under 50 miles away and was contacted ‘most days’
Respondent had a relative within 50 miles andridative was 497 14.5 14.5
contacted ‘most day¥’
Household contains
Only respondent 567 13.56 2.8
Partner 1403 33.6 16.2
Mum 1770 42.3 3.5
Dad 1424 34.1 3.0
One or more sisters 678 16.2 2.4
One or more brothers 821 19.6 3.3
One or more non-relatives 537 12.8 2.6
One or more other relatives 119 2.9 7.6
Number of siblings (used a continuous variable adet)
0 315 7.5 7.3
1 1509 36.1 8.0
2 954 22.8 9.1
3 366 8.8 8.7
4 177 4.2 7.3
5 80 1.9 7.5
6 or more 74 1.8 12.1
Missing 707 16.9 2.4
Respondents who have ever attended religious magomns 578 13.8 8.5
Non-white ethnicity 137 3.3 5.8
Internal migration from last wave 245 5.9 5.7
Internal migration missing 204 4.9 4.4
Respondent lives in England 3765 90.0 7.2
Respondents lives in Scotland 260 6.2 9.6
Respondents lives in Wales 157 3.8 6.4
Cambridge Occupation Score of respondent’s fatheavailable 1622 38.8 5.2
Cambridge Occupation Score of respondent’s mothevailable 2185 52.3 6.9
Descriptive statistics of continuous variables Mean Standard
Deviation
Age at time of interview (years) 24.6 6.2
Cambridge Occupation Score of respondent’s father 21.4 22.9
Cambridge Occupation Score of respondent’s mother 791 22.4
Number of individuals in the household (capped)at 6 2.8 1.3

® Not measured in Wave F

® The higher the Cambridge Occupation Score theehitite ‘status’ of the occupation



Table 3: Crosstab between number of family in friedship group and whether the
event ends in a birth (% by column)

Spells with no birth 9-27 months  Spell with a first birth 9-27

afterwards months afterwards
Reporting no relatives in 2408 (62.1%) 127 (41.4%)
friendship group
Reporting one relative in 1120 (28.9%) 121 (39.4%)
friendship group
Reporting two or three relatives 347 (9.0%) 59 (19.2%)

in friendship group

62



Table 4: Relative risk of a first birth from multiv ariate discrete-time event history analysis modelwith the number of family in the
friendship group as the main explanatory variable

Model 1 Model 2 Model 3 Model 6 Model 8
Number of relatives in friendship group 1.58*** 1.21% 1.21% 1.21%*
Number of friendship group contacted ‘most days’ 0.99 1.06 1.04 1.03
Household contains (ref: Lives alone)
Partner 6.27*+* 6.07*+* 5.88***
Mum 1.73* 1.78* 1.69
Dad 0.66 0.61 0.64
One or more sisters 0.64 0.64 0.61
One or more brothers 1.02 1.01 0.98
One or more non-relatives 0.56 0.56 0.61
One or more other relatives 2.99%** 3.08*** 2.95**
Household size (capped at 6) 1.02 1.00 0.99
Ever a member of a religious organisation (ref: &esv member) 1.10 1.18 1.13
Non-white ethnicity (ref: white ethnicity) 0.96 0.96 0.94
Internal migration from last wave (ref: No migiat) 0.88 0.88 0.83
Internal migration missing 0.53* 0.58 0.78
Respondents lives in Scotland (ref: England) 1.29 1.29 1.37
Respondents lives in Wales (ref: England) 0.81 0.83 0.85
Cambridge Occupation Score of respondent’s father 0.99** 0.99*
Cambridge Occupation Score of respondent’s mother 1.00 1.00
Cambridge Occupation Score of respondent’s fathessing 0.54*** 0.62**
Cambridge Occupation Score of respondent’s mothissing 1.26 1.23
Number of siblings (capped at 6) 1.07
Number of siblings: missing 0.31***
Age 1.86*** 2.0 %+ 1.33%* 1.29** 1.33*
Age’ 0.99*** 0.99*** 0.99*** 0.99*** 0.99**

Controlling for wave of collection (non-significaimt all models)***p <0.01; **p <0.05; *p <0.1



Table 5: Relative risk of first birth from multivar iate discrete-time event history analysis models i the frequency of contact with
relatives included as the explanatory variable

Model 4 Model 5 Model 7 Model 9 Model"10
Number of relatives contacted ‘most days’ in frighigh group 1.62%** 1.30** 1.28* 1.26**
A relative in the friendship group who lived ovér Biles away 1.24
A relative in the friendship group within 50 miles
Not contacted ‘most days’ 1.14
Contacted ‘most days’ 1.48**
Household contains (ref: Lives alone)
Partner 6.30*** 6.14**+* 6.00*** 6.81*+*
Mum 1.69 1.75* 1.67 1.74
Dad 0.67 0.61 0.66 0.84
One or more sisters 0.64 0.64 0.62 0.72
One or more brothers 1.02 1.01 0.99 0.97
One or more non-relatives 0.57 0.56 0.60 0.69
One or more other relatives 3.03*** 3.1 % 2.99%+* 3.39%*
Household size (capped at 6) 1.02 1.00 0.99 0.84
Ever a member of a religious organisation (ref: &ewv member) 1.10 1.17 1.13 1.13
Non-white ethnicity (ref: white ethnicity) 0.95 0.94 0.93 0.69
Internal migration from last wave (ref: No migrat) 0.87 0.87 0.83 0.72
Internal migration missing 0.52* 0.57 0.78 0.70
Respondents lives in Scotland (ref: England) 1.25 1.26 1.35 1.74*
Respondents lives in Wales (ref: England) 0.80 0.81 0.84 0.92
Cambridge Occupation Score of respondent’s father 0.99** 0.99* 0.99
Cambridge Occupation Score of respondent’s mother 1.00 1.00 1.00
Cambridge Occupation Score of respondent’s fathessing 0.55*** 0.62** 0.69
Cambridge Occupation Score of respondent’s mothi&ssing 1.27 1.24 1.18
Number of siblings (capped at 6) 1.07 1.10*
Number of siblings: missing 0.32%** 0.32%**
Age 1.91%+* 1.32** 1.28** 1.32* 1.22
Age” 0.99*** 0.99*** 0.99** 0.99*** 0.99**

Controlling for wave of collection (non-significaint all models)***p <0.01; **p <0.05; *p <0.1

"Wave F excluded from analysis in this model
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Supplementary Material for Paper One‘Does the Kin Orientation of a British

Female’s Social Network influence her Entry into Meherhood?
1) Background information on BHPS sample

a. Inclusion of temporary and booster sample members
There were only a limited number of spells conti@olby booster sample members, i.e.
those respondents who had been included in théi@dali samples for devolution
monitoring and the European Community HouseholceP@CHP). | therefore kept all the
available information within the dataset, and i&d control variables for the devolved

countries. | included information from temporarymgde members when it was available.

Table 1: Breakdown of sample members by wave

% of spells from each sample contributed in eachewa Total
1 2 3 4 5 6 Number Total %
of spells

Original sample 100 100 100 98.67 93.38 94.55 4,096 97.94
ECHP - scpr 0 0 0 1.03 1.05 0 14 0.33
ECHP - ons 0 0 0 0.3 0.9 0 8 0.19
Wales new sample 0 0 0 0 1.65 2.98 29 0.69
Scotland new sample 0 0 0 0 3.01 2.48 35 0.84

b. Explaining how the data is set up

| set up the data on the basis of two yearly wawesn the occurrence of the key
explanatory variables, measurement of the indivglk&aiendship Group. Each wave is the

occurrence of this battery.

First, data from each wave’s household file watapskd to an individual respondents’
unique personal ID (using the hhresp and egoalt8HIBs). This produced the household
composition of each individual at that specificrgan time i.e. whether a particular relative
was present. Using the unique personal ID numberindividual level household
composition variables were merged with the indigldguestionnaire data at each wave (the
indresp BHPS files) for waves where the batterguestions on the Friendship Group was

asked. | then merged this information with the odidsited family history and the non-time
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varying data (the family and xwavedat BHPS fild3)is produced a ‘wide’ dataset where

there were numerous columns of data from each iahat.

Secondly, the dataset was transposed into a ‘llmmgiat where there were numerous
observations (spells) per respondent. | then catledland dropped spells where the
respondent should be excluded from analysis dagédensuring the respondent was over
16 and under 40 at the time of the interview) aintth history (ensuring that the interview
had taken place at least 9 months before thebiirdt. The key explanatory binary variable
‘a birth within an exposure period of 9-27 montfterathe interview’ was calculated using
the difference between the date of the interviemtlie wave (from the indresp file) and the
date of the first birth (from the family file). Thvariables was coded so that it was 1 if the
respondent had a first birth within the ‘event vomd of 9 and 27 months after the
interview, or O if the respondent had not had st firth, or the first birth had occurred more
than 27 months after the interview. A theoreticaraple of the set up of the data set is

given in Table Two below, and examples are expthlvedow.

Table 2: Example of ‘long’ dataset used in the gsial

Row ID Age at Wave First Birth Wave Explanatory
...
1 1 24 0 1
2 1 26 0 2
3 1 28 1 (i.e. had first birth within event windpso all subsequent 3
waves dropped)
4 2 20 0 2
5 2 22 0 3
6 2 24 0 4
7 2 26 0 5
8 2 28 0 (i.e. last interview at 28 still and has Inad a child. This 6
individual is right censored)
9 3 37 0 1
10 3 39 0 (i.e. leaves dataset after this poirtvas age 40 in 2
subsequent wave)
11 4 23 0 4
4 25 (Dropped from analysis. | know that it is O thiel but | do 5 Missing
not have any explanatory variable information ¢otkiis too)
12 4 27 1 (i.e. had first birth within event wirvdcso all subsequent 6
waves dropped)

ID 1 contributes three spells of data. She enterslataset at age 24, and does not have a

first birth until after the third wave of the studyhe then exits the dataset.

ID 2 contributes five spells of data. She enteesdhtaset at age 20 in the second wave of the
study. She does not have a child during the measaneperiod and is right censored.
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ID 3 contributes two spells of data. She enterdtita set in the first wave of the study at
age 37, she does not have a first birth afterititésview or after the second wave interview.

She therefore exits the dataset after wave 2 as shver 40 years of age by wave 3.

ID 4 contributes two spells of data. She is a netwaat at wave 4 when the BHPS sample
was expanded in Wales and Scotland. She did nopledenan interview questionnaire in
wave 5 of the study, but did complete one in waaa@ has a first birth recorded within 9-

27 months of this interview.

2) Individual Socio-Economic Status (SES)

| present results with controls for socio-econostatus at the parental level given the young
age of some of the respondents. | did considemee ttifferent aspects of SES; education,
occupation and income. Including all of the indivads SES controls instead of the paternal
SES controls, and the results for the key explapatariables are very similar, though the
significance of frequently contacted relativessdtbm 5% to 10%. Similar results are seen
if the individual level SES controls are includeteat a time. Table 3 shows the descriptive
information for these variables and Table 4 thefbf the individual SES variables and the

key explanatory variables.

Here, and throughout the supplementary materidioses; | will for convenience display
only a selection of the parameter estimates framtbdel. Whilst | will only show the
estimates that are of interest it should be ndtatithe models still contain the additional
control variables. These are listed below the &ablowing the section of regression model

output.
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Table 3: Descriptive statistics of individual SESiables

Descriptive statistics of other categorical variabl Number of  Percentage Percentage
spells of spells of which are

followed by
a 1° birth

Education level: University degree or equivalent 938 21.4 7.3

Education level: A level or equivalent 1,293 30.9 6.6

Education level: less than A level qualificationsno 1,996 47.7 7.8

recorded qualifications

Current Occupation Registrar-General Classification 1,193 28.5 9.5

Professional / managerial

Current Occupation Registrar-General Classification 1,602 38.3 6.3

Skilled non-manual

Current Occupation Registrar-General Classification 1,020 24.4 8.1

Manual employment

Never Employed 285 6.8 2.1
Occupation Missing 82 2.0 4.9
Descriptive statistics of continuous variables Mean Standard

Deviation
Individuals annual income (£1000s in 2005 equivialen 10.1 9.8
purchasing value, adjusted by Consumer Price Index)
Percentage of household income earned by the rdspbn 37.5 32.0

Table 4: Models Eight and Nine including individlevel SES controls

RR p RR p
Number of relatives in friendship group 1.20 0.04
Number of friendship group contacted ‘most days’ 1.01 0.88
Number of relatives contacted ‘most days’ in frighig
group 1.22 0.07
Education level: University degree or equivalent
(reference less than A level qualifications or ecarded
qualifications) 0.57 0.00 0.58 0.00
Education level: A level or equivalent (referenesd
than A level qualifications or no recorded quadifions) 0.71 0.03 0.71 0.03
Current Occupation Registrar-General Classification
Professional / managerial (reference Manual
employment) 0.82 0.28 0.83 0.31
Current Occupation Registrar-General Classification
Skilled non-manual (reference Manual employment) 570. 0.00 0.57 0.00
Never Employed (reference Manual employment) 0.64 0.33 0.65 0.34
Occupation Missing (reference Manual employment) 271. 0.67 1.29 0.66
Individuals annual income (£1000s in 2005 equivialen
purchasing value, adjusted by Consumer Price Index) 1.01 0.55 1.01 0.56
Percentage of household income earned by the
respondent 1.55 0.26 1.54 0.27

Also controlling for Sibship size, Religiosity, Hticity, Respondent lives in Scotland or Wales, Agih

quadratic term), Household composition and Waveatd collection
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3) Coefficients model (including intercept)

The interpretation of the exponentiated and noreerpated models is very similar. For
hypothesis testing the only main difference is thahe exponentiated (Relative Risk)
versions a value greater than one indicates thabltarhas a pro-natal effect, less than one
an anti-natal effect. In the non-exponentiated faciehts the difference is around zero, so
values greater than zero are pro-natal effects|emsdthan zero anti-natal effects. The full
set of the non-exponentiated regression coeffisienset out in table 5 below.

Table 5: Models Eight and Nine presented with ogpt and regression coefficients

Model Eight Model Nine
Coef p Coef p
Intercept -6.61 0.00 -6.48 0.00
Number of relatives in friendship group 0.19 0.04
Number of friendship group contacted ‘most days’ 0.03 0.65
Number of relatives contacted ‘most days’ in frishigh group 0.23 0.03
Household contains (ref: Lives alone)
Partner 1.77 0.00 1.79 0.00
Mum 0.53 0.12 0.52 0.13
Dad -0.44 0.22 -0.43 0.23
One or more sisters -0.48 0.19 -0.48 0.19
One or more brothers -0.01 0.98 -0.01 0.98
One or more non-relatives -0.52 0.22 -0.51 0.23
One or more other relatives 1.08 0.01 1.10 0.01
Household size (capped at 6) -0.01 0.98 -0.01 0.95
Ever a member of a religious organisation (ref: &gv 0.13 0.48 0.12 0.50
Non-white ethnicity (ref: white ethnicity) -0.06 0.88 -0.08 0.84
Internal migration from last wave (ref: No miguat) -0.18 0.54 -0.19 0.53
Internal migration missing -0.25 0.50 -0.25 0.50
Respondents lives in Scotland (ref: England) 0.32 0.19 0.30 0.22
Respondents lives in Wales (ref: England) -0.16 0.65 -0.18 0.61
Cambridge Occupation Score of respondent’s father -0.01 0.06 -0.01 0.09
Cambridge Occupation Score of respondent’s mother 0.00 0.70 0.00 0.70
Cambridge Occupation Score of respondent’s fathessing -0.48 0.03 -0.47 0.03
Cambridge Occupation Score of respondent’s mothissing 0.21 0.39 0.21 0.37
Number of siblings (capped at 6) 0.07 0.20 0.07 0.17
Number of siblings: missing -1.17 0.00 -1.15 0.00
Age 0.29 0.01 0.28 0.01
Age’ -0.01 0.00 -0.01 0.01
Wavel (ref Wave 6) 0.13 0.54 0.13 0.54
Wave?2 (ref Wave 6) -0.18 0.44 -0.16 0.48
Wave3 (ref Wave 6) -0.26 0.26 -0.26 0.25
Wave4 (ref Wave 6) -0.09 0.69 -0.09 0.70

Wave5 (ref Wave 6) -0.22 0.33 -0.23 0.32
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4) Missing data

Missing items are their very nature is difficultftdly explain and control for in quantitative
analysis. This section is therefore somewhat spégal In the models presented in the
paper | included a dummy variable for missingn#ss,is a relatively simplistic approach. |
highlighted in the paper it is a concern that pakoccupation missingness is associated

with the subsequent (non)occurrence of a firshbirt

Of the control variables there were three in palkticwhere missing data was most worrying
i) paternal occupation at age 14 ii) maternal oetiop at age 14 and iii) sibship size. I will
focus on these variables in this section. As setrothe paper, the main source of
information that | used to calculate this variabies a direct questions asked at the end of
the study (I also used information from the resmumsl parents on their number of children
to estimate a respondent’s siblings). Comparingdhmriables over time it is clear that there
IS a negative relationship between time and thpgnn missing sibship size. | would
speculate that due to attrition fewer respondewnts fearlier in the study were present at the
end of the study, and were thus available to anfivesse items. In comparison, paternal and
maternal occupation have a less clear trend ower. fif o construct paternal and maternal
occupation variables | also used information fraawesal sources. First, the information is
included in the non-time varying BHPS file (xwavgd&owever, given high levels of
missing information here | also used earlier wasfethe panel (if the respondents was 14

and their parents’ undertook an individual intew)e

There are many reasons why parental occupationdvatlrecorded, most simply because
the respondent does not know what their parentsipation was when they were 14. This
could be due to a whole range for factors from agieremployment on the part of the
parent, to the absence of the parent from the Ihaldeither on a short term, long term or
permanent basis (i.e. the respondent’s parent raag tiied before the respondent reached
14).
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Table 6: Missingness over time

Wave 1 Wave 2 Wave 3 Wave 4 Wave 5 Wave 6

Total number of observations 805 684 746 677 665 605
% of missing paternal occupation 13.6 15.4 19.0 17.0 16.2 18.9
% of missing maternal occupation 18.3 17.2 18.7 16.3 14.1 15.5
% of missing sibship size 34.9 24.1 19.9 12.3 5.2 35

Given these factor is also plausible that manyefdontrol variables used in the model also
predicts missingness. For example that lower SB8ldhbe associated with higher parental
non-employment, absence and mortality. Lookindnatitivariate association with education
this seems to be the case for all three variaBlespondent have more missing data when
they have lower levels of education, here the tis&mns to be weaker for those missing
sibship size.

Table 7: Missingness by education

Education level: less
than A level
qualifications or no
recorded qualifications

Education level: Education
University degree level: A level
or equivalent or equivalent

Total number of observations 893 1,293 1,996
% of missing paternal occupation 14.4 30.7 54.9
% of missing maternal occupation 19.8 30.3 50.0
% of missing sibship size 22.8 324 44.8

As with any binary comparison, it is difficult toake strong conclusions on the relationships
observed, as they could be confounded by otheabias. | therefore produced multivariate
binary logistic models for predicting whether treigble in question was missing in a given
spell, using the same control variables as usedhim models presented in table 4 (i.e. using
individual level SES).

These results are shown in Table 8. Comparecetditing along’ reference category,
missing data for all three variables is less likelyen the household contains other
individuals. Containing a partner had a consis¢éieict reducing the likelihood of
missingness in all three cases, controlling footier variables. Unsurprisingly the
households containing mothers were far less likelyissing maternal occupation, and vice
versa with fathers. Slightly surprisingly the pmese of siblings in the household did not
statistically decrease the likelihood of missingssip size (though both coefficients are in

the expected direction). On the other hand if fhedl came from a household where the
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respondent lived with non-relatives they were gigantly more likely to be missing sibship
size (presumably these respondents’ families aelikely to also be included in the BHPS

sample).

Respondents who reported being religious were iil@ly to report missing paternal
occupation, though less likely to report missirgghip size. On the other hand non-white
ethnicity respondents were less likely to repartissing sibship size. In both cases it is
rather difficult to explain the reasoning for this seen in the bivariate analysis those
respondents with higher education qualificatios® &lad the lowest likelihood of missing
paternal occupation. However, the effect is nohimistandard statistical significance for
those missing maternal occupation or sibship $tresumably this can partially be
explained as the result of more stable employnsed,lower rates of father absence /

mortality in higher socio-economic groups.

Both increasing sibship size and having sibship missing are significantly associated with
missing paternal and maternal occupation. Presyntlabllatter is due to the risk of attrition

in the sample, though it is relatively difficult éxplain the former.

The age of the respondent at the time of the ir@eris associated with missing parental
occupation for paternal and maternal measuresgththe association is non-linear,
whereby age first decreases and then increasdikehlbood of missingness. This is again

rather difficult to explain.

After controlling for the above social and economaciables the effect of the wave of data
collection is in opposite directions for likelihoodl missing paternal occupation and missing
sibship size. There is a positive relationship leetwvwave of study and missing paternal
occupation whereby the later waves of the studyrame likely to be missing a measure of
paternal occupation. For sibship size there isgatine relationship and spells contributed in
later waves are less likely to be missing this measIn summary there are many factors,

not all of which that are intuitive, that are agated with missingness.
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Missing paternal

Missing maternal

occupation occupation Missing sibship size

Household contains (ref: Lives alone) Coef p Coef p Coef p
Partner -0.40 0.01 -0.25 0.05 -0.25 0.15
Mum 0.58 0.00 -0.61 0.00 -0.64 0.00
Dad -1.81 0.00 -0.24 0.08 0.02 0.93
One or more sisters -0.19 0.17 -0.20 0.12 0.06 0.72
One or more brothers -0.12 0.36 -0.05 0.67 0.14 0.40
One or more non-relatives -0.27 0.16 -0.38 0.02 0.63 0.00
One or more other relatives 0.31 0.24 0.15 0.50 -0.06 0.84

Household size (capped at 6) 0.05 0.50 0.14 0.03 0.02 0.78

Ever a member of a religious organisation

(ref: Never a member) 0.36 0.00 0.05 0.58 -0.32 0.02

Non-white ethnicity (ref: white ethnicity) 0.10 0.60 0.28 0.11 0.45 0.03

Internal migration from last wave (ref: No

migration) -0.06 0.69 0.01 0.94 -0.16 0.44

Internal migration missing 1.13 0.00 0.62 0.00 1.68 0.00

Respondents lives in Scotland (ref: England) .27 0.08 0.04 0.80 0.59 0.00

Respondents lives in Wales (ref: England) 0.11 0.58 0.40 0.02 -0.04 0.88

Education level: University degree or

equivalent (reference less than A level

qualifications or no recorded qualifications) -0.34 0.00 -0.06 0.55 0.24 0.09

Education level: A level or equivalent

(reference less than A level qualifications or

no recorded qualifications) -0.23 0.01 -0.14 0.07 0.02 0.83

Current Occupation Registrar-General

Classification: Professional / managerial

(reference Manual) -0.04 0.71 -0.02 0.86 -0.24 0.10

Current Occupation Registrar-General

Classification: Skilled non-manual (reference

Manualt) -0.14 0.15 -0.06 0.47 -0.23 0.05

Never Employed (reference Manual) -0.09 0.57 0.23 0.14 0.14 0.45

Occupation Missing (reference Manual) -0.09 0.76 0.33 0.24 0.11 0.81

Individuals annual income (£1000s in 2005

equivalent purchasing value, adjusted by

Consumer Price Index) 0.00 0.82 0.01 0.03 0.00 8 0.8

Percentage of household income earned by the

respondent -0.14 0.57 0.26 0.20 -0.01 0.98

Number of siblings (capped at 6) 0.11 0.00 0.14 0.00

Number of siblings: missing 0.92 0.00 0.79 0.00

Age -0.60 0.00 -0.40 0.00 0.12 0.13

Age’ 0.01 0.00 0.01 0.00 0.00 0.05

Wavel (ref Wave 6) -1.63 0.00 -0.43 0.00 2.34 0.00

Wave2 (ref Wave 6) -1.04 0.00 -0.19 0.11 2.03 0.00

Wave3 (ref Wave 6) -0.63 0.00 -0.12 0.29 1.64 0.00

Wave4 (ref Wave 6) -0.59 0.00 -0.17 0.15 1.30 0.00

Wave5 (ref Wave 6) -0.64 0.00 -0.41 0.00 0.25 0.36
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Incorporating this information into a model to pitdirst birth occurrence and Friendship
Group orientation is not straightforward. As | sat on page 48 to attempt to control for the
effect of missingness by using imputation by chdiequation (Schafer 1995). This process
combines numerous multivariate regression modgbsedict the missing value. It works on
the basis that in the non-missing data if the valueariable one is predicted by the value on
variable two, then a true value of the missing gala variable one can also be predicted
from the non-missing value on variable two. Duéh® uncertainty around a missing value it
IS necessary to simulate several versions of ttesdt | undertook these simulations using
the standard Monte-Carlo Markov-Chain approachlabks in STATA (StataCorp 2009).

| tried to fit imputation models in two ways. Filsindertook imputation on a ‘long’ dataset,
as used in the analysis. | used 20 imputation sydlbis generates a dataset of over 90,000
observations. The imputed versions are combinetylRubin's rules, devised to allow for
the between and within-imputation components oifati@n in the regression models
parameter estimates (Little and Rubin 2002). Paranastimates from regression at this
stage were in the same expected direction as istémelard regression models. However this
approach does not control for the fact that thesenaultiple entries from the same

individual. Whilst this is not considered a problendiscrete-time event history modelling
assumptions, it violated the assumptions of chaatgdhtion imputation methods (UCLA
ATS 2009).

| therefore attempted to conduct imputation atwWide’ stage, to control for missing values
being correlated within individuals. However mangividuals did not participant
throughout the entire period i.e. some respondsate not interviewed in the early years of
the study and some dropped out (sample attritidsing this method it was not possible to
drop non-valid individuals (such as those who at tliave had already given birth). There
was therefore a very large amount of missing dathis set up. For example individuals
who only contributed one wave of data needed tkelpé in, but the imputation would
attempt to calculate all of their missing valuelse Tmputation modelling thus failed. | tried
using the most reduced model viable. For examptegysst three variables i) whether the
Friendship Group contained a relative, ii) the agthat wave to predict missing value for
iii) the number of siblings (non-time varying). Wmfunately this also failed to produce a

valid imputed dataset.
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As | was unable to implement a satisfactory mutiata approach to handle missing data |
remained with the approach set out in the paper haghlighted its slightly unsatisfactory

nature.

5) Using multilevel model control for clustering at hausehold and individual level

It is important to control for differences at theusehold level. In the models presented |
controlled for these household level differencaagimdividual level variables on the
household’s size and composition. However clusgenithin households of observations
could bias these parameter estimates. In each thawe are a relatively small (though

increasing) number of observations from within $hene household (Table 9).

Table 9: Bivariate relationship between wave oflgtand the clustering of observations

within the same household

Wave 1 Wave 2 Wave 3 Wave 4  Wave 5 Wave 6
Total number of observations 805 684 746 677 665 605

Number of observations occurring
within the same household

% of observations occurring within
the same household

66 119 145 130 158 133

8.2% 17.4% 19.4% 19.2% 23.8% 22.0%

An alternative way to control for household levattors is to include the household as a
higher level variable in a multilevel model. Suchagpproach controls for inter-households
variance and therefore reduces the number of dordr@bles required. The explanatory
variables from the multilevel household modelssaeout in Table 10, this again show that

the main explanatory variables used as indicatbksndnfluence have a pro-natal effect.

Table 10: Models Eight and Nine set out as mulélewodels including household ID as a

higher level variable

Coef p Coef p
Number of relatives in friendship group 0.48 0.00
Number of friendship group contacted ‘most days’ .070 0.31
Number of relatives contacted ‘most days’ in frishigh group 0.60 0.00

Occupation, Individual’'s annual income, Sibshigesigducation level, Religiosity, Ethnicity, Respent

lives in Scotland or Wales, Age (with quadratiaiigand Wave of data collection
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One of the key assumptions of discrete-time evistbty analysis is that there are
proportional hazards across time (Box-SteffensnamerJones 2004), and so the division of
information into numerous spells from the sameviidtlials is not a problem. Instead of
using a discrete-time event history analysis aratheer way to conducted analysis using
repeated-measures from the same individual, isttral for this clustering by including the
individual as a higher level variable in a multééwnodel. The results of the explanatory
variables for a model specified in this mannersateout in Table 11, and again show the
significance positive effect of relatives’ on th@pensity to have a first child.

Table 11: Models Eight and Nine including individilia as a second level variable

Coef p Coef p
Number of relatives in friendship group 0.19 0.04
Number of friendship group contacted ‘most days’ 030. 0.65
Number of relatives contacted ‘most days’ in frishigh group 0.23 0.03

Occupation, Individual’'s annual income, SibshigesiZducation level, Religiosity, Ethnicity, Respent

lives in Scotland or Wales, Age (with quadratiaiigand Wave of data collection
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a. PAPER TWO

Family and fertility: Kin influence on the progression to a second birth in the
British Household Panel Study

Abstract

The aim of this paper is to highlight the utilitiyinclusive fitness theory for
understanding fertility in contemporary low-feitylihuman populations. It is often
highly adaptive for organisms to aid and encoutageeproduction of their relatives.
Indeed, particular features of human female lidrly, such as short birth intervals and
the early cessation of female reproduction (mensprware argued to be evidence that
humans are obligate 'cooperative breeders’, andrecgssistance from relatives for
optimal reproductive success. Evolutionary anthlogists have so far focussed on
measuring kin’s influence on reproduction in natteetility populations. Here | look at
the effect in a present-day low fertility populatidreviously | found that for
contemporary British females the risk of a firgtibincreases with the number of non-
household relatives she describes as emotionasecl now look at whether kin
influence second births using a wider array of measof kin influence. In this analysis
there are two explanatory variables that signifilaincrease the risk of a female
having a second birth: i) increasing the numbdrexfuently contacted and emotionally
close non-household relatives and ii) relatives/liag childcare. Both effects were
measured subject to numerous socio-economic cenifbese effects appear to be
independent of one another as there was not disegmtiinteraction between the
explanatory variables. | therefore conclude thatda influence the progression to a
second birth, and that this influence is due tdnlthé communication and the assistance

mechanisms.

Introduction

Darwinian fitness is measured by the relative feaguy of one’s genes in subsequent

generations. An individual can gain fithess throagbther organism’s successful
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reproduction, but only if they share genes. Thaigrethe relatedness the more the
benefits of cooperation can outweigh the costsielsi so defined includes the
successful reproduction of both the individaat their relatives into a total ‘inclusive’
measure (Hamilton 1964). Inclusive fitness theay heen vital in understanding the
reproductive behaviour of numerous species, mdstbhothe social insects but also
various birds and mammals, where the role of nedatis so important that the
reproductive strategy of the species is descrilsedamperative breeding’ (Cockburn
1998; Clutton-Brock 2002). Hrdy (2006) has argueat humans should also be
classified as cooperative breeders and empirigdkage suggests that in high-fertility
resource-poor settings the presence of kin is li@akfor Darwinian fithess outcomes;
namely child survival (Sear and Mace 2008) andlitgr{Mace and Sear 2005; Sear and
Coall 2011 though also see Strassmann and Kur2pa).

Here | am examining the extent to which humansresaurce-rich contemporary
environment have patterns of reproductive behawoatrfit predictions drawn from
inclusive fitness theory. There is only a very lidi literature on this subject. | am only
aware of two previous studies (Kaptijn, Thomesal €2010) and my earlier paper,
which used the same dataset as that analysedtheritish Household Panel Survey
(BHPS). Both of these papers showed that kin sedmate a pro-natal influence,
though using rather different measures of fertilkgptijn, Thomese et al. (2010)
looked at the number of grandchildren whilst | ledlat the transition to a first birth. In
this paper | therefore look to see if the effeatiglicated for another fertility measure,

the transition to a second birth.

There are many social and economic factors asgacigth variations in the speed and
likelihood of a contemporary European woman hawrsgcond birth (Frejka 2008;
Sigle-Rushton 2008). Whilst a plurality of Britiémales have two children by the end
of their reproductive life (Smallwood 2002), theeenains considerable ‘noise’ in
models that seek to explain birth intervals in eomporary populations (De Jong 1987;
Tavares 2010). As fitness is a relative measumpewative to an organism’s
competitors, kin can influence fitness in a settigere fertility is low and child

survival is extremely high. Indeed because childnendiscrete units, each additional
child in a low fertility environment represents @portionally higher increase in

reproductive success than in a high fertility stcie
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As set out by Tinbergen (1963) behaviour shoulexygained at the ultimate levelhy
it occurs, and at the proximate mechanism léwalyit occurs. Inclusive fitness theory
explains the ultimate reason why kin should infleeereproduction. The proximate
mechanisms by which kin could exert a pro-natal féndss-enhancing influence can
broadly be divided into two categories. First, rgses and practical assistance from
relatives may reduce the cost of having childresh thas encourage further
childbearing. Secondly, communications with kinlcdobave the effect of ‘priming’
relatives to be more pro-natal. These mechanisema@rmutually exclusive but they
can theoretically work independently of each otktisugh the ultimate motivation for

both rests on inclusive fitness.

Kin assistance

Kin provide important assistance in resource-poar ratural fertility societies (Hill

and Hurtado 1996; Hawkes, O'Connell et al. 199ankar 2005). In these environments
relatives can directly influence fertility by enltamg a female’s health and thus her
fecundity. Kin providing resources directly to tti@ld could also allow earlier weaning
and cessation of lactational amenorrhea, which im&ayrn lead to shorter birth intervals
and higher overall fertility. Kin assistance diettowards mothers and offspring is an
intuitive reason from a biological perspectivasithe explanation given for how non-
human cooperative breeders enhance the reprodstiooess of their relatives
(Cockburn 1998; Clutton-Brock 2002).

Kin assistance that helps childbearing is not cw@dito natural fertility populations. In
resource-rich societies relatives can and do peowigportant resources, in the form of
finances or time (i.e. spending time looking afteir relative’s children), both of which
could reduce the costs of reproduction. Human dfigrequire extraordinarily high
levels investment from others, normally their pa@sgGutman 1988; Hurdy 2009).
Turke (1989) argues that in societies where Kirvigiehigh levels of assistance this
reduces the constraints on a parent’s childbeamugthus leads to high fertility. Where
kinship support is weak then the costs are borne oy the parents and they therefore
have fewer children. Turke’s theory was basedeatthcro level but it is equally

plausible that at the micro-level within a popwatthose with less kin assistance will
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have fewer children. For kin assistance to inflgefertility it must be substantial but

not universal. Is this the case in contemporaryaiBr?

Here | will divide kin assistance into two form4) financial resources and (2) time and
childcare. In terms of financial assistance frotatrees, most of the empirical evidence
comes from the intergenerational transfers litegtAttias-Donfut, Ogg et al. (2005)
have shown that in contemporary Europe there dstaatial financial transfers
between family members, there is however substargiaance across countries. In
terms of grandparents, virtually all the familieshe Millennium Cohort Study reported
some financial assistance from at least one grasdpéHawkes and Joshi 2007).
Analysis of two other British datasets (Tan, Budraet al. 2010; Clarke and Roberts
2003) shows around 50% of grandparents report fagiguproviding financial support.
Financial kin assistance even if infrequent cowddrbportant if it is substantial, and
there is some evidence to suggest that due to atoraanges the level of kin's
financial assistance could in fact be increasindl997 10% of first time house buyers
under 30 required informal assistance to purchase property, but by 2005 nearly
50% had assistance from ‘family or friends’ (presibhy more the former than the latter
(Hills 2007)). Inheritance from family members atemains an important source of

wealth variance in contemporary Britain (Hills 2009

On the time and childcare side, most of resear¢harJK simply classifies non-
parental childcare as ‘formal’ or ‘informal’, thatter includes friends who lack an
inclusive fitness motivation. Formal childcare ldcare that is purchased by parents,
employers or taxpayers. The childcare literatuneec®a wide variety of arrangements,
differing in the nature of the childcare (from osimaal babysitting to full legal
guardianship) and the age and demands of the ¢théldertheless it broadly seems to
show that informal childcare provision is substalniti the contemporary UK, though it
does varies substantially between sub-groups gbolpelation. For example Smith and
Speight (2010) estimate 40% of families with prbesd children now use some
‘informal’ childcare, though the utilisation of imfmal childcare is higher for working

mothers (Chevalier and Viitanen 2002).

If distinctions are made within informal sourcesmally the only type of relatives to be

separated out are the child’s grandparents. Buirarapevidence suggests that relatives



81

other than grandparents are also involved. For pl@fergusson, Maughan et al.’s
(2008) analysis indicates that around 45% of caildn the county of Avon were cared
for by a grandparent and 10-15% by other relatitresse figures being stable for
children between 8 and 44 months of age. A sinbitaakdown was seen across the UK
(Wheelock and Jones 2002; Gray 2005) and for baitkiwg and non-working mothers
(Jones 2008; Hansen and Hawkes 2009). Substahtidtare is also seen in studies
looking at grandparental time use (Grundy, Murphglel999; Clarke and Roberts
2003; Hank and Buber 2009; Attias-Donfut, Ogg e28D5). The key point is that in all
these studies the provision of childcare and atbsources by relatives, particularly the

child’s grandparents, is significant but not ungadr

Whilst kin assistance is substantial, is thereangtence that childbearing assistance
actually influences reproduction in resource riettisgs? Increasing childcare has long
been advocated as a way of increasing childbearitayv fertility societies (Myrdal
1945), and it has also been suggested that adalifimancial support to parents should
also have a positive impact on fertility (McDon&d02). On the formal side empirical
evidence (Mork, Sjogren et al. 2009; Rindfuss, &yilet al. 2010) seems to shows that
increased formal childcare stimulates childbearihgugh formal childcare financial
payments do not seem to act as particularly stppaghatal incentives (Ermisch 1988;
Parr and Guest 2010). Turning to the informal s@ieall and Hertwig (2010) argue that
informal kin assistance may also have a pro-fgrtdifect, and thus kin assistance can
still be ‘closely related’ to inclusive fitness sess. Unfortunately there seems to have
been only limited investigation of whether thighe case. In the US childcare provided
by relatives has been shown to increase fertilitgritions (Lehrer and Kawasaki 1985).
Another American study by Kuziemko (2006) showeat tthildbearing by sisters in
close geographic proximity, though not brothersreased fertility risk, a result that
Kuziemko attributes to sisters sharing childcare tus reducing the costs of
childbearing. Kaptijn, Thomese et al. (2010) fodinat grandparents providing
childcare increased fertility in the Netherlanditowever, Sinyavskaya and Tyndik
(2010) and Hank and Kreyenfeld (2003) found noatféd informal or kin-provided
childcare on second birth progression in Russia@@manany. In terms of other kin-
provided resources, Del Boca’'s (2002) study irylsalggests that family financial

transfers had a positive effect on fertility.
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Kin Priming

Kin priming is a potentially independent mechanisiat allows relatives to influence
the fertility of their relatives. This idea is bdsen the recent work of Newson, Postmes
et al. (2005) and a key component is that it isrmomication, rather than resources, that
influences fertility. An inclusive fitness perspeethighlights that it will often be
adaptive for relatives to provide information tleatourages or primes individuals
towards pro-natal sentiments and thus raisesitertil should be noted that such
priming of relatives may, or may not, be overt ongcious. On the one hand parents
could explicitly attempt to persuade their aduitdrien to provide them with
grandchildren. It could also be much more subtié) velatives raising conversation
topics pertinent to childbearing, leading conveoset to more pro-natal conclusions as
well as indirectly encouraging decisions (regargpagnership, housing, employment
etc) that are more conducive to childbearing. Qampguthe full extent of this priming is
extremely difficult as it could occur in thousaradsmall and seemingly insignificant
instances, yet when applied repeatedly over maagsyhe combined effect could be
substantial. Newson, Postmes et al. (2005) haweedrthat the cumulative impact is
such that the fundamental norms of a society aapesthby whether it is kin or non-kin

communication that dominates social interactions.

Kin priming occurs because of our species’ extensapacity to use information (learn)
from others (Flinn 1997). Its effect should be ddased onlyin contrastto the
information provided by non-kin. Inclusive fitnets&ory would predict non-relatives
are, at best, indifferent to an individual’s fitsesaximisation. Whilst kin priming is
less intuitive to evolutionary biologists, in a hig socially complex species such as

humans this second proximate mechanism shouldenohferestimated.

Kin priming does not require the transfer of resesy but it does require
communication between relatives. To help explamavee in second birth transitions
the amount of communication with kin in contempgrBritain must, like kin
assistance, be substantial and variable. This seebesthe case. Frequency of contact
with kin varies with numerous factors; such as @eindy, Murphy et al. 1999)
occupation and education (Grundy and Murphy 208&dgraphic proximity (Nolan and
Scott 2006), ethnicity (Owen, Mooney et al. 2004d &ocal area deprivation (Tan,
Buchanan et al. 2010) (Nettle 2010). In generalgi, contact with kin is substantial,
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particularly for mothers with young children. Hawgkand Joshi (2007) looked at those
whose own mother was still alive. They found thasaw their mother ‘at least’
weekly and one-fifth ‘daily’. Kin contact is nonfited to parents and their adult
children and it is estimated that 20% of Britislulésl contact a sibling ‘at least several
times a week’ (Murphy 2008).

There is however only limited empirical evidencevdmether kin do communicate more
pro-natal messages or whether kin contact actu#llyences fertility. Newson, Postmes
et al. (2007) found in role playing experimentssia@laying the ‘mother’ role provided
more fitness maximising messages than those playifigend’ role. Keim, Klarner et

al. (2009) found in qualitative social network aysas that kin seemed to provide social
pressure on respondents to have children. AxinawkBeérg et al. (1994) provide some
evidence for direct conscious persuasion as a mstheeferences for grandchildren
were correlated with her adult children’s prefeesnfor children. However, in Russia
Sinyavskaya and Tyndik (2010) found no significeffiect for high level of contact

with relatives on actualised fertility.

Variance in kin influence

Several factors will affect relatives’ expectediusive fitness ‘returns’ and this means
there will be variation in the extent relativesisisand encourage fertility. Fertility is
not the same as fitness. Fitness will not be masanhif an individual has too many
offspring and is unable to provide sufficient intreent in each child. Kin are therefore
expected to have a protective effect on childbegthat is detrimental to total fitness,
I.e. stopping premature or excessive reproduckoavious studies (Kiernan 1992;
Russell 1994; Kiernan and Hobcraft 1997; Manlov@7)%have shown that a potential
mother’s relatives in the UK have an anti-nata¢effivhen analysis is limited to just her
early childbearing. However, in my first paper, whanalysis is conducted across the
whole reproductive age range, kin show a signifigaio-natal effect on the risk of first
birth.

Whilst it might on occasion be adaptive for kirstiow an anti-natal delaying influence
on the timing of first birth, in contemporary loertility populations their influence on
second births should be more consistently pro-netauch societies there is often a

relatively short ‘childbearing window’ (Rendall aganallwood 2003; lacovou and
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Tavares 2011) during which additional births akelly to occur. If parents delay too
long after their first birth it will become incraagly difficult to have a second child.
This is partly because first births are reguladjagted to the point where fecundity may
be on the cusp of rapid decline (in 2008 the aveeage of first birth for a British female
was 27.6 years, and over a third of tertiary eceetatomen do not enter motherhood
until they are in their 30s (ONS 2009; Rendall &mdallwood 2003)). Secondly, the
costs of having an additional child are likely nariease the longer the delay after the
first birth. For example, interruptions to a carfem childbearing can be condensed or
combined, and childcare and resources (clothinyg, ébc) can be more easily shared
between children close in age. Therefore once ffased has been initiated if relatives
are attempting to increase their fitness throughfétility of individuals to whom they
are closely related, from a theoretical perspedtavaticipate that their influence for
second births should be on average pro-natal, ththeeffects may depend upon

characteristics of the respondent.

However, there is some empirical evidence whiclgeats that kin influence might be
weaker for second births. Relatives may be momctffe and/or their encouragement
more substantial when they are priming an individodecome ‘a parent’. Qualitative
work by Bernardi (2003) and Rizzi and Kertzer (20A8s found that Italian relatives
encouraged individuals to have a first birth, bott later order births. In Germany adult
geographic proximity to their parents did have aifpee effect on first births, but did
not significantly influence second births (Hank a¢réyenfeld 2003). It is therefore
important to replicate my previous study on kiduehcing the transition to first birth,
but this time looking at the transition to secoimthb

There are several characteristics of the relativesiselves that will influence their
motivation and capacity to influence the responddattility. As relatedness decreases
so will inclusive fitness benefits. Foster (200@slargued that females have a greater
psychological predisposition towards nurturing betyar and thus may find childcare
more rewarding. Relatives will also vary in thespacity to provide resources, both
time and financial. Females are also less likelgga@mployed than males (Duffield
2002). In the UK increasing age is associated imitheasing wealth (Banks, Oldfield et
al. 2002) and decreasing employment (Duffield 2002%hort older and female

relatives might be particularly important i.e. thest influential relative may be the
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potential child’s grandmother(s). Indeed one ofrtte@n motivations for evolutionary
anthropologists to test the influence of relatigaditness is to understand the evolution
of menopause (Blurton Jones, Hawkes et al. 200&kea 2003). From a traditional
evolutionary perspective it is perplexing that hanf@males evolved to cease
reproduction decades before they could expectapadphysiological feature of our
species which is unique amongst primates. Oneeoifribre promising explanations is
the ‘grandmother hypothesis’ (Williams 1957) whergilpandmothers may gain greater
fitness through helping their children have suciegggandchildren rather than by
having additional offspring themselves. Whilst glanothers may be particularly
beneficial for fertility, some categories of kirgtably siblings, may actually be in
competition for resources and these relatives cmsiiggad hinder reproduction.
Nevertheless in my previous paper on the transtbdirst birth, it did not seem to
matter which relatives where described as closé.pbedict that all relatives will exert
a pro-natal effect on the transition to seconchbiout it is important to test whether

specific categories of relatives are driving angared effect.

‘Alternative’ explanations: developmental sociakms

My explanation for the relationship between kin &edility is based on inclusive
fitness. Kin are predicted to positively influerfestility as this will normally also
increase their inclusive fitness. There are tw@ptéal alternative explanations. Any
observed associations could be simply represeatsgjection effect of an unmeasured
characteristic of the respondents. First, someoredgnts may have ‘traditional family’
values which orientate them to both maintain stri@mgily networks and to have larger
families of their own. In effect the explanatorydashependent variables could be merely

indicators of an unobserved latent ‘traditional figmalues’ trait.

It is important to understand how such variancgraifamily social values could come
to exist. Returning to Tinbergen’s (1963) schemallimate and proximate level
explanations; at the ultimate level behaviour ndedse understood in terms of its
function (its adaptive value) and its phylogeng @volutionary history). At the
proximate level the causes of the behaviour inclrdenderstanding of ontogeny
(development) and the specific mechanisms tharcethe behaviour from stimuli in

the immediate environment. Misunderstanding amate and proximate causation has
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been a long running problem for explanations of aarehaviour (Scott-Phillips,
Dickins et al. 2011).

The effect of relatives on fertility has so far bekscussed with regards to proximate
mechanisms (kin assistance and kin priming) opsgati the immediate environment.
Many species, and particularly humans, have ‘dgratntal plasticity’ whereby
information from early environments shapes thevigdial organism’s physiological

and psychological development (Bateson, Barkel. 2084; Burgless 2005). Itis
especially important for human children and juvesiiio acquire social information
(norms and values) in order to become successtliisa@Bjorklund 2007). Juveniles
may vary in the extent they are provided with triad@al pro-family norms. However,
this could also be considered another part of thggkming mechanism. During
development some individuals may be more influermedon-kin who instil values
towards a life course that is not fithess-maxingsiarents and other relatives may
induce values that are more fithess maximisingdi8tuhave shown that the level of kin
availability in the developmental environment is@sated with reproductive behaviour
later in life (Belsky, Steinberg et al. 1991; Bgld007). In particular that father
absence is associated with a faster life histostt{dl Coall et al. 2010). The relative
effect of kin and non-kin priming on the social msrinduced during the developmental
period could be important, but the role of the depmental environment falls within a
kin influence - inclusive fitness explanatory frammek: it is another proximate
mechanism. In this study | am only able to lookhat components of kin influence in a
fairly immediate environment. It would be interestifor future research to lookwahen
kin priming has the greatest impact on later ferhextglity.

‘Alternative’ explanations: personality

Returning to the question of unobserved factoisi@emicing both kin interactions and
childbearing, another potential criticism is tha¢ aissociation is simply due to
personality. The association seen could be theygtaaf some personality traits
inducing both close kin interactions and highetiligr. Again it is important to
understand how such variance in personality canroétere it could be a by-product of
a separate ultimate functional adaptation for tianbtenance of behavioural diversity.
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Individual level diversity of behaviour can be fhrduct of both ultimate and
proximate factors (Buss and Greiling 1999; Browigkins et al. 2011). Within many
species it is adaptive for multiple behaviouraht&gies to co-exist, as the optimal
fithess maximising strategy will depend upon thealaecology (resource availability,
population density etc) and the frequency of otieravioural traits within the local
population (Maynard Smith 1978). As both of them&tdrs fluctuate so should the
optimal behavioural strategy and this in turn sddahd to the persistence of
differences. In non-human species there can dergjrdifferences between the
strategies of members of same species and sexqG986). A good example is the
pygmy swordtail Xiphophorous nigrensjsvhere males undertake either a ‘courting’ or
‘sneaking’ copulation strategy (Ryan and Causeyl98nmerer and Kallman 1989).
Courting males are larger, take longer to matuckthan invest substantially in trying
to attract female mates. Sneaks are smaller, magtutier and chase females to force
copulation. The success of either phenotype isrtig@ upon the local ecology;
smaller males swordtails are believed to be at taws& of predation (Rosenthal, Flores
Martinez et al. 2001; Rosenthal, Wagner et al. 200Re success of each phenotype is
also frequency dependent. If the population is dated by sneaks, then courting
males’ long maturation period will ‘pay off’ as théace limited competition in courting
and will be able to attract numerous female mathsy will in turn father a
disproportional number of offspring. However, iethopulation is dominated by large
courting males, sneaks will gain a relative advg@t&ourting males’ long maturation
period and courting efforts will not be rewardedhnadditional offspring due to the
intensity of the competition between courting maksdditionally if there are few
sneaks then there will be less competition whealspehase-copulation opportunities
do become available. In short, the swordtail pagpahawill maintain both the sneak and

courting male strategies.

Nettle (2006) has argued the human personalitgasher form of behavioural diversity
which has a similar ultimate adaptive function.ngsCosta and McCrae’s (1992) five
factof® approach to personality Nettle sets out that asirey each personality factor
may have costs and benefits for an individualisef#s. So just as there are courting and
sneaky male swordtails there are extraverted anoMverted humans. The net fitness

® The factors are Neuroticism, Extraversion, Opesnagreeableness and Conscientiousness,



88

success of a personality type will again dependupcal ecology and the frequency of
other personality types within the population. Erample, high levels of Agreeableness
(one of the five ‘factors’ of personality) shoultbgide the benefit of strong
interpersonal relationships but this will be at dost of increased susceptibility to
cheating and manipulation. High levels of Extrai@rswill induce greater risk taking, if
the environment is benign this may well be benafjeéh harsher environments
persistent risk taking could carry severe costerdlore at the ultimate level,
behavioural diversity, mediated through a rangpesfonality types, is expected across
a population. It is through differences in persagdhat the association between kin and

fertility could occur.

There is some tentative evidence that personadityponents influence the frequency of
contact with relatives (Asendorpf and Wilpers 1993rtainly low levels of Openness
or Extraversion are likely to limit interactionstivinew’ individuals (who are likely to
be non-kin). On the other hand high levels of Agi#eness should induce individuals
to maintain strong links with their pre-existingcgd network. So a combination of low
levels of Openness and Extraversion with high kwélAgreeableness should be

conducive to strong inter-kin relationships.

The links between personality and fertility areslekear and have only recently be
subsequent to empirical investigation, though sparsonality traits do seem to be
associated with some aspects of fertility. UsirggBiHPS Tavares (2010) shows that
low levels of Openness and high levels of Agreesss also have accelerating effects
upon a female’s first birth, though it is highevéés of Extraversion that have an
accelerating effect. Other researchers have alsershn association between
personality and fertility (Jokela and Keltikanga@synen 2009; Jokela, Kivimaki et al.
2009; Alvergne, Jokela et al. 2010). Though lookirsy a Neuroticism it is interesting
to note that in rural Senegal (Alvergne, Jokelale2010) and the contemporary UK
(Tavares 2010) increasing Neuroticism had a pratmdtect, whilst in contemporary
Finland increasing Neuroticism had an anti-natiaf(Jokela, Kivimaki et al. 2009). It
could be the case that personality is associatddasmplex mating-parenting trade-
offs (Trivers 1972; Maynard Smith 1977). Certaimgriance in personality could lead
to individual level variance in a female’s predispion towards ‘nurturing’ which has

been considered an important determinant of conbeany low fertility (Foster 2000).
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Whilst personality was measured in the BHPS | doimduded it in my analysis. This
is because it was only measured once, several g&targhe end of my measurement
period. Whilst personality is relatively stable @&s the life course, there are
circumstances, such as major life events, thaslawevn to be associated with changes in
personality (Caspi and Roberts 1999; Lang, Resehké 2006). Jokela, Kivimaki et
al. (2009). Srivastava, John et al. (2003) havevshiat the relationship between
personality and fertility can actually occur in tgposite direction, with parenthood
increasing Agreeableness and Emotionality scorddit®nally, personality
development, like the development of social normay be subject to kin influence.
Certainly parenting styles influence children’sqmerality development, for example
warm parenting increasing Agreeableness (Shines)20ikin can influence
personality they should do so in order to indugesonality conducive to their

inclusive fitness maximisation.

It is a plausible alternative ultimate explanatibat personality differences (due to
adaptive behavioural diversity, rather than kiduahce) explain any observed pattern
between kin indicators and fertility behaviour. Tigh separating the ultimate and
proximate mechanisms here is fraught with diffigdt The incorporation of personality
Is a new and exciting area in the study of humanoductive behaviour. It would be a
fascinating further expansion of this work to explthe links between personality and
kin relationships and fertility, and how these thegeas interact over time, but such
work lies outside the scope of this paper. Betbigecan be done it is necessary to
examine the relationship between kin and fertility.

In summary, my hypotheses drawn from inclusiveeitheory predict that stronger
ties with kin will, on average, increase the rislasecond birth. Secondly there may be
two proximate mechanism, kin assistance and pripnthm@ugh which kin could
influence a female’s transition to second birththis analysis | will attempt to

distinguish between the effects of these two meishas
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Methods

My data come from six waves of the British Househ®anel Study (BHPS) between
1992 and 2003 | restrict my analysis to females as the houskblvistering of the
survey will mean that male and female respondeiitsegularly be partners and so
their fertility will be highly correlated; there@also well known reporting problems
with male fertility (Greene and Biddlecom 2000) eTBHPS is a longitudinal dataset
that is broadly representative of the British papioh. | used discrete-time event history
analysis with the dependent ‘event’ variable beirsgcond birth (Allison 1984; Box-
Steffensmeier and Jones 2004). This technique ekvédrespondent’s recorded time into
spells, which last for two years and a respondeayt contribute more than one spell to
the data. The spell length is determined by thgueacy with which the key

explanatory variables were collected. A respondetdrs the dataset once her first child
is born. She can exit the dataset in three walysrisecond child is born, ii) she reaches
45 years of age, or iii) she reaches the end ofigha collection period (right censoring)
without having a second birth. Multivariate bindogistic regression models are then
fitted for predictors of the occurrence of a secbmmth. Event history analysis has long
been regarded as a good technique for understabdthgorogressions (Newman 1983)

since it allows for both time-varying covariatesla®nsorship in the dataset.

An assumption of this technique is that the covesidave a proportional hazard across
each spell. | broadly confirmed this assumptiovaisd for the models presented here

(see results pages 111-118 and supplementary algiages 119-137).

Dependent variable

The dependent event variable used was whethert@ s®cond birth occurred within a
window of 9-27 months after the respondent waswideed. This lagged threshold
was used to ensure that respondents were not prieginhe time they reported on the
indicators of kin priming and kin assistance. Td¢ostrolled for a potential confounding
effect whereby relatives increased childcare otaxirin response to pregnancy.
Respondents who were pregnant i.e. had a birthrwiine months of the interview,
were not included in the analysis. A cut-off ofl@dnths was used since respondents

° Full question wording, methodology and other doentation available at
http://www.iser.essex.ac.uk/survey/bhps
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may change their contact with kin and their asststaover time. | tested the sensitivity
of the analysis by changing the lag for the measare of the event (2 birth) to 9-18
and 18-27 months after the interview. The resuétg broadly similar (result not shown
but available in the supplementary material pag®.1&s in Paper One temporary and
booster sample members are included. Again resiudtsld therefore not be taken as

strictly representative of the population of GrBatain.

Explanatory variables

My explanatory variables explore kin priming and kissistance as proximate
mechanisms through which kin can influence thesitaom to a second birth. Kin
priming indicators were constructed from responsesbattery of questions asked in
alternate waves of the study on the three indivglitlee respondents wadosest’'to
outside of their household. | will describe thasdividuals as ‘emotionally close’ to the
respondent. Two key variables were constructed fteresponses to this battery i) the
number of relatives who were emotionally close @nithe number of emotionally close
relatives who were also contactewbst days.'Contact was defined to includasiting,
writing or by telephone Both variables were shown to be significant prestecof first
birth in my previous paper. Comparison betweereffects of these two variables will
partly indicate the extent of kin priming, as fregtly contacted kin will have more

opportunities to prime the respondent.

Secondly, I looked for an indicator of kin assistnspecifically with childcare.
Respondents were ask&tthich of the following best describes the way goange

for your children aged 12 or under to be lookecafthile you are at work?The
interviewer then coded up to three arrangements &dist of eleven potential coding
categories. My third main explanatory variable wasstructed as respondents who
mentioneda relative’ as one of these three forms of childcare. A dumanable was
included for'formal childcare’if the respondent mentionéat school’, ‘nanny / mother
help’, ‘day nursery’or ‘childminder’ The final childcare variable included wasgther
childcare’if she was coded as mentionirgpouse or partner’, ‘friendor ‘other’. These
additional childcare variables were necessary tdrobfor the effect of women using
childcare in general on fertility. The referencéegmry was set as the occasions when
the respondent did not mention anyone else proyidiildcare. These variables are

thus effectively composite variables for being mnpdoyment and receiving that type of
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childcare, against a reference category of notgoemployment and not using childcare
whilst at work. The reference category is predataly made up of females who were
not in employment, though it also includes a smathber of individuals who did report
undertaking paid employment. A potential weakragghis childcare question is that it
only measures sources of childcare whilst the moghiat work..” It will not capture all
childcare and of course there is possible variamt®w respondents interpreted the
notion of ‘work’ in the question return to this issue in the discussion sectir.the
models presented here | do not distinguish betwdwezther relative childcare was
mentioned first, second or third, or whether it wantioned in conjunction with other
methods. There were only a limited number of oaasivhen the respondent
mentioned more than one type of childcare (for nu&tails see supplementary material
page 122).

| tested the robustness of the findings for thegkiming variables by running the model
again using different operationalisations. Firstséd dichotomised versions of the
variables i.e. whether the respondent Aiaglemotionally close relatives. Secondly, |
decreased the threshold for the frequency of cofitaat least once a week’. Both of
these changes produced similar results though ti@seas would be expected, some

decrease in the significance level (results in Bmppntary material page 123)

Three additional explanatory variables were corstal | looked at specific categories
of emotionally close relative (e.g. mother, sigtm) to see if they were driving any
overall effect. | also looked at whether geogragnaximity of emotionally close
relatives impacted on their influence. Here | aedatariables for whether a respondent
lived within 50 miles of an emotionally close rélat and within this geographic strata
whether the relative was frequently contacted. @Hmved further comparison between
the proximate mechanisms. Childcare can only beigedin situ. So if kin assistance
via childcare is the more important mechanism, tieéatives who are geographically
distant should not positively influence the traiogitto a second birth. If kin priming is
the more important mechanism, then frequently aiathrelatives regardless of their
geographic location should have a pro-natal effdnfortunately the questions on
specific relatives and geographic proximity werée asked in one wave of the BHPS
(Wave F 1996-1997) and so the number of spellthisrpart of the analysis was

subsequently reduced by a sixth.
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Finally, | attempted to use a variable on whethergovided financial assistance to the
respondent. The BHPS asks participdhtam going to show you four cards listing
different types of income and payments. Pleasedbtiks card (SHOWCARD 33) and
tell me if, since September 1st last year, you neeeived any of the types of income or
payments shown, either just yourself or jointly@\e of the options listed was
‘Payments from a family member not living hetghfortunately there were only 11
occasions (less than 1%) where the respondenttegpaceiving a payment from a
non-household family member. | am suspicious «f theasure and | suspect it may
severely underreport the true level of financiahsfers from relatives. The item on
family payments was listed 30t of 35 items and the majority of the preceding
income options were pensions and welfare bendiiis. may well induce a ‘context
effect’ (Tourangeau, Rips et al. 2000). First,lespgreceding items were on the whole
regular and formal payments and this could havadad respondents to disregard
irregular informal payments. Secondly, as manyhefitems were pensions and
incapacity benefits, and unlikely to be availaldertothers of young children, most of
the respondents will be repeatedly answering ‘adhe previous items. This could then
set the negative as the default answer and dwitmé by the time they reach thé"30
item respondents are tired of the question andlgistpy with the default. Certainly
compared to other measurements of kin financiat@sxe this value for mothers with
young children seems implausibly low. The MillermiCohort Study asked more
detailed questions and found that between 75-80#&wfparents reported receiving
financial help from grandparents (Owen, Mooneyle2@04). Attias-Donfut, Ogg et al.
(2005) estimated that over 50% of older generdforopeans provide financial
assistance to their adult children. Unfortunatbby limitations of the BHPS measure
means it was not possible to analyse whether finhkin assistance was associated

with the occurrence of second bhirths.

Respondents were only included within the datasetnihey were present in a wave of
data collection containing the battery on individuaho were emotional-close to the
respondent. If respondents were missing for oneeveddata collection they were still
eligible to be inclusion in later waves (subjecthie usual constrains, such as not being

pregnant with a second child).
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Control variables

There are numerous factors that influence childpasgision and kin contact and these
same factors could also confound any observed as®ocwith second birth transition.
First, three types of ‘time’ measurement are inetlich all of the models. The event
history analysis is based on the number of moritite ¢he respondent’s first birth, and
this measure may also reflect the effect of thddtlearing window’ discussed earlier.
It also captures the first born child’s age and thill correlate with the nature of
childcare, as older children are eligible for (pdjooling. Secondly, the respondent’s
age is included, as a female’s age is associatibweth her fecundity and the nature of
her family and friend contacts (Pahl and Pevali@3)0Finally all models include
categorical variables for the wave (year) of thevey to take into account calendar

time, though their effect is consistently non-siigaint and so they are not reported.

As set out in the introduction, many so@ald economic factors influence kin assistance
and kin contact. These factors could also confamdobserved relationship with
fertility, as they may independently influence béih relations and second birth.
Female employment increases childcare demand amdhatro level there is a much
commented-upon association with fertility (Engethiaand Prskawetz 2004). The extent
of employment is controlled by the number of repdithours the respondent is in paid
employment (including overtime). Education is ird#d as a time-varying covariate
though in reality very few of the respondents atediadditional qualifications (for
example less than 2% of those without a degreer@atabne during this period). It is
nevertheless an important control variable. Higédkrcation is often shown to be
associated with birth interval length (Rendall &rdallwood 2003), and is also
associated with weaker Kkin interactions (Pahl aenbfn 2005). Grandparental
childcare involvement is also higher for those viativer educational attainment
(Fergusson, Maughan et al. 2008). Females withenigucation are also more likely to
use formal sources of childcare (Jones 2008). Ircoould also be an important
control, as it will influence the capacity to puasie formal childcare in place of

informal childcare, and the opportunity costs @vieg the labour force (Becker 1991).
Family networks and childcare practices also diffetween ethnic-cultural groupings
(Bell, Bryson et al. 2005) so does fertility (McQan 2004; Coleman and Dubuc 2010).
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| therefore included non-time varying controls feligious organisation membership

and non-white ethnicity.

| also controlled for household composition, aseakplanatory variables on kin contact
are with non-household members. Having a residamber will clearly influence
fertility and it also influences grandparental db#dre involvement (Clarke and Roberts
2003). As noted before, relatives will not alwayduce pro-natal influences and in
particular they may be anti-natal if adult childieme still at the parental home, though
this is likely to be more of a factor in postponihg onset of parenthood. | also
controlled for the sex of the first born child:gkgan influence numerous parental
behaviours, including fertility and childcare (Luetg 2005). | included a control
variable for sibship size as this would influenlce humber of non-household relatives
who were available for inclusion within the emotdiy close relatives measure, and
there is also a known correlation between thelitgrof parents and offspring (Murphy
1999).

Scotland and Wales are over represented in lateesvaf the BHPS as their sample was
expanded in the late 1990s to allow separate asayshese countries. | therefore
included dummy variables for both countries inth@dels. Nevertheless the results
should not be interpreted as being fully nationedigresentative as the BHPS does not
include an appropriate longitudinal weighting teere full representativeness for this

type of analysis.

Interactions and non-linear effects

| test two different types of interactions. Fittsie proportional hazards assumption was
broadly confirmed via testing interactions betw#entime since first birth and all the
other variables. Secondly, | looked for significarteractions between the explanatory
variables and all the socio-demographic controtsatées. This was because the pro-
natal (or anti-natal) influence of relatives ortifety could be limited to particular sub-
groups in the populations and the observed aggregffects could mask both pro-natal
and anti-natal effects. However, | did not find aoysistent interactions between the
socio-demographic controls and the explanatoryabées that were statistically
significant at the 5% level (more details on theabresults are set out in the

supplementary material page 124-6). Finally | cleglctor non-linear effects for each of
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the continuous variables. A quadratic term wasuidet! in the final model for age to
control for non-linear effects here, though no othen-linear effects were found to be

significant.

All analysis was conducted using STATA 11.

Results

My final dataset contains information from 594 féesavho had had a first birth. The
youngest female in the dataset was 17 and thetalde3hese women contribute 1115
spells of data. 242 second births were capturélder®-27 month threshold after the
interview meaning that 21.7% of spells ended ie@ad birth. Compared to the
transition to first birth the dataset is smallesugh the proportion of spells ending in a
second birth is higher. This reflects the ‘childtyeg window’ effect whereby females
often proceed to their second birth relatively glyiccertainly compared to the
substantial (and increasing) length of time taketwieen reaching sexual maturity and
having a first birth.

Table 1 shows the descriptive statistics for th@lanatory variables. It also shows the
volatility of the time varying covariates for respmtents who contributed data in two or
more waves. Descriptive statistics for the categband continuous control variables

are shown in Table 2 and Table 3 (results table®amages 111 - 114).

Column three of Table 1 also shows the percenthgpedls that end with a second birth
9-27 months after measurement for each of the ceted) variables. The bivariate
association is in the expected direction for bo#hkin assistance and kin priming
indicators. As the number of emotionally closetie&s increases so does the
percentage of spells ending in a second birth fghiare association significance
p=0.050). The same association is seen for thdatves who are also frequently
contacted, though it is only marginally significdahi-square association significance
p=0.077). 25% of spells where the relative proviclatdcare end in a second birth,
which is slightly higher than when the respondes@sinot mention receiving childcare
(21%), though this association falls outside afvantional statistical significant (chi-

square association significance p=0.116).
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Table 4 shows the multivariate discrete-time evestory models for the first three
explanatory variables included separately but waitlthe control variables also
included. The results are presented as relatiks'fjsvhereby a value greater than one
indicates that this variable increases the risk Bf birth occurring 9-2fonths after
the interview compared to the reference categagt(olling for all other variables)
whilst a value less than one indicates that thiab#e decreases the risk of ¥ Birth. |
included all the theoretically relevant controliaffes in each model though it should
be noted that many do not significantly predictdlceurrence of a second birth. In a
‘best fitting model’, produced from backwards moselection, the explanatory
variable’s effects are still essentially the saméh@se displayed here (see page 127
supplementary material).

Model one shows that once my control variables ten added the number of
emotionally close relatives no longer significarghgdicts the occurrence of a second
birth. On the other hand, model two shows the nurabemotionally clos@and
frequently contacted relatives does significantisrease the risk of a second birth.
Model three shows that once the full set of costislincluded when relatives look after
the child whilst the mother is at work there idatistically significant increase in the
risk of a second birth.

Tables 5 shows models four and five, which incladen effects for both types of
explanatory variables, but not their interactioheTnain effects weaken, with the effect
for frequently contacted relatives decreasing & Ifarginal significance though a
broadly similar pattern remains. Table 6 shows rfeosi& and seven and includes an
interaction term in addition to both main effedtsboth models the interaction term has
a non-significant effect, with a very small effecze for the interaction between
frequently contacted relatives. This means thaetigenot a significant multiplicative
effect of both kin childcare provision and frequgmbntacted emotionally close

relatives. At this point | would consider concluglitihat the significant effects of

' Throughout the terms ‘relative risk’ is used istatistical sense without any negative connotafidreir
interpretation is similar to an odds ratio, howether latter term would be inaccurate in this instadue to the
relatively high occurrence of second births. Fattfer explanation see Sistrom, C. L. and C. W. @iarv
(2004). "Proportions, Odds, and Risk." Radiol@®@(1): 12-19.
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frequently contacted relatives (as an indicatdtiofpriming) and childcare (kin

assistance) are independent.

Table 7 shows the bivariate association betweehitbesariables for kin's emotional
proximity and relative’s provision childcare. Itashs that there is a limited association
between a respondent having emotionally closeivekatnd a relative providing
childcare (chi-square association significance( 6.148). However there is a
significant relationship with frequently contacteahotionally close relatives (chi-square
association significance p = 0.022). This suggisstsat least some of the relatives who
are providing childcare are also emotionally claed in frequent contact with the

respondent.

| also analysed two other sets of explanatory bégand their bivariate association
with the occurrence of a second birth is also shimwrable 1. A summary of the results
of their multivariate models are set out in Tahl@Bis table only contains the results of
the explanatory variables though the full set oftoa variables was used in all of these
models. | have only shown the explanatory variabbsause the controls provided very
similar results to those already seen. As notede@lite sample size was reduced by
one-sixth for the analysis of these variables. Harean this reduced dataset the same
pattern was seen for the explanatory variablesasribed above (i.e. when included
separately, variables for i) childcare providedéhatives and ii) the number of
frequently-contacted emotionally close relativesthbsignificantly predicted the

occurrence of a second birth at the 5% level).

I looked at the effect of a respondent being enmatliy close to a specific relative
(mother, sister etc). The two most commonly ciidtives were mothers, included in
29% of spells, and sisters, included in 27%. Frahl@ 1 there appears some variation
in the bivariate association between the speaiatives reported and whether the
respondent has a subsequent second birth, tredughthe specific relative categories
were followed by a higher than average percentagpalls ending in a second birth. |
included the presence of a specific relative asthe explanatory variable in a
multivariate model and in all cases the presentbe$pecific relative was in the
anticipated direction (it increased the risk oka@d birth), though the effect was never

statistically significant. This suggests that thgr@gate effect of emotionally close
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relatives was not driven by the presence of onecpdar type of relative. Unfortunately
the BHPS does not provide information on whichtre¢és are providing childcare, so |
was unable to explore this aspect further. ThohgHiterature suggests it would be
largely, though not exclusively, grandparents.

Finally, | analysed an interaction between geog@ptoximity and frequent contact
with emotionally close relatives. There were oryatcasions when respondents lived
over 50 miles away and also contacted an emotipnklke relative ‘most days,’ so |
made a single group for occasions when the relétied over 50 miles away. In my
previous first birth paper emotionally close relat only had a significant effect when
they lived within 50 miles of the respondeamd were also contacted frequently. In
contrast when looking at second births geograplogimity does not seem to be a
major factor in determining kin influence. In Taldlehe bivariate relationship indicates
that it was actually those on occasions an emdtipolse relative livedurther away
that there was a significant association with sqbsat second birth occurrence (chi-
square association significance p = 0.026). Thdbglextract of the full multivariate
model presented in Table 8 shows that the geogragrbkimity of relatives was not
statistically significantly associated with the noence of a second birth once the full
range of socio-demographic controls had been irculin who are geographic closer
could more readily provide childcare, so the latk difference between these variables
add some support to the idea that kin influenceisot solely due to their assistance

with childcare.

Discussion

These results suggest that kin positively influetheeprogression from first to second
birth in the contemporary UK. This is one of thestitimes that an explicitly
evolutionary minded test of the influence of relasi on fertility has been undertaken in
a resource-rich and low-fertility setting (the athbeing my first paper and Kaptijn,
Thomese et al's 2010 paper). The risk of a secantlol Wwas significantly increased by
both the number of frequently contacted emotionalbge relatives and by having a
relative provide childcare. However, unlike itseeff upon the risk of a first birth, the
number of emotionally close relatives (regardldsheir frequency of contact) did not

significantly increase the risk of a second bifithe effect of this variable was,
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however, in the same direction in both sets ofymis| and the non-significance in the

second birth model could be due to fewer obsermatio

A second more tentative conclusion from the obskassociations is that both
proximate mechanisms, kin assistance and kin pgntiave an effect. However, only
very cautious conclusions on the relative importapicthe proximate mechanisms
should be drawn. First, relatives who help withddtare can also encourage and prime
the respondents to have an additional child. | atrable to match the relatives in the
two indicators together, but there is a signifidaintriate association between
respondents reporting frequent contact with ematlgrtliose relatives and a respondent
reporting that her first born child is looked aftsra relative. Secondly, the temporal
relationship between kin priming and kin assistasaenclear. Are relatives in close
social proximity simply more likely to undertakeildecare, or does the provision of

childcare bring relatives closer together?

Limitations

In this analysis | am using indicators of kin pmgiand kin assistance, and there are
limitations in the extent that these concepts allg €aptured. First, they are only
measured in the immediate environment prior tdhbkKin priming could be induced by
relatives other than the three the respondent derssparticularly close at that point in
time. Kin assistance can be much more substahaal $imply the provision of
childcare whilst the respondent is ‘at work,” whishunfortunately a caveat of the
question. | am not able to identify which relatias providing childcare. Whilst none
of the categories of specific emotionally closatigkes (mother, sisters etc) were
significant, all had positive effects and non-sigaince could again simply be due to an
insufficient number of observations. Both concepsures require subjective
classification of who is a ‘relative’ and thus cduhclude social relatives, such as step-
parents or adopted siblings, as well as the genatis relevant for inclusive fitness
theory. The BHPS was designed as a multipurpos@guwithout my research question
in mind. Many of the above problems are simplynatation of using data of this

nature. Nevertheless the BHPS is a good dataseamny other ways, providing broadly
representative and longitudinal information. It laiewed me to show that there is a
significant association between kin interactiong tartility, even after numerous socio-

economic controls.



101

Inclusive fitness theory predicted the associati@t | found. However as | set out in
the introduction to this paper, there are otheotical explanations, notably
personality variance, which could potentially aésglain these results. Inclusive fitness
theory gave a relatively clear a priori theoretieson to expect kin to have a positive
influence on second births, whilst the relationdtgpween fertility, kin and personality
is a far more complicated. More research is neédéghse out the roles of kin influence
and personality, and as | set out in the introdunciii will be difficult to completely

separate out the effect of kin upon personality.

| therefore argue that the key conclusion from ¢hresults is that in a resource-rich
low-fertility setting inclusive fitness theory dossems to predict the pattern of
observed fertility behaviour: a mother with a youwtgid who scores highly on
indicators of kin assistance and kin priming h&asgher propensity in a given period of
time following her interview to have a second hiffhis paper complements my earlier
work which showed the influence of kin on the titios to first births. Both papers
address a gap in the literature. Social scientist® long been interested in fertility and
family structure (Davis and Blake 1956; Young anidnvétt 1957). However there has
been relatively little contemporary social scienesearch on if and how family
influence fertility in resource-rich societies. Tinge of theory developed in evolutionary
biology to explain human behaviour has been coetial (Laland and Brown 2002).
However, | believe the results shown demonstrageuthity of an evolutionary biology

- inclusive fitness perspective when seeking toeustéind contemporary family and

fertility behaviour.
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Table 1: Descriptive statistics of explanatory vaables

Descriptive statistics of explanatory and categaki Number % of % spells %
variables of spells  spells  followed individuals
bya2?  who ever
birth change
value!

Number of emotional close relatives (used as a
continuous variable)

0 439 39.37 18.68 31.07
1 445 39.91 22.02 41.79
2 (or 3) 231 20.72 26.84 23.21

Number of frequently contacted friends (used as a
continuous variable)

0 353 31.66 24.65 41.43
1 374 33.54 19.79 54.29
2 251 22,51 2231 43.57
3 137 12.29 18.25 26.43

Number of emotionally close relatives contacted
‘most days’ (used as a continuous variable)

0 711 63.77 19.69 37.50
1 291 26.10 24.40 40.00
2 (or 3) 113 10.13 27.43 17.14
Childcare variables
Does not use childcare (reference) 424 38.03 21.23 33.93
Has a relative providing childcare 275 24.66 950 31.43
Has childcare provided from a ‘formal’ source 396 5.52 21.72 41.43
Uses another form of childcare 251 22,51 18.33 87.1

If the specific relative mentioned below is
emotionally close too

A parent 280 30.53 26.43 21.07
Her mother 267 29.12 27.34 21.07
Her father 40 4.36 27.50 4.64
A sibling 281 30.64 23.84 19.29
A sister 252 27.48 24.21 16.79
A brother 36 3.93 27.78 4.29
An ‘other relative’ 96 10.47 23.96 10.00

A relative is emotionally close but lives over 50 105 11.45 30.48 11.79

miles away

A relative is emotionally close, lives within 501e8 199 21.70 21.61 25.36

but is infrequently contacted

A relative is emotionally close, lives within 50|e8 299 32.61 25.08 28.57

of the respondent and is contacted ‘most days’

M f the individuals provides information in two neowvaves



Table 2: Descriptive statistics of categorical control variales
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Number % of % spells % who ever
of spells  spells followed change
by a 2¢ value?
birth
First born child is female 546 48.97 22.34 n/a
Number of siblings (used as a continuous variable)
0 259 23.23 18.53 n/a
1 334 29.96 24.85 n/a
2 264 23.68 21.21 n/a
3 149 13.36 22.82 n/a
4 a7 4.22 25.53 n/a
5 or more 62 5.56 14.52 n/a
Sibship size: Missing 133 11.93 15.79 n/a
Education level: University degree or equivalent 919 17.85 31.66 1.79
Education level: A level or equivalent 237 21.26 geriil 4.64
Education level: Less than A level or missing 670 60.09 18.96 2.86
(reference)
Ever been a member of a religious organisation 190 17.04 27.89 n/a
Non-white ethnicity 43 3.86 18.60 n/a
Respondent lives in England level (reference) 963 86.37 21.70 0.36
Respondents lives in Scotland 99 8.88 21.21 0
Respondents lives in Wales 53 4.75 22.64 0.36
Household contains
No other adults (reference) 229 20.54 10.92 20.00
A partner 801 71.84 25.59 21.43
A sibling 48 4.30 14.58 4.64
A parent 89 7.98 12.36 9.64
Another adult 23 2.06 21.74 3.93

'2)f the individuals provides information in two @nore waves



Table 3: Descriptive statistics of continuous varibles
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Mean Standard Deviation
Time employed, including overtime (hours) 18.659 17.279
Individuals annual income (£1000s in 2005
equivalent purchasing value, adjusted by Consumer
Price Index) 9.993 8.836
Percentage of household income earned by the
respondent 46.130 33.745
Time since 1st birth (months) 43.879 33.725
Age (years) 30.431 6.073
Number of individuals in the household (capped)at 6 2 968 0.756




Table 4: Multivariate results - explanatory variables main effects
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Model 1 Model 2 Model 3
RR p RR p RR P

Number of emotionally close relatives 1.140 0.233
Number of frequently contacted friends 1.025 0.773
Numt_>er of frequently qontacted 1 262% 0.045
emotionally close relatives
Childcare prowd_ed by a relative (ref: 1 604 0018
Does not use childcare)
Fo.rmal childcare used (ref: Does not use 1 496* 0.051
childcare)
Other f_orm of childcare use (ref: Does not 0.733 0143
use childcare)
First born child is female 1.118 0.486 1.117 0.492 1.119 0.486
(Tr:g”lfrf)mp'oyed’ including overtime 0.997 0.655 0.997 0.641 0.990 0.169
Indmdugl s annual income (£1000s 2005 1.010 0.478 1.010 0.454 1.009 0.522
CPI equivalent)
Percentage of household income earned 0.993 0.137 0.993 0.128 0.993 0.156
by respondent
Sibship size, capped at 5 0.976 0.722 0.983 0.793 .9840 0.806
Sibship size: Missing 0.643 0.157 0.652 0.169 0.666 0.195
Edu_catlon level: University degree or 1 747% 0.012 1 788w+ 0.009 1 731+ 0.014
equivalent
Education level: A level or equivalent 0.877 0.529 0.891 0.58 0.857 0.46
Respondents who have everattended ) 53 g9 1.424¢ 0088  1434*  0.084
religious organisations
Non-white ethnicity 1.081 0.866 1.093 0.847 1.101 .836
Respondents lives in Scotland (ref 1.041 0.888 1.036 0.9 0.991 0.974
England)
Respondents lives in Wales (ref England) 1.149 ®.70 1.144 0.716 1.090 0.816
Household contains (ref Lives Alone)

A partner 1.978 0.158 1.991 0.155 2.125 0.122

A sibling 2.315 0.238 2.348 0.232 2.465 0.21

A parent 0.735 0.661 0.713 0.629 0.630 0.514

Another adult 1.752 0.385 1.709 0.406 1.877 0.336
Number of individuals in the household 0.682 0.167 0.688 0.179 0.680 0.174
(capped at 6)
Time since 1st birth (months) 0.984*** 0 0.984*** 0 0.983*** 0
Age (years) 1.701%** 0.001 1.687*** 0.001 1.679*** 0.001
Age (years squared) 0.990*** 0 0.990*** 0 0.990*** 0
Pseudo - r squared 0.1346 0.1365 0.1433

Controlling for wave of data collection (non-sigoént in all models)

*xp <0.01; **p <0.05; *p<0.1
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Table 5: Multivariate results - explanatory variables in a combined model

Model 4 Model 5
RR p RR p

Number of emotionally close relatives 1.138 0.244
Number of frequently contacted friends 1.009 0.921
Number of frequently contacted emotionally close 1.231* 0.08
relatives
Childcare provided by a relative (ref: Does not use  1.598** 0.019 1.545* 0.03
childcare)
Formal childcare used (ref: Does not use childcare) ~1.514** 0.045 1.535** 0.039
Other form of childcare use (ref: Does not use 0.747 0.172 0.760 0.197
childcare)
Interaction: Number of emotional close relatives *
Childcare provided by a relative
Interaction: Number of frequently contacted emadion
close relatives * Childcare provided by a relative
First born child is female (ref: male) 1.128 0.457 1.125 0.467
Time employed including overtime (hours) 0.990 Q.17 0.990 0.166
Individual’s annual income (£1000s 2005 CPI 1.010 0.497 1.010 0.476
equivalent)
Percentage of household earned by individual 0.993 0.144 0.992 0.132
Sibship size capped at 5 0.975 0.713 0.982 0.786
Sibship size: Missing 0.651 0.174 0.663 0.191
Education level: University degree or equivalepf:(r 1.739* 0.014 1.776* 0.01
less than A level)
Education level: A level or equivalent (ref: leban A 0.857 0.462 0.870 0.506
level)
Ever a member of a religious organisation (ref.anev 1.433 0.085 1.433 0.085
member)
Non-white ethnicity (ref: white ethnicity) 1.090 a4 1.103 0.833
Respondents lives in Scotland (ref: England) 1.007 0.981 1.011 0.969
Respondents lives in Wales (ref: England) 1.113 774. 1.111 0.777
Household contains (ref lives alone)

A partner 2.052 0.141 2.069 0.136

A sibling 2.512 0.2 2.532 0.197

A parent 0.655 0.552 0.638 0.526

Another adult 1.887 0.334 1.827 0.359
Number of individuals in the household (capped)at6 0.677 0.167 0.683 0.181
Time since 1st birth (months) 0.983*** 0 0.983*** 0
Age (years) 1.673** 0.001 1.664*** 0.001
Age (years squared) 0.990*** 0 0.990*** 0
Pseudo —r squared 0.1445 0.1459

Controlling for wave of collection (non-significaimt all models)
***n <0.01; **p <0.05; *p <0.1



Table 6: Multivariate results - explanatory variable interactions
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Model 6 Model 7
RR p RR P
Number of emotionally close relatives 1.060 0.651
Number of frequently contacted friends 1.002 0.985
Number of frequently contacted emotionally close 1.227 0.155
relatives
Childcare provided by a relative (ref: Does not use 1.282 0.394 1.537* 0.086
childcare)
Formal childcare used (ref: Does not use childcare) 1.513** 0.046 1.534* 0.04
Other form of childcare use (ref: Does not use 0.750 0.179 0.760 0.198
childcare)
Interaction: Number of emotional close relatives * 1.279 0.295
Childcare provided by a relative
Interaction: Number of frequently contacted emadion 1.009 0.972
close relatives * Childcare provided by a relative
First born child is female (ref: male) 1117 0.496 1.125 0.468
Time employed included overtime (hours) 0.990 0.168 0.990 0.166
. _ 1.009 0.536 1.010 0.477
Individual’s annual income (£1000s 2005 CPI
equivalent)
Percentage of household earned by individual 0.993 0.164 0.992 0.133
Sibship size capped at 5 0.975 0.709 0.982 0.785
Sibship size: Missing 0.644 0.164 0.662 0.191
Education level: University degree or equivalepf:(r 1.711% 0.017 1.775* 0.011
less than A level)
Education level: A level or equivalent (ref: leban A 0.857 0.461 0.870 0.506
level)
Ever a member of a religious organisation (ref.anev 1.425 0.09 1.434 0.085
member)
Non-white ethnicity (ref: white ethnicity) 1.055 a9 1.101 0.836
Respondents lives in Scotland (ref: England) 0.993 0.98 1.011 0.97
Respondents lives in Wales (ref: England) 1.093 81D. 1.110 0.779
Household contains (ref lives alone)
A partner 2.109 0.127 2.070 0.136
A sibling 2.597 0.185 2.534 0.196
A parent 0.681 0.59 0.638 0.528
Another adult 1.943 0.314 1.828 0.358
Number of individuals in the household (capped)at 6 0.669 0.157 0.683 0.18
Time since 1st birth (months) 0.983" 0 0.983" 0
Age (years) 1.679*+* 0.001 1.664*+* 0.001
Age (years squared) 0.990™* 0 0.990™ 0
0.1455 0.1459

Pseudo — r squared

Controlling for wave of collection (non-significaimt all models)
***n <0.01; **p <0.05; *p <0.



Table 7: Bivariate relationship between number of &mily in friendship group

and relative provision of childcare

Childcare provided a relative

Number of relatives in the friendship group (useat@ntinuous
variable in model)
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0 N 118
% (i.e. of those with no emotionally close relaive 26.88
who have childcare provided by a relative)

1 N 96
% 21.57

2/3 N 61
% 26.41

Number of relatives in the friendship group who wastacted

‘most days’

0 N 157
% 22.08

1 N 82
% 28.18

2/3 N 36

%

31.86




Table 8: Multivariate results — other explanatory \ariables
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Model Explanatory variable RR p

If the specified relative is emotionally close

8 A parent 1.133 0.500
9 Mother 1.207 0.312
10 Father 1.455 0.352
11 A sibling 1.226 0.284
12 A sister 1.274 0.215
13 A brother 1.275 0.561
14 An ‘other relative’ 1.061 0.831

Reference category for above models (8-D&es not describe that relative as emotional close

Geographic distance, frequency of contact and ematnal close relatives

15

A relative is emotionally close but lives over 50es 1.330 0.278
away

A relative is emotionally close, lives within 501e8 0.949 0.808
but is infrequently contacted

A relative is emotionally close, lives within 501e8 1.291 0.178

of the respondent and is contacted ‘most days’

Reference category for above model (Ix)es not describe any relatives as emotional close

Each model is a separate multivariate regressiatraéng for the same control variables as used in
Models 1-7 but only the results for the explanataagiable are displayed above. Each model included
a single explanatory variable(s). All other contratiables were included in all of the models.
Specifically the control variables used were; Hirsitn child is female, Time employed includes
overtime, Individual’'s annual income, Percentagbhafsehold income earned by respondent, Sibship
size, Education level, Religiosity, Ethnicity, Regpent lives in Scotland or Wales, Household
composition, Time since 1st birth, Age (with qudiiréerm) and Wave of data collection

Note all the above models exclude Wave 3 n=917.
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Supplementary Material to Paper Two ‘Family and fettility: Kin influence on

the progression to a second birth in the British Hasehold Panel Study’

Several additional analyses were performed tof¢estires of the models
(assumptions, interactions etc), which have relegda the issues discussed in the
paper, but which are not appropriate to include journal article for reasons of

space. These additional analyses are described here

| will start by discussing analysis referred tdhe paper in the order in which it is
mentioned. | will then discuss several other sastiof analysis that were not
mentioned but are of relevance for the conclustbasthe paper draws. Throughout
this section | will present extracts from the medtiate models that were constructed
in the same way as those shown in the paper anchwitluded the full set of control
variables described in the paper, but | will napiay the results for the full set of
these control variables (except in part 1.7 whigplieitly looks at the effect of the
explanatory variables in a reduced ‘best fittingddrl with fewer control variables).
The control variables only change very slightly éimd is the same approach adopted
for the results displayed in Table Eight in thegrap focus on the main effects of the
three key explanatory variables used in modelsiltBe number of emotionally
close relatives, ii) the number of frequently cat¢a emotionally close relatives and
iii) childcare provision by a relative. Throughdhe standard convention of
highlighting significance will be employed usindgor 10%, ** for 5% level and ***

for 1% statistical significance. Most of this wasgk'sensitivity analysis’ as it shows
that changes in the model parameters or the spatifn of the variables does not
substantially alter the results i.e. the resulésrant sensitive to operationalisation

modifications. Throughout effect sizes will be simoas RR (relative risk).

1 Additional analysis mentioned but not shown in theaper

1.1Proportional hazards assumption

| checked the validity of the proportional hazaadsumption using both continuous

(as used in the paper) and categorical versiotiseotime since first birth’ variable.

In the paper | state that | ‘broadly’ confirm tlissumption as there was one



marginally significant effect that showed an intdi@n with time since first birth
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when included in the model as a continuous variakie interaction between age and

time since first birth suggests that as the timeesthe first birth increased the risk of

having a second birth fell away more sharply fateolwomen than for younger

women. This is unsurprising, and is likely to paliyi reflect the decreasing fecundity

of older females. Including this interaction hasegligible effect upon the

explanatory variables, and given the marginallyiicant nature of this effect, |

decided not to include it in the final models. Misd81 — S3 below show the main

effects of the explanatory variables including piheportional hazard interaction in

the model.

Table 1: Including an interaction between age and since first birth

Model S1 Model S2 Model S3
RR P RR P RR P
Number of emotionally close 116 0178

relatives

Number of frequently contacted
emotionally close relatives

1.28** 0.034

Childcare provided by a relative

*k
(ref: Does not use childcare) 1.59 0.019
Formal chl_ldcare used (ref: Does 1.48* 0.057
not use childcare)
Other form of ch!ldcare use (ref: 0.74 0.163
Does not use childcare)
Interactlor:: Time since 1st birth 0.99* 0.057 0.99* 0.054 0.99 0.104
(months) * Age (years)
Age (years) 1.57%* 0.005 1.55%+* 0.006 1.57** 00%
Age (years squared) 0.99*** 0.004 0.99*** 0.005 0.99*** 0.003

A full set of control variables are included in thigove models though they are not displayed

1.2 Event window

| also state in the paper that the results stayaithy’ similar if the threshold for

measurement of the event (a second birth) birth@nged. The results are displayed

in Table 2 below. The first column summarises #wilts where a birth is counted

when it occurred 9-27 months after the intervieavthe model included in the paper.

The second and third columns show the effect whemindow for the event is

changed to 9-18 and 18-27 months after the intetvidis sensitivity analysis tests

how robust the results are to changing the windmwttfe event. The last three rows
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of the table show the results of multivariate medel the main effects of the key

explanatory variables.

The results using alternative event windows gehesalpport those presented in the
paper. Though it seems to be the case that thet eff&in providing childcare
becomes relatively stronger as the window for #r@ed birth moves closer to the
interview (when data on relatives was collectedhe €ffect of the emotionally close
relatives (frequently contacted or not) becomestiradly stronger when the threshold
is moved further away from the interview. A possibdason for this is that childcare
arrangements may change more than communicatiterpstso 27 months after the
interview the respondent may have different chitd@rangements, though if she
contacts her kin frequently originally then shetomres to do so. However, the
descriptive results shown in the last column ofl&@&bne of the paper (page 111) do
not show major differences between these two egpday variables’ volatility over
time. | return to the issue of the long term efaatt emotionally close relatives in
section 2.3.

Table 2: Changing the window for the measuremerhadccurrence of a second
birth

Months after interview during which a 9-27 9-18 18-27
2" birth is counted (Used in the paper)
% end in 2° birth 22% 11% 12%
zﬁglvlé?ber of emotionally close 114 103 1.31*
(p value in parenthesis) (0.233) (0.831) (0.065)
RR Number of frequently contacted 1.26** 1.16 1.33*
emotionally close relatives (0.045) (0.322) (0.057)
RR Childcare provided by a relative 1.604** 2.06*** 1.22
(0.018) (0.004) (0.449)

A full set of control variables are included in thigove models though they are not displayed
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1.3 Childcare Mix

In the paper | do not look into complex childcaremagements where the respondent
uses more than one type of childcare. This cowle lheen theoretically interesting in
terms of interactions between different types @fvsions in the ‘childcare jigsaw.’ If
relatives are used in conjunction with formal cbéce it might dilute their impact,
and so one potential hypothesis would be that reggrats’ who use non-kin based
support have a lower risk of a second birth. Alédrrely, childcare is only measured
on a binary basis by the BHPS i.e. whether orm@tréspondent uses a particular
form. There is not a measure of the total amousupport provided by external
sources. If a respondent reports numerous chilgmangders this might be an
indicator of substantial assistance with childaahéch could be hypothesised to have
a pro-natal effect. Unfortunately as set out inl&&bbelow there were only 208
(19%) spells where the respondent mentioned meltplidcare types. The
insufficient numbers of spells prohibited detaissgharate analysis of interactions
between the childcare types.

Table 3: Frequency of the different childcare camkbns

Rglative F(_)rmal cher Number of %

childcare Childcare Childcare spells
No No No 424 38.0
Yes No No 121 10.9
No Yes No 249 22.3
Yes Yes No 70 6.3
No No Yes 113 10.1
Yes No Yes 61 5.5
No Yes Yes 54 4.8
Yes Yes Yes 23 2.1

As noted early the childcare question is askedherbaisis of when the respondent is
‘at work’. There were only 10 occasions where #spondent report working any
hours in paid employment and did not report using of these forms of childcare,
there were a further 39 occasions when the respoméelported receiving one of these
forms of childcare whilst not being in work. Astate in the paper these variables are
thus effectively composites for being in employmamd receiving that type of
childcare, against a reference category of notgoemployment and not using
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childcare (whilst ‘at work’). Dropping these 494 very marginally reduces the
effect size of the key explanatory variable thotlgtir level of significance remains
the same, except in model 5, where both explangstyfall out of standard
significance (5%) into the 10% category, and in giadwhere the effect sizes are
similar but both main effects now fall just outsiofel 0% significance (though the

interaction term remains high non-significant).

1.4 Thresholds for the explanatory measures

| state that for sensitivity analysis purposesrsidered different thresholds for the
explanatory variables. Here | test whether thalteghange if the variables are
included in the model as i) dichotomous versiores (vhether the respondent had any
emotionally close relatives) and ii) with a lowhrdshold for frequency of contact
(reduced from ‘most days’ (the most frequent catggio ‘at least once a week’ (the
second most frequent answer available). The restittss section of sensitivity
analysis are set out below. The risk of havingcsé birth is consistently in the
predicted direction but due to the decreasing seitgiof the indicators there are

slight decreases in effects sizes and levels oifgignce.

Table 4: Different thresholds for the explanatoayiables

RR p value
The number of emotionally close relatives 117 0.139
contacted ‘at least once week’ (Model S10) ' '
Any emotionally close relatives (S11) 112 0.492
Any ?mot|onally close relatives contacted ‘most 1 34% 0.076
days’ (S12)
Any emotionally close relatives contacted ‘at least 114 0.432

once week’ (S13)
A full set of control variables are included in thigove models though they are not displayed
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1.5 Effect of wave of data collection / calendar time

| included categorical variables for the wave (yedithe interview to take into
account calendar time. As they were consistenthysignificant they are not reported
in the paper. At the national level the Total RgytRate was slightly decreasing
between 1992 and 2003, though this is not sedmeinisk of progression to a second
birth once all other factors are controlled fothe model. | have included this
information to highlight that a single parity pregsion should not been seen as

analogous to the national level TFR.

Table 5: Effect of wave of data collection on tisk of a second birth

n (spells) RR p value
Wave B 1992-1993 220 1.15 0.64
Wave D 1994-1995 198 1.02 0.937
Wave F 1996-1997 198 0.91 0.755
Wave H 1998-1999 167 1.19 0.562
Wave J 2000-2001 183 1.07 0.82
Wave L 2002-2003 149 Ref Ref

Extract from full model for Model 3 in the paperegilt for all the other variables are presentettién

paper.

1.6Interactions between explanatory variables and cahtvariables

In the paper | state that | did not find any ‘catent’ interactions between the
explanatory and control variables. | did howevedfsome evidence that emotional
close relatives had a significant pro-natal effectertiary educated respondents (see
model S14 below). This was not seen for frequertdlytacted relatives, though there
were some marginally significant interactions betwéhis variable and respondents
holding A level qualifications, but not a degre@efe was not any evidence that
education level mediated the relationship betwedatives helping with childcare and
the respondent’s risk of a second birth. Combirtnath the A level and tertiary
educated categories and running the models agaiddi$1 S16, S19 and S22)

produces a similar pattern of results.
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These interactions do not substantially changeitiatkerlying conclusions of the paper
as they were primarily based on frequently contheteotionally close relatives and
childcare provided by a relative. | have included information here as it is

plausible that the kin priming mechanism might hagreater effect on women with
more human capital. This is because such womerhawié better career opportunities
and thus will be faced with stronger ‘competingferences’ instead of having an
additional child, and so kin’s persuasion couldab¢éhe more important. This could
be an interesting area for further expansions sd#aech into kin’s influence on

fertility.



Table 6: Interactions between explanatory variabteseducation variables
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Model RR p
Number of emotionally close relatives 1.00 0.987
Interaction: University degree or equivalent * Nuemlof emotionally close relatives 1.94*  0.015

S14 Education level: University degree or equivalent 0.97 0.931
Education level: A level or equivalent 0.88 0.532
Number of emotionally close relatives 1.07 0.578
Interaction: Education level: A level or equivalérntiumber of emotionally close relatives 1.36 0.235

S5 Education level: University degree or equivalent 1.73*  0.014
Education level: A level or equivalent 0.66 0.196
Number of emotionally close relatives 0.88 0.361

S16 Interaction: A level or higher education * Numbéremotionally close relatives 1.88***  0.004
Combined A level or higher education 0.66 0.118
Number of frequently contacted emotionally close rdatives 1.22 0.118
Interaction: University degree or equivalent * Nwemiof frequently contacted emotionally 1.20 0.548

S17 close relatives
Education level: University degree or equivalent 1.65* 0.05
Education level: A level or equivalent 0.89 0.572
Number of frequently contacted emotionally clodatiees 1.14 0.334
Interaction: Education level: A level or equivaléitiumber of frequently contacted 1.59* 0.087

S18 emotionally close relatives
Education level: University degree or equivalent 1.74**  0.013
Education level: A level or equivalent 0.69 0.153
Number of frequently contacted emotionally clodatiees 1.05 0.741

s19 Interaction: A level or higher education * Numbéifrequently contacted emotionally 1.51* 0.077
close relatives
Combined A level or higher education 0.97 0.869
Childcare provided by a relative 1.57*  0.039
Interaction: University degree or equivalent * Clare provided by a relative 1.10 0.832

520 Education level: University degree or equivalent 1.69*  0.039
Education level: A level or equivalent 0.86 0.461
Childcare provided by a relative 1.68*  0.021
Interaction: University degree or equivalent * Clare provided by a relative 0.83 0.657

szt Education level: University degree or equivalent 1.73* 0.014
Education level: A level or equivalent 0.91 0.691
Childcare provided by a relative 1.66 * 0.051

S22 Interaction: A level or higher education * Childegrovided by a relative 0.86 0.688
Combined A level or higher education 1.20 0.365

A full set of control variables are included in thigove models though they are not displayed
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1.7 Nested ‘best fitting’ models

In the paper | present ‘full’ models showing ak thotentially relevant variables. This
is common practice in Behavioural Ecology and etiohary research, and so
appropriate given the target journal for this papesocial science it is often the case
that researchers will present the results for tedebest fitting’ version of the model
with only significant variables. The below modeler& generated through manual
backwards stepwise selection (Agresti and Finl&g7)9vith the removal of variables
that were non-significant on the basis of the weakeralue (except for the key
explanatory variables or those required by the pwetle. the time controls). |
considered the models produced by all three exfianaariables simultaneously in
the model selection process as | wanted the méaleésnain comparable. |
maintained variables at each step if they wereifstgnt at the 10% level in any one
model even if they were outside this level of sigance in a different model. In total

57 models were fitted over 19 steps.

Both the models presented in the paper and thaselfthrough stepwise selection are
very similar, in terms of both effect size and pueasignificance. There is also

limited evidence from likelihood ratio tests or lopking at the reduction in the R-
square that the best fitting and full models atestantially different. In short, the
conclusions of the paper would not by altered lokilng at a nested best fitting

version of the model rather than the full model.



Table 7: Best fitting model
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S23 S24 S25
RR P RR p RR p
Number of emotional close
relatives 1.144 0.199
Number of frequently
contacted emotional close
relatives 1.257** 0.045
Childcare provided by a
relative (ref: Does not use
childcare) 1.530** 0.029
Formal childcare used (ref:
Does not use childcare) 1.496* 0.049
Other form of childcare use
(ref: Does not use childcare) 0.728 0.129
Time employed included
overtime (hours) 0.996 0.385 0.996 0.372 0.989* 69.0
Education level: University
degree or equivalent 1.843*** 0.002 1.893*** 0.001 1.846*** 0.003
Respondents who have ever
attended religious
organisations 1.431* 0.07 1.440* 0.065 1.446* 0.064
Household contains
A partner 2,229+ 0 2.308*** 0 2.455%* 0
Time since 1st birth
(months) 0.983*** 0 0.983*** 0 0.983*** 0
Age (years) 1.745%* 0 1.731%** 0 1.741%* 0
Age (years squared) 0.990*** 0 0.990*** 0 0.990*** 0
Wave (reference Wave 6
2002-03)
Wave 1 1.109 0.71 1.135 0.648 1.116 0.697
Wave 2 0.929 0.796 0.937 0.819 0.960 0.887
Wave 3 0.884 0.668 0.878 0.651 0.897 0.706
Wave 4 1.177 0.578 1.185 0.562 1.195 0.545
Wave 5 1.097 0.749 1.077 0.798 1.081 0.79

Likelihood ratio test

compared to model included LR chi2(14) =7.83

LR chi2(13) = 7.79

LR chi2(13) = 8.38

in paper P =0.8979 P =0.8569 P =0.8177
Pseudo R squared for above

model 0.1265 0.1285 0.1348

Pseudo R squared full

model (as presented in the

paper) 0.1332 0.1351 0.1419

Loss of Pseudo R squared in

reduced model 0.0067 0.0066 0.0071

1.8 Main effects of explanatory variables in the reduwtéminus Wave F) dataset

The models presented in Table Seven on geograpdxinpuity and specific relatives

are not completely comparable to the results ohih#ivariate regressions presented

Tables Four and Five as Wave F is removed andtbieusumber of spells is reduced

by one sixth from 1115 to

917.
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The results of the main effects for the three exgiary variables used elsewhere in
the reduced dataset are set out in Table 8 belbw effects are very similar to those
in Table Three of the paper. | include this infotima here to confirm that the
information from Wave F was not substantially diffiet to the other waves of the
survey, and thus the conclusions drawn on assongteen for the geographic
proximity and specific relatives variables (as@dtin Table Seven in the paper)
cannot be dismissed solely due to the removal oféNFaaltering the dataset.

Table 8: Effect of explanatory variables on th& n§a second birth in the reduced

dataset without Wave F

RR p value
Number of emotionally close relatives Model (S26) 1.25 0.66
Number of frequently contacted emotionally clodatiees (S27) 1.34** 0.024
Childcare provided by a relative (S28) 1.59** 0.033

A full set of control variables are included in thigove models though they are not displayed

2 Additional analysis conducted but not mentioned irpaper

2.1 Other variables considered

2.1.1 Migration

| had originally wanted to make the models forfir& and second births papers as
similar as possible. Another aspect which coultuarice whether kin provide
childcare is whether or not the geographic distdretereen relatives recently
changed. There is information on whether the redeonhousehold is located in a
different region (broadly similar to the Governmé@itice Regions) to the previous
wave. | was able to include this information in thist birth paper however there
were only 22 occasions (less than 2% of spellf)érsecond birth data, which is
insufficient for meaningful analysis of this variabl therefore cannot include this

variable in the second birth model.
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2.1.2 Sex biased investment

Trivers and Willard (1973) theorised that humang mrany other species undertake
conditional sex-biased investment in offspring toduce the most beneficial sex of
offspring for the conditions in which the parentsifthemselves. This is due to
differences in males’ and females’ innate biolobtapacity to have offspring. For
most mammalian species, including humans, the dgpafca high status male in
good conditions to have offspring is primarily liexl by his access to mates. The
‘fixed costs’ of impregnation (sperm) are negligibFemales have much higher ‘fixed
cost’ investments through prolonged gestation antiation. On the basis of this there
will be more variance in male reproductive sucaesapared to female reproductive
success, as some males may have potentially hundfedfspring whilst some males
will have none (Bateman 1948). Trivers and Willdrdrefore hypothesised that high-
status good-condition parents should invest moraate offspring to ‘maximise’

their reproductive success in the next genera@anthe other hand low-status poor-
condition parents should invest relatively moréamale offspring to ‘risk minimise’
their changes of lineage extension. Whilst sexdalasvestment from human parents
seems to occur in traditional societies its effeaontemporary populations is still
debated (Koziel and Ulijaszek 2001; Keller, Negsa&l.€2001). Most of the literature
has focused on bias in parental investment busdhee logic would also influence
other relatives’ investment strategies. In effentdhould invest more when the
respondent has the ‘right’ sex offspring for thenditions. So relatives should invest
in their relatives’ male children in good conditsoand their relatives’ female
offspring in poor conditions. This in turn couldlirence fertility. Unfortunately the
dataset was insufficient to support three way adgons between offspring sex *
parental conditions * relative provision of childeaFor example there were only 29
occasions when a tertiary educated (a marker fod gondition) respondent had a
female offspring and was receiving relative-prodiddildcare. This would be
another interesting area to explore in future netea

2.2 Attrition analysis

| checked to see if attrition between the intervaawd the end of the measurement
period for a second birth could have altered tlsalts. It is possible that kin influence
indicators could have been associated with loweattrifion rates as BHPS

administrators may have found it easier tracindtaduth stronger kin contacts. To
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check post-interview attrition | removed individsalho had their last interview
within 27 months of the reporting of their kin iméince indicators. This resulted in the
removal of 69 spells reducing the total data sd046 spells. However it had
negligible effect upon the explanatory variablég, tesults are set out in Table 9
below. | am including this information here to ciomf that post-interview attrition is

not a major factor in explaining the results.

Table 9: Attrition analysis

With the removal of all spells

Without controlling for with a possible risk of a non-

Model Variable attrition reported birth
RR P RR P

529  Number of family in 1.4 0.233 1.14 0.255
friendship group
Number of family seen

S30 'most days' in friendship 1.26** 0.045 1.27* 0.046
group

g3 Childcare providedbya ) oo 0.02 1.61%* 0.019
relative

A full set of control variables are included in thigove models though they are not displayed

2.3 Effect of the kin orientation of a social networkrior to first birth

| was interested in the long term impact of ematlhnclose relatives by examining if
their presencbeforethe respondent’s first birth influenced her transito a second
birth. As set out in the discussion kin primingrfr@arlier in a respondents life could
be responsible for developing social norms condutavhigher fertility. The extent to
which the number of emotionally close relatives aem stable over time is raised at
the start of discussion and in section 1.2 of tigptementary material. The final
column of Table 1 in the paper (page 111) showstamlial volatility for respondents

who provided more than one wave of informationratteir first child is born.

| merged the second birth dataset with that froenfittst paper which gave me
information on the number of emotionally close tigks a respondent reported prior
to her pregnancy with her first child. Unfortungtehly 44.6% of spells in the second
birth dataset could be matched with a measureeoéthotionally close relatives

whilst the respondent was childless, as in mangscake had not been interviewed by
the BHPS during this period of her life. For theespondents who could be matched
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several had numerous waves of information on emalip close relatives, so | took
the mean number of emotionally close relatives tth@trespondent reported prior to
her first birth. Due to the very large volume ofsging data only very tentative
conclusions can be drawn from this analysis ant\sas excluded from the paper.
Nevertheless it appears that having emotionallgetelativegprior to the first birth

also increases the risk of a second birth.

There is a positive bivariate association betwaerproportion of spells ending in the
second birth and the extent of kin interaction ptathe first birth. Overall 21.7% of
spells ended in a second birth and all the measifithe presence of emotionally
close kin before a respondent’s first child shoesassociated with a higher
probability of the spell being followed by a secdnidh (as measured by chi-square

tests — not shown)

Table 10: Bivariate relationship between indicatfrkin influence prior to the first

birth and subsequent second birth risk

N % of spells % end in

2" birth
I\_/I|SS|r_lg emotional close relatives information prior 618 55 17.15
first birth
,t\)li(r)t r(]amotlonally close relatives reported prioritetf 192 17 24 48
Averagelless thgn or_1emot|onal close relative in the 296 20 20.65
spells prior to first birth
Averagemore t_han c_)nemo'uonal close relative in the 79 7 27 85
spells prior to first birth
An emotlonal_close _relat|_ve (above two categories 305 27 29.18
combined) prior to first birth
No_freqqently contacted emotional close relativiesrp 341 30 2375
to first birth
A frequently contacted emotional close relativasmpr 156 14 35 26

to first birth

There are only a limited number of second birtHIspehere the respondent provides
information on an emotionally close relative inlibperiods. But where this occurs
there is a higher than average propensity forttiespell to be followed by a second
birth.
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Table 11: Respondents reporting emotionally cletatives before and after their first

birth — bivariate association

N % of spells % end in"2
birth
An emotionally close relative in both periods 243 1.78 29.63
A frequently contactedmotionally close 90 8.07 40.00

relative in both periods

| also included the indicators of kin influence dref the first birth in full multivariate
models, and this shows a similar relationship {&gae 12). Having a frequently
contacted emotionally close relative prior to tinstfoirth significantly increase the
risk of second birth, and this is also margindtlg tase even when controlling for the
presence of emotional close relatives in the praxenenvironment (Model S36).
However there does not appear to be a significautipher effect as seen in the
interactions models (S37 and S38) whereby havirgdadive in both environments
does not generate a significant effect.

| also ran the above models again, this time amdjuding those who have a pre-first
birth indicator of emotionally close relatives (idropping all those without first birth
information). This decreases the number of speljast 497. In this subset having a
frequently contacted emotionally close relativeopto the first birth remains
significant. Again interactions between the pre paost first birth measures did not

show a significant multiplying effect (results rstown).
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Table 12: Respondents reporting emotionally cletatives before and after their first

birth — multivariate results

Model  Explanatory variableReference No Relatives in FG prior to first birth RR p
S32 Missing a relative measure prior to first birth 1.14 0.580
Average <1 emotionally close relative prior to ffipérth 1.21 0.433
Average >1 emotionally close relative prior to ffipérth 1.25 0.494
S33 Missing a relative measure prior to first birth 1.14 0.580
A emotionally close relative prior to first birth .2p 0.385
S34 Missing a relative measure prior to first birth 1.18 0.421
A frequently contacted emotionally close relativipto first birth 1.66**  0.027

Including both variable from prior to first birtmd after first birth

S35 Missing a relative measure prior to first birth 1.13 0.605
A emotionally close relativprior to first birth 1.18 0.471
A emotionally close relativafterto first birth 1.09 0.637

S36 Missing a relative measure prior to first birth 1.17 0.455
A frequent contacted emotionally close relagwir to first birth 1.55* 0.064
A frequent contacted emotionally close relatfier to first birth 1.24 0.207

Interaction

S37 Missing a relative measure prior to first birth 1.13 0.614
Interaction: A emotionally close relatiygior to first birth AND a 0.75 0.468
emotionally close relativafterto first birth
A emotionally close relativprior to first birth 1.46 0.306
A emotionally close relativafterto first birth 1.16 0.448

S38 Missing a relative measure prior to first birth 1.17 0.456
Interaction: A frequently contacted emotionallyssgarelativeprior to 1.03 0.945

first birth AND a frequently contacted emotionatipse relativeafterto

first birth
A frequent contacted emotionally close relagivior to first birth 1.53 0.207
A frequent contacted emotionally close relatfterto first birth 1.23 0.271

n=1115 and a full set of control variables areudeld in the above models though they are not

displayed

2.4 Third birth transition

| attempted to analyse the influence of kin ondHuirth transition in the BHPS using
the same methods as employed in the previous tperpalhere were a sufficient

number of spells for analysis (1,618) but thereenaly 111 valid births captured in
the 9-27 month period after the interview. This ntehat there were an insufficient



135

number of third births to allow separate analys$ighe kin influence indicators on this
transition. For example there were only 37 spelem a third birth occurred after the
respondent had reported frequent contact with astiemally close relative. The

small number of third births is in keeping with thational picture; less than a
guarters of births in the UK are third or higherigyga(ONS 2009).

The transition from childlessness to parenthoadeaarly qualitatively different to
latter parity progressions, but a possible approsioh combine analysis for later
births together. This is can be sometimes be cersitlbeneficial. For example
Kravdal (2001) used Norwegian register data toreste a separate and a joint model
for second and third birth intervals. In both tleparate models higher education
seemed to lead to shorter birth intervals. Howewlegn a joint model was run
education led to longer birth intervals. The joimidel takes into account selection
effects whereby educated females typically havielem at older ages and so may

better account for characteristics within the fessadf the different education strata.

However, it can also be risky to assume that théifg decision processes is the
same for second births and third births (Evansb&aret al. 2009). There are unique
factors that influence the progression to thirdthli a notable example being the sex
composition of previous births. This is an impottarea of theoretical consideration
in the evolutionary biology (See Section 2.1.2,@480). There is also empirical
evidence that parents in most developed countigday a desire for ‘one of each’
with substantially higher rates of third birth oatng when the two preceding
children are of the same sex (Hank and Kohler 26@0ard and Morgan 2002;
Kippen, Gray et al. 2005). There is a substantiedease in the complexity of a joint
model as the shared characteristics of the indalglproviding both second and birth
information means that it is necessary to use rauétl techniques. Moreover with
third births models there is a substantial risk #bng-term survivorsproblem.
(Steele 2005). Event history analysis models cadyme biased results when a
substantial proportion of spells that are indicasdright censored’ are in fact
respondents who will never undergo the event.retioee decided to limit analysis to
just the transition to second birth.
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PAPER THREE

Context Effects and Fertility Preferences: the Infuence of Preceding Questions

on the Reporting of Attitudes towards Fertility

Abstract

In surveys, preceding questions can influence medgats' answers to later questions.
As an individual’s opinions toward their own feitiilare highly dependent upon their
circumstances, prior questions might influenceréporting of fertility preferences.
We tested this using an internet experiment of 22¥ldless British university
students. We asked participants questions onfiwiity preferences without any
prior questions or after a set of questions ontadaltality, childhood mortality or
dental health. We found that participants' repgrohtheir fertility preferences
seemed to be influenced by all three sets of piegegliestions. We conclude that
information on attitudes towards fertility colledtéhrough surveys needs careful

interpretation which takes into account their cahteithin a questionnaire.

Introduction

'People have fewer children than they really wamind weknow that there is this
mismatch between desire and reality because suoangstently tell us that this is
so’ (Howse 2007, page 5, emphasis in the original)

'Surveys have revealed the gap which exists betiirenumber of children

Europeans would like and the number that they distiiave. This means that, if
appropriate mechanisms existed to allow coupldsatee the number of children they
want, the fertility rate could rise’ European Commission Green Paper ‘Confronting

Demographic Change: A New Solidarity between thaeggations’ (2005)

Demographers and social scientists have long breerested in fertility preferences.
For equally as long there has been scepticism dheirtaccuracy (Westoff, Mishler

et al. 1957). This is because such attitudes daevhotly predict fertility and are often
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revised as individuals’ age and their circumstartesge. The aim of this paper is to
reiterate the need for careful interpretation aofiliey preference measures collected
as part of multi-purpose social surveys. Here waalestrate a new reason for
caution: simply changing when fertility preferergugestions are asked in a

guestionnaire can significantly affect the respsnse

There are reasons to be concerned about fertigiepence measures but this does
not justify ignoring them. They are vital for undtanding fertility processes and, as
we will argue, for informing governments’ family ljppes. However, more attention
is required to improve their measurement and imétggion. Our key recommendation
is simply to consider responses to such questiottsei light of surrounding

guestions. Second, given the increasing prevaleh€CATI and CAPI (Computer
Aided Telephone and Personal Interviewing) it isdming easier to randomise
guestion ordering. We recommend this should be izkiEn more frequently to test

the reliability of these items and to control faregtion order effects.

In this paper we will start by reviewing the literee on fertility preferences, their
potential uses and the problems noted so far in teasurement. We will then go on
to discuss preceding question context effects vandiill set out why we think that
fertility preferences might be at particular ridksaffering context effects. We will
then illustrate our point using an online experittéat manipulated question
ordering. In this experiment participants answereéstions on their fertility
preferences without any prior questions or aftearalom battery of questions on
either adult mortality, childhood mortality or thelental health. We found that
guestion ordering mattered: fertility preferencdeded according to which (if any)

preceding questions were asked.

Fertility preferences

We will use the term fertility preferences in aywéroad sense, including within it
numerous conceptual dimensions and methodologpEaktionalisations. These
include how many children would a respondent likexpect to have, when they
would like to have them and also more indirect ¢adfi Children measures (Hoffman
and Hoffman 1973; Nauck and Klaus 2007) on thegyeed costs and benefits of
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children. For the sake of consistency we will useterm fertility preferences as a
catch-all term throughout the paper, though it widug possible to use others, such as

‘fertility attitudes’, ‘fertility opinions’, ‘repraluctive preferences’ etc.

The earliest fertility preference survey item that have found was from a 1936 US
Gallup survey which asked respondéntisat do you think is the ideal number of
children for a family to have?Mindick 1977) and questions on fertility preferesc
continue to be asked in many large, representatidemultipurpose surveys. In the
UK, for example, fertility preference questions édeen asked in the General
Household Survey (GHS), the British Household P&tetly (BHPS), the National
Child Development Study (NCDS), the British Cohsttidy (BCS), and the
Millennium Cohort Study (MCS). Notable internatibeaamples include the
European Social Survey (ESS), the EurobarometerAtherican National
Longitudinal Surveys (NLS), the Household, Incomd &abour Dynamics in

Australia survey (HILDA) and the Demographic ancaife Survey (DHS) series.

Why are fertility preferences important?

Writing in 1977 Oskamp argued that an individuadisal number of children was one
of the most important attitudes for social scidstte measure, placing it alongside
political opinion polling and assessments of sograjudice (racism, sexism etc).
Fertility preferences remain important for demodpexs. At the recent European
Population Conference in Vienna 2010 there werpdjgers included in the fertility
stream; of these 22 (32%) included fertility preferes either to explain actualised
fertility or as a concept in their own right. Thene two main reasons why
demographers are (or should be) interested indbarate measurement of fertility

preferences.

First, it is necessary for our understanding diilfgr processes. Many fertility
theories assume that changes in fertility prefezsmirive changes in actual fertility;
notable examples include Becker (1960), Caldwél@g) and Turke (1989). It is well
noted that attitudes influence, though do not whd#étermine, many behaviours
(Ajzen 1991). Fertility preferences have been shtwime significant predictors of
future reproduction at both the aggregate (Wedi®%0; Pritchett 1994) and
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individual level (Freedman, Hermalin et al. 1976h&en, Astone et al. 1999;
Berrington 2004; Testa and Toulemon 2006; GipsahHindin 2009; Nettle, Coall et
al. 2010). More abstract Value of Children measueas also been shown to

correlate with parity progressions (Nauck 2007).

Because they predict behaviour, fertility prefeesican be used in fertility
forecasting. Attempts to incorporate fertility desi and expectations into
demographic projections goes back many years (\Wegind Freedman 1956) and
as fertility assumptions in population projecti@me regularly inaccurate (Shaw 2007)
(Jefferies 2008), perhaps more attention coulddie {@ changing fertility
preferences. Fertility intentions have not beemfaly included within official
population projection models for the UK; howevattifgy intentions as reported in

the General Household Survey are considered bgiafiat the Office of National
Statistics as part of the evidence base for thaiipassumptions used in the national

population projections (Jefferies 2008).

Recent speculations on the future of fertility ir&pe have placed great importance
on fertility preferences (Bongaarts 2001; Bonga2a®@2; Goldstein, Lutz et al. 2003;
Morgan 2003). A good example is the influentialvlgertility trap’ hypothesis (Lutz,
Skirbekk et al. 2005; Lutz 2007). A key point ofsthypothesis is the circular
relationship between actualised fertility and feytipreferences; as fewer individuals
have children, national fertility preferences deeliwhich in turn leads to further

reductions in actualised fertility.

However, it has also long been noted that fertpitgferences’ predictive validity at

an individual level is not particularly strong (Wef§ 1957; Westoff and Ryder 1977),
and that different fertility preference measurey/\ia their ability to accurately

predict behaviour (Miller and Pasta 1995; Gipsot Aimdin 2009; Ni Bhrolchain,
Beaujouan et al. 2010). Moreover their ‘accuras)also sometimes dependent on the
characteristics of the individual being surveyed #re characteristics that influence
fertility preferences’ accuracy differ between coomties (Noack and @stby 2002;
Van Peer 2002; Quesnel-Vallée and Morgan 2003; Btoend Heather 2010).
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A second, and perhaps undervalued, reason whiitfeptieferences should be of
interest to the research community is that thegnfarcritical component in the
construction of fertility policies. The most wideipown of these is the ‘unmet need’
argument for the provision of contraceptives inhhigrtility societies where there is a
‘gap’ between respondents’ reported birth contratpces and their fertility
preferences (Bongaarts 1991) (arguments on thdityadif ‘unmet need’ have been
set out elsewhere (Dixon-Mueller and Germain 1¥%#5terline and Sinding 2000)).
This issue is not confined to high fertility sogst Increasing the proportion of
‘intended’ pregnancies is also an explicit poli¢yttee U.S. Department of Health and

Human Services.

Recently ‘'unmet need’ arguments have also beeedupside down and are being
used to support pro-natal, family friendly policiascontemporary low fertility
countries. Here the ‘unmet need’ is for childretinea than contraception (Liefbroer
2009). Fertility preference data collected from dpgan women, for example,
typically finds women desire more than two childmnaverage, whereas TFRs for
almost all European countries are below two (Bortgd2002; Goldstein, Lutz et al.
2003; Morgan 2003).

Such arguments depend on fertility preference blaitag a true reflection of what
individuals actually desire, as the stated ratieriat such policies is to allow
individuals to achieve their reproductive goalsréjdor example, is what one author
considers should be the context for the implemamntatf fertility policies in liberal

democracies:

“A government that sets targets for fertility igitng to change
behaviour... from the point of view of liberal denames what is
unacceptable is a rationale for intervention whrelsts on a collective
goal other than the provision of an institutionaintext for individual

flourishing” (Howse 2007, page 4)

3see the National Health Promotion and Disease RtieveObjectives
http://www.healthypeople.gov/hp2020/default.asp
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Howse’s argument emphasises the role of institatamfacilitators, allowing the
individual citizen to achieve what they desire. idfere if citizens fail to achieve the
number of children that they desire, and blametrghatable to institutional failures,
this requires policy redress. Several academice hagd this reasoning in promoting
pro-natal policies in low fertility societies (Chegs 1998; Morgan 2003; McDonald
2006; Philipov 2009).

European states across welfare traditions, suGeawany and the UK, have recently
increased public expenditure and implemented paiwiith pro-natal or pro-family
objectives in mind (Lewis, Knijn et al. 2008; Henger, Wimbauer et al. 2008;
Jensen 2009; Fleckenstein 2010). There have beew jostifications for the policies
that directly or indirectly may influence fertilitY3ut the quotation below from a
prominent British Conservative politician is a gaadample of how data on fertility

preferences have been used to justify such palicies

“In terms of public policy, it is important to loak the reasons behind
(the) fall in the fertility rate. If it is simply ehoice, if people are having
as many children as they like, then we have na tgntervene.

However, if people would like to have more childifeut don’t because of

socio-economic factors, then we should step iretp.h” David Willets
MP (2007, our emphasis)

Similar sentiments have been echoed in policy detusifrom other national and
supranational European actors (Philipov, Thévenah 2009; Fox 2009). It is
precisely because individuals’ fertility prefereaa® not equate to their actualised
fertility that some politicians see room for polimanoeuvre. Whilst it is possible to
justify pro-natal policies on grounds other thaltfittment of individual fertility
preferences, for example maintaining a nation’suelforce or tax base (Demeny
1986; McDonald and Kippen 2001), such justificatioaquires a substantially

different (and less liberal) ideological basis $tate intervention.

Accurate measurement of fertility preferences e&éefore required both for informing

family policy and in order to understand and pretiédility processes.
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Why are fertility preference measures problematic?

Unfortunately there are severe inherent difficsltier the successful measurement
and interpretation of fertility preferences. Denaggrers traditionally have worked on
two events, birth and death. Both of these eveatshe relatively easily
conceptualised, recorded / recalled, and quant{fibargan and Hagewen 2005).
Attitudinal measures, including fertility preferexs; fundamentally do not share these
qualities. They are less conceptually and methaicddly straightforward. A
significant problem measuring and analysing feytiireferences is that they

encompass numerous dimensions.

The first distinction, and probably the most impatt is between expectations and
ideals: the number of children an individual exgegothave may not be the same as
the number of children that individual would idgdlke to have, given no
constraints. Morgan and Hagewen (2005) argue thetat deal of analysis has failed
to adequately differentiate between desired aneéaeg fertility. Childbearing can
occur with any combination of aspiration and apition and an individual’s
capacity to control reproduction is limited by batbcial and biological factors. So a
birth or a pregnancy can be ‘unwanted’ but stikély’, or can be ‘desired’ but ‘a
surprise’ (Santelli, Rochat et al. 2003). A secdiiksion is between the total number
of children expected/desired and parity specifiasuees, i.e. questions that ask
whether respondents want or expect ‘a(nother) cildhird distinct dimension is
between the above measures and attitudes towardisrtimg of children, so a birth
could be ‘mistimed’ rather than wholly ‘unwantedrgssell, Vaughan et al. 1999 ).
Fourth, some surveys include more indirect questmmthe Value of Children (VOC
(Hoffman and Hoffman 1973; Nauck and Klaus 2007inpgrily questions on the
costs and benefits of having children. We includese under the label of fertility
preferences as such indirect measures of the wehlci@ldbearing fit into prominent
theories on the relationship between attitudesiatedtions e.g. Ajzen (1991). These
cost and benefit measures will vary in their relaship with the more direct fertility
preferences items, and with actualised fertilita@sk 2007). Finally, fertility
preference questions may ask how many childres@orelent believes other females
within her community should have, not necessahig/riumber of children she herself

desires. A cross-national European survey, theltawometer, asked respondents ‘In
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your country today, what do you think is the ideamber of children for a family?’
(Goldstein, Lutz et al. 2003). It is also worthingtthat all these items can be
measured prospectively or retrospectively, mettudakata collection which may
produce different results.

Many researchers have identified the treacherouseaaf the terrain encompassed
by these attitudes. In this paper we cite 35 patbatsconsider fertility preferences;
25 of these articles post warnings of conceptudliguities. Either the researcher or
respondent could be unclear about the specific misioe under consideration, and
fertility preference measures risk lacking coheteanstruct validity’ (Shadish, Cook
et al. 2001). Whilst data on all dimensions ofiliéytpreferences are frequently
collected, rarely are all the dimensions measurgde same survey, which in turn

limits cross-survey comparison.

However, our main concern is that most measurésoféully take into account the
uncertainty and context dependent nature of figralecision making. It has long been
noted in opinion polling methodology that capturthg level of certainty / intensity
with which the opinion is held is vitally importafitikert 1932; Katz 1944). Likert
guestions allow many attitudinal measures to capboth direction and intensity in a
single item as respondents vary the extent of tgreeement or disagreement to a
statement, i.e. respondents may ‘(dis)agree’ oorgfly (dis)agree.” The more
indirect Value of Children measures can use Likgyé items to capture both
direction and certainty. However, this approachasreadily applicable for many
fertility preference questions. In particular thesgtions on total number of children
such as ‘how many children would you like to hauwe®juire a second follow up item
to measure uncertainty, such as ‘how certain awetlyat you will have this number of
children?’ This is rarely undertaken due to theetiamd space constraints of large

general social surveys.

This is represents a problem, since evidence stgjtiesd individuals are frequently
uncertain about their fertility preferences. Ni Blehain, Beaujouan et al. (2010)
show that when asked about their expected agdldbehring respondents displayed
a clear digit preference whereby they dispropodilyrchoose ages ending in either 0

or 5. This is considered to be ‘compelling evideatsubstantial uncertainty’ by Ni
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Bhrolchain, Beaujouan et al. (2010, page 26). Qatale work by Bernardi,

Mynarska et al. (2010) has shown that the respdademo report ‘don’t know’ as an
answer category vary a great deal in what thisoiese means to them. To compound
these problems, May (2008) has highlighted tharimewers dealing with uncertain
respondents can be extremely arbitrary when profmbcoding their answers. Zabin
(1999) has argued that a failure to adequatelyrobfar uncertainty has been major

weakness in the analysis of fertility preferencesagsures.

This uncertainty can also be seen in repeated maasats of the same individual's
fertility preferences, which often show substantiahtility over time (Heiland,
Prskawetz et al. 2008; Reimondos and Gray 2008yvtacand Tavares 2011). A well
noted change is that ideal and expected fertikslides as age increases (Smallwood
and Jefferies 2003; Berrington 2004; Kodzi, Casterét al. 2010; Ni Bhrolchain,
Beaujouan et al. 2010). Age will directly influene@me ‘expected’ fertility as
fecundity declines. Age related fecundity couldatdluence ‘desired’ fertility as
those who have had fewer children than they imtidésired justify their decision
post-hoc i.e. seek to reduce their cognitive diasor (Festinger 1962). However,
fertility preferences can also be subject to sudgemard revisions which surprise
even the individual themselves (Rotkirch 2007inéty not be age itself but other
contextual factors that cause an individual’s ligytpreferences to change over time.
The literature regularly mentions three outsidédescthat influence an individual’s

fertility preferences; we will discuss each in turn

First, partnership context affects fertility predaces. Most people will desire to raise
children in a partnership and failure to securénsacelationship could lower fertility
intentions or preferences. One of the values atiedbto children is the strengthening
of partnership bonds (Nauck and Klaus 2007), amthpeship formation seems to
heighten desires and expectations towards childieéiReimondos and Gray 2009).
Not only does partnership matter but so will thetiliey preferences of each partner.
Demographic research has traditionally, and probadistakenly, given relatively
limited attention to male fertility and fertilityrpferences (Greene and Biddlecom
2000). Actualised fertility will be the product sbme form of negotiation between
males and females (and perhaps other members ektbieded family). Couple-level

fertility preferences are not simply a mid-pointween the two partners’ preferences
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(Berrington 2004; Casterline and El-Zeini 2007)tRers are likely to resolve
differences to ensure partnership stability, andesavill prioritise their partnership
over their desire to have (or not have) childreme Tesolution of partnership
differences will also occur very differently acrasxcio-cultural contexts (Voas
2003). As a further complication the two partneesyrhave inaccurate perceptions of
the other’s fertility preferences (Miller, Sevenyat. 2004). Fertility preferences may
also be influenced by gender inequality (Puur &0&I8; Schober 2009), as
preferences will be affected by expectations ohdner's contribution to childcare
and domestic work. Lehrer and Kawasaki (1985) destnated, for example, that the

allocation of childcare influences future fertilitytentions

Secondly, actually having children also changeitgmpreferences (Berrington
2004; Reimondos and Gray 2009; lacovou and Taz#$). This is relatively
unsurprising as parenthood often dramatically siéer individual’s lifestyle. The
process of parenthood also leads to substantigi@lgical and psychological
changes, particularly, but not exclusively, for tdes (Petch and Halford 2008).
Parenthood will alter fertility preferences as #twtual costs and benefits of children
become clear. Each additional child may changedsés and benefits of parenthood
still further, so that Gipson and Hindin (2009)icise the use of ‘total number of
children’ items on grounds that individuals areyordally able to consider thanext
child. Whilst demographers may find single questiabout an individual’s ideal total
family size convenient, decision-making ‘on thewgrd’ is more likely to follow a

parity-specific ‘moving target’ (Morgan and Hagew2005).

In societies which delay childbearing, childlesgividuals are also likely to come
into increasing contact with parents as they age,sa will become better informed
of the nature of childbearing from their peers’ esences. Though this effect may be
partially mitigated as social networks alter to ntain homophily of childbearing
(Keim 2009). Whilst some fertility preferences iengral decline with age, contact
with other individuals’ young infants may work imet opposite direction, stimulating
maternal and paternal instincts. Infants have loesaribed by Hrdy (2009) as
‘sensory traps’ for adults due to thkindchenschemfeatures such as large low lying

eyes, large heads and pudgy cheeks.
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Finally, in contemporary resource rich societibgyé¢ are substantial ‘competing
preferences’ (Bongaarts 2001). When asked, a nelgmd may honestly state that she
desires to have children, but if exciting careelifestyle opportunities become
available she could decide against it. The extemthich these activities are truly
‘competing’ will also be influenced by the availktyi of childcare (formal or
informal). The inverse is of course also possifaheling a career or lifestyle
unrewarding may mean that individuals decide t@gtvheir time and energy in
children. Qualitative research shows that dissattgsn with current career or
lifestyle prospects can be an important factorxipl&ning early motherhood (Arai
2003). Aarsen and Altman (2006) explicitly arguattfertility levels can be explained
by the competition between cultural production gedetic reproduction. The key
point is that individuals do not fully know whatrear, leisure or childcare

opportunities will be available in the future.

This list of contextual factors is far from exhawstand its purpose is primarily to
illustrate the difficulties of obtaining a ‘corrécheasurement of fertility preferences.
It is difficult for respondents to predict theittfme circumstances for each of the
above factors, which will in turn accumulate thamcertainty when considering their

options for childbearing.

Many non-human species adjust their fertility tatieir ecological conditions
(Stearns 1992). Our species may have evolved patigularly sensitive to socio-
ecological context when making reproductive decisidn comparison to other
primates successful childbearing is particularf§iclilt and risky for humans, from
the birth process itself (Trevathan 1987) to tr@qrged and intense dependence of
offspring (Bjorklund 2007; Bogin 2009). Throughatr evolutionary history having
too many or too few children, or having them at‘theng’ time could dramatically
escalate the risk of child and maternal mortalitgwen lineage extinction. Today in
resource rich, low fertility environments havingldren still represents a substantial
risk, due to the huge investment of resources (bbfimances and time) required by
parents to deliver socially competitive offsprifigade-offs between the quantity and
guality of children are still seen even in contenapy societies (Grawe 2003; Lawson
and Mace 2010). It is adaptive for human reprodhectirategy to be plastic, and able

to respond to the conditions in which individuafslfthemselves. Though it is
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important to stress that any response will be dymetceivedchanges in childbearing

conditions, and perceptions can be inaccurate.

The primary aim of this paper is to highlight thespibilities of internal question
ordering ‘context effects’ within social survey gtiennaires. It is because fertility
preferences are so dependent on the external morsldf an individual's life that we
suspect that priming individuals to think abouttigatar topics will alter their
responses to fertility preference questions.

Context effects

Survey methodologists define context effects asrtipact of earlier items on later
responses (Tourangeau, Singer et al. 2003) (treeglsao referred to as ‘question-
order effects’ (Rimal and Real 2005)). Context efehave been found in many areas
and have been shown to significantly influencerdporting of subjects as diverse as
visual impairments (Todorov 2000), life satisfanti®&chwarz, Strack et al. 1991) and
the approval of census data collection (Tourang8ager et al. 2003). Related
‘contextual effects’ studies have shown that pHggjizal manipulations also
influence participants’ reporting, notable exampiedude the stimulation of head
nodding (Wells and Petty 1980; Gail, Ramil et 8l0@) and the zygomaticus

(smiling) muscles (Strack, Martin et al. 1988).

Context effects of preceding questions can be géeefrom both the immediately
preceding questions or from items much earliehendurvey. There are numerous
ways previous items could cast an influence orfailhg questions. Tourangeau and
Rasinski (1988) discuss eight mechanisms that geneontext effects. Here we will
focus on one of these eight mechanisms: primings iBhan effect of previous items
on the respondent’s salient thoughts. During tloegss of answering an attitudinal
item respondents generally have a very short amafutivhe to produce an opinion,
often on a highly complex issue. Formulating suclatitude requires a respondent to
almost instantaneously retrieve from their memeitgvant information, potentially
over a whole range of topics. Previous items maylten certain information being
retrieved more readily than other information. Tangeau and Rasinski (1988) set out

a nice analogy of priming with sampling: just asyagampling from one subgroup in
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the population will clearly bias results, so tootgalar salient thoughts will bias the

‘sampling frame’ of accessible information thatetrieved by the respondent.

There is debate within the literature on the fregpyewith which context effects
actually occur within surveys. Research by SchuarahPresser (1981) and Smith
(1991) suggested that they are relatively infreqqu@ther research has shown that
they are not always replicated (Bishop, Oldendickl €1985). Tourangeau, Rips et al.
(2000) argue that they remain a risk, but should\uzuated on the basis of the

conceptual relationship between the contextualadfetted items.

Because fertility preferences are related to soyncantextual factors there are
numerous potential priming effects that could iaflae them. For example, preceding
guestions could (unintentionally) prime a respondewards thoughts of children
being potentially detrimental to her career, thggptally painful nature of childbirth
or, more positively, towards thoughts of old agpmart and companionship. This is
not merely a theoretical risk. For instance the BHe&gularly asks respondents under
the age of 21 a battery of questions rating thelililbod of particular events occurring
in their lives*. Two events are of particular interest. The fitrent listed is Be kept
back in your job due to family reasons, e.g. rasthildren? which is clearly

priming salient thoughts of the difficulties whichildren may bring to a career. Five
items later the respondents are then asked thoatdikely they are t6Have a

child.” To give another example, the first wave of the M&8Es the infant’s mother a
battery of questions on the delivery of the colebitd, such aSHow long did the
labour last?” and“Which, if any, of the following types of pain edlidid you have at
any time during labour?before askingDo you plan to have any more children?®
Again, this is priming women towards an unpleagmput it mildly) aspect of

having children. With both the BHPS and MCS itngossible to know what the
responses would be without the priming effect efélrlier items.

4 The exact wording beirtiPlease look at this card and tell me on a scatenir0% to 100% how
likely it is that the following events will happinyour life in the future. How likely is it thaoy will
[given event]. For full information on the BHPS d&tp://www.iser.essex.ac.uk/survey/bhps

15 For full information on the Millennium Cohort Stydeewww.cls.ioe.ac.uk/mcs
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Fertility preferences and mortality perceptions: anillustrative example

Here, we describe an experiment that looks forgaigg question context effects
upon the reporting of fertility preferences. Wediaa internet experiment to test for
an effect of mortality salience on fertility preéeices by priming some respondents to
think about mortality before asking them a bati@rguestions on fertility

preferences. The association between mortalityfamidity is one of the oldest and
most discussed relationships in demography, thaugationship between mortality
priming and fertility preferences is less intuitiW@hy should thinking of mortality

bias the retrieval of information relevant for reguctive decisions?

In the demographic literature, a positive correlatbetween mortality and fertility is
commonly observed. The influence of mortality oriliéy decisions has generally
been considered to be the result of consciousaepiant effects (whereby parents
replace deceased offspring) or insurance effediei@by they have additional
offspring in mitigation of expected future mortgl{fPreston 1978; Montgomery
2000)). There is, however, mixed evidence from itpiale research on the extent to
which there is a conscious, or at least articuldiekl. Researchers have found that
perceived mortality and morbidity are expresserkasons for early childbearing in
socio-economically deprived areas of low fertilityuntries e.g. Geronimus (1996),
but are not mentioned with regards to fertility idems in high fertility settings
(Randall and LeGrand 2003; LeGrand, Koppenhaval. &003). Our expectation for
a link is based on life history theory, derivednfrevolutionary theory. We have
argued previously that there is likely to be a p®jogical, thougmot necessarily
consciousrelationship between mortality perceptions amtlity preferences
(Mathews and Sear 2008).

One of the predictions of life history is that s#ien pressures will endow complex
organisms with capacities for behavioural plastjailowing them to adaptively
allocate resources between somatic investmentifeeet growth and survival),
current and future reproduction, offspring quangity offspring quality (Roff 1992;
Stearns 1992). Changes in mortality will affect tbeirns to this investment, whether
in somatic maintenance or offspring (Chisholm 19%ecifically, a higher risk of

one’s own mortality will increase the relative netsi to investing in current
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reproduction as opposed to future reproductioremgihe lower likelihood of
surviving to reproduce in the future. This may wegitail increasing investment in
offspring quantity rather than quality (as high lifyaoffspring may require continued
investment which will not be forthcoming in the avef parental mortality,
particularly in species with long periods of paesmhvestment such as our own).
Both evolutionary and non-evolutionary minded resiedas demonstrated a link
between perceived life expectancy and early chddhg in deprived communities
(Geronimus 1996; Wilson and Daly 1997; Geronimu8t hisholm, Quinlivan et
al. 2005; Nettle 2010; Nettle 2011). As well asladortality, the nature of child
mortality may also influence fertility behaviounaugh the effects of higher offspring
mortality may be dependent upon whether it cambeanced by the parent. Higher
exogenous mortality (outside of parental contreljkely to induce the dilution of
investment into more offspring (McNamara, Welhamale2004), whilst higher
endogenous mortality (within parental control) nragrease the returns from

concentrating investment in a few offspring and mmasing their chances of survival.

Empirical evidence for this mortality-fertility r@fionship has been gathered from
non-humans. Eggers, Griesser et al. (2006) fouat] ith Siberian JayBerisoreus
infaustusjncreasing perceived endogenous mortality riskgllaying back recordings
of bird calls from a common nest predator) siguaifitly decreased clutch size
(number of eggs laid). The manipulations were @rtiortality risk in the

environment that the birds woutetrceive there was no change in the actual mortality

of the environment.

Previous studies looking at mortality perceptiamtumans have also shown priming
towards own and adult mortality has a pro-nataaff\We have already conducted
one internet experiment, using undergraduated.ahdon university, which found
significant context effects of adult mortality piimg on the ideal number of children
wanted by men, but not women (Mathews and Sear)2808ing from the very
different theoretical perspective of Terror Managetirheory (TMT) (Solomon,
Greenberg et al. 1991; Pyszczynski, Greenberg @08l7), studies by psychologists
on Dutch (Wisman and Goldenberg 2005), Germanggfré 2007) and Chinese
undergraduates (Zhou, Liu et al. 2008; Zhou, Le&ile2009) have also found that

participants react to mortality primes by incregdineir desire for children, as well as
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other pro-natal measures. It is worth noting thatgrimes administered and the
fertility preference data collected in these TeMamagement studies were somewhat
different to survey style items. The mortality pes) for example, were open-ended
guestions on the process of dying. In these Télammagement studies pro-natal
effects were found after mortality priming for justiles in the Wisman and

Goldenberg (2005) study, but for both sexes inother studies.

Mortality and morbidity primed context effects agenuine risk in survey data. For
example respondents in the DHS are asked in datailt child deaths and potentially
fatal illnesses prior to the questiolfi You could choose exactly the number of
children to have in your whole life, how many wotlldt be?® We think it is likely
there are other context effects that could sigaiftty influence fertility preferences,
such as priming respondents to think about thegezapregnancy or old age. But
here we are replicating our previous study usimgder range of both mortality
primes and fertility preference measures, in otdeest the robustness of these
mortality context effects. Our study is only cormest with perceived mortality, not
actual mortality, and the translation of the latt¢o the former is a complicated

process (Montgomery 1998; Montgomery 2000; Carvaib@b).

Data and methods

Our data were collected from an internet experinmsinig students at sixteen higher
education institutions in southern England, whiahge in size and socio-economic
recruitment’’ Contact was made with an appropriate individuahimieach
organisation and participants were then recruitdgtevia an email to their student
account, or via an invitation posted on the uniigrsstudent union website. The
guestionnaire was described to participants aaraey’ to conceal its experimental
nature, though the final page provided debriefiifgrimation. Ethical clearance was

18 Full details of the DHS are availabletuip://www.measuredhs.com/aboutsurveys/dhs/start.cf

Y These were: Bournemouth University, Brunel Uniitgrd.ondon Metropolitan University,
Roehampton University, the University for the CieatArts, University of Cambridge (Caius
College), University of East London, Universitye$ésex, University of Exeter, University of
Greenwich, Birkbeck College, London School of Eamits, School of Oriental and African Studies,
University College London (Department of Geographyniversity of Southampton and the University
of the West of England.
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obtained from the LSE ethics committee and frometifiéics committees of those

participating institutions who deemed it necessary.

Participants were asked to complete an online sumrech included questions on
fertility preferences, mortality and socio-economnd background data. Data were
collected between October 2008 and April 2009. Waese to only include data from
childless students under the age of 40 as theybwilit roughly similar life course
stages and likely to be able to still have childi2ae to the voluntary nature of
participation our results should not be viewed @gdprepresentative of the student
population of the UK. The appropriateness of commmon-representative samples
for running context effects experiments has geheba&len accepted by survey
methodologists e.g. Strack and Martin (1987), ttosge Schuman (2009) for recent

disagreement.

Here we report the effects of four different quastordering manipulations, which

we refer to as ‘treatments’: i) The first treatmgradup received 11 preceding
guestions related to adult (and their own risknedrtality prior to a battery of
guestions on fertility preferences, ii) the secgnoup answered 11 questions on
childhood mortality in the UK prior to the fertjiitems, iii) the third group did not
answer any preceding questions but did answer bt gets of priming questions
after the fertility preferences measures and ig)fthal group were asked 11 questions
on visiting a dentist and their dental health befanswering the fertility items. This
last group was included as a secondary contralégative mood, as questions about
dentistry would act as an unpleasant, yet nondlgginane. It would also control for

attrition and fatigue as participants tire of ansmgequestions per se.

The participants were randomly allocated betweeh e&the groups; the only
systematic difference between the groups is imgtlestions they answered before the
fertility preferences items. We nevertheless aglaticipants about their family and
socio-economic background to test whether any @bgerontext effects were
concentrated in particular subgroups. Specificakycollected information on their
age, expected future income, parental educatiamtopof birth, ethnicity,

religiosity, partnership status, sibship size, eigmees of mortality and the

deprivation and life expectancy of the participamtical neighbourhood.
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Construction of variables and model fitting
Details of the specific questions asked can badan Appendix One (page 183). We

analysed seven fertility items which we will referas Measures A-G.

The first question asked in the fertility prefereadattery uses exactly the same
wording as that used in the DHS on the ideal nurobehildren.“If you could

choose exactly how many children to have over ywale life, how many would that
be?” We split the responses to this question in two.W\lerefer to the numeric
responses when the respondent wants to have ableashild as Measure A.
Measure B is a binary variable constructed fromsime question but coded for
whether the participants want to remain childl@$ss more appropriately reflects the
two decisions being made when answering the questjdo | want to be a parent?
(captured by Measure B) andiRyes, how many children do | want to have?

(captured by Measure A). The exact coding is sebelow.

Answer categories Measure A — Value Measure B — Value
contributed contributed

None — | would remain Dropped from analysis | 1

childless for this measure

1 child 1 0

2 children 2 0

3 children 3 0

4 children 4 0

5 or more children 5 0

Cannot say Not used in this analysis  Not usetisanalysis

Prefer not to say Not used in this analysis  Notlusehis analysis

Measures C and D are two continuous aggregatesstmréne pro/anti-natalism of
participants, which uses ratings of 5 different ifgrsizes on the basis of (C) how
beneficial/costly the respondents thinks each faside will be (the expected utility
of family size) and (D) how likely/unlikely the nesndent thinks each family size will
be. For Measure C the question was phrasédaaking at the options below please
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indicate on the scale the expected consequencgstioroverall wellbeing, fulfilment
and satisfaction if you had this number of child(eB being highly beneficial, O
being neutral / uncertain and -5 being highly cpptl

The respondents were then presented with the bgilioband were able to select one
value from each row. The numbers in the italicsesent the value that is contributed
to the total score and were not present when g@ralent was completing the
guestion. Positive value indicates broadly prodrsgatiments and negative values

indicate anti-natal sentiments

Highly Neutral/ Highly
Beneficial Uncertain Costly
GIVEN SCORE 5 4 3 2 1 o| -1 -2 -3 -4

| will not have any
_ -10 | -8 -6 -4 -2 0 2 4 6 8
children

| will have had one chilg

| will have had two

children

| will have had three

children

| will have had four
. 10 8 6 4 2 0 -2 -4 -6 -8
children

So if a respondent gave the following answers ¢tribution towards the total
score are given in the parentheses) then thertetalcore would be plus 4. The

maximum score is + 30 and the minimum is — 30
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Highly Neutral/ Highly
Beneficial Uncertain Costly

GIVEN SCORE 5 4 3 2 1 o -1, -2 -3 -4 -5

| will not have any X
children (6)

| will have had one chilg X
1)

| will have had two X
children ©

| will have had three X
children @

| will have had four X (-

children 4)

Measure D (Parity specific likelihood grid measuws@p calculated in the same
manner except the preceding text w@sthe following six options please indicate on
the scale from +5 to -5 how likely it is that youl Wwave had this number of children
at the end of your reproductive life (+5 being Highkely, O being uncertain and - 5

being highly unlikely).”

Measure E is a composite score for the pro/anttisat of respondents to a battery of
Value of Children Likert items (as used in Nauck2pD The preceding text wasor
each statement respondents can choose one oftsa®from: Strongly Agree,

Agree Neutral, Disagree, Strongly Disagree, Carsat.” With ‘strongly agree’
contributing 2 units and agree 1 unit. The directd the values was determined by
the pro-natal (reason for having children) or anatial (reason against having

children) nature of the statement.
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Statements

Contribution to Measure D

1) Children make life more exciting and fun

Proat¢Strong agree +
2, agree +1, disagree -1,

strong disagree -2)

2) Children leave too little time for one’s ownengsts

Anti-natal (Strong agree -
2, agree - 1, disagree + 1,

strong disagree + 2)

3) Children are practical, because when you'rerojoe Pro-natal
have someone to take care of you

4) Children create problems with neighbours, gostand Anti-natal

in public

5) Children burden the relationship Anti-natal
6) Children are a financial burden and reduce olnaizg Anti-natal
standards

7) Children give one a sense of being needed Red-na
8) Children bring worries and problems Anti-natal
9) Having children at home and watching them grawsu Pro-natal
enjoyable

10) Having children decreases the amount you cak wo Anti-natal
11) it is good to have children because you canael Pro-natal
them in an emergency

12) Children bring partners in a relationship ctose Pro-natal
together

13) When a women wants to have a career, she must d Anti-natal

without children

Previous research has shown that there often reuttimensions within this VOC

scale on the basis of Affection, Utility, Cost (He2008). However we decided to

load onto just one dimension after conducting agyie components analysis

looking at the items covariance. The principle poments analysis showed that the

first component was a tendency to agree (all lagglimere in the same direction) and

the second component the pro / anti-natal direatfidhe agreement. The cumulative
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variance explain by the first two components excé@¥ for both males and females
and had an eigen value’s greater than 2. Eacheaftimaining components explained
less than 10% to the variance and had eigen valuess than 1.3 and so by
convention are not normally considered as explgiairsignificant’ proportion of the

variance (Bartholomew, Steele et al. 2008).

Finally, two questions on the timing of childbegriwere asked: the number of years
until the respondent would (F) ideally and (G) estde have their first child.

For Measure F the questionnaire askeaking into account your current age, how
old would you LIKE to be when your first (next)ldhs born?” The current age was
subtracted from this value which gave a measuréh®number of years until the
respondents wanted their first (next) child to benb Measure G was constructed in
the same was above measure though using the quédtw old do you EXPECT to

be when your first (next) child is born?”

The construction of majority of the control variebwas relatively straight forward,
most being operationalised as a binary variablg apa logical position, such as the
midpoint of the distribution. We asked at the ehthe questionnaire whether the
respondents were willing to provide the postcodtheir current address, and over
65% provided a valid UK entry. Using this infornatiwe were able to match the
postcode to the local Index of Multiple Deprivati@MD) score as provide by the
Department of Communities and Local Government. [Mie 2007 score is a
composite of 37 different indicators that covefeatiént dimensions of deprivation:
Income, Employment, Health and Disability, Educati§kills and Training, Barriers
to Housing and Services, Living Environment and&xi As our context effects were
related to mortality we also used the postcodetdrol for ward level life
expectancies as provide by the Office of Natioratistics'® Finally we included
responses to a question on whether the responddreéxperienced recent mortality.
Whilst this was technically a ‘priming’ questionhiad also been included at the end

of the dental health questionnaires after bothrggtment and control questions.

18 For more details on the construction of IMD and dvavel life expectancy see
http://www.communities.gov.uk/documents/communities/615986.doc
http://www.statistics.gov.uk/statbase/Product.abik214466
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We then fitted separate multivariate Ordinary Lexpares (OLS) regression models
(and a binary logit for Measure B) for each measun@ each sex. This was because
we expected differences in reactions to mortalitsnpng from each sex, a result seen
in our previous study (Mathews and Sear 2008),thisdvould simplify the analysis
by reducing the need for numerous interaction tefusnmy variables for each of
the prior question treatment groups allowed usotamare each group to those who
did not receive any preceding questions. We usdtvatate models as they allow
the use of numerous control variables. Whilst ramdation between the treatment
groups means that there should not be systeméfiecatices between them, there
were some small differences between the treatnditons in socio-economic
variables (see Table 1). We checked the treatnffatte using ANOVA and
ANCOVA models, which showed similar results to thgsesented here. For all the
variables (dependent, explanatory and control) ia@ ehecked that changes in the

operationalisation and thresholds for the varialdenot substantially alter the results.

We also considered models with a non-normal distidim for responses to the ideal
number of children question. To analyse the bivanialationship between treatment
and the ideal number of children we used a Kru$¥allis test, this is a
nonparametric procedure that does not requiredbenaption of normality, and so
may be more be more appropriate for responsesstgjtiestion. Poisson and negative
binomial models are often used for multivariateresgion analysis on non-normal
count data. However as we divided the questiontimtocomponents Measure A did
not contain any ‘zero’ observations and so we werteable to run poisson or
negative binomial models. We did however run the&s®hodel with a log version of
the Measure A as the explanatory variable. Thiklgak similar results to those

presented here.

Finally looked at the correlation between the measand used a MANOVA
(multivariate analysis of variance) test to lookret overall effect of the treatment. A
MANOVA test is a special case of ANOVA that asstbeseffect of categorical
independent variables on a vector that combinesf éiie continuous dependent
variables together, in effect testing whether teatiments affecteall of the fertility

preferences measures. A MANOVA test provides fest statistics to assess the
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significance of the association i) Wilks' lambga_awley-Hotelling trace iii) Pillai's
trace iv) Roy's largest root. Significance is asedsconsidering the results of all four

test statistics. All analysis was conducted usimgBA 11.

Results

In total 1393 childless females and 583 childlesgesiparticipated in the relevant
parts of the experiment: a lower response ratenfies is regularly found in studies
of this nature (Sax, Gilmartin et al. 2003). We dat find any evidence for reverse
priming using chi-squared tests (i.e. fertility f@ence questions did not influence
responses to the mortality priming or dental hegitbstions) so we were able to pool
the respondents who had not received any precegiestions. The control variables
showing the respondents’ socio-economic backgr@uediescribed in Table One
(results tables are on pages 177-182). The disioibof answers to the DHS ideal
number of children question for each of the pretgdjuestion treatments is given in
Tables Two and Three for men and women respectifélg shows substantial
volatility between the different groups. The KrusKéallis test shows a significant
bivariate association between the preceding questad the responses for males at
the 5% level (p=0.043) but not for females (p= Q)23

Table Four shows the multivariate results for eaictine fertility preference measures
individually modelled with the same control variesl Our respondents are not
representative of any demographic grouping so tidazonfusion we do not present
the control variable coefficients. Of the contvaliables, significant effects were
only observed for age, religiosity, sibship sizgj @artnership but these were in a
manner in keeping with the existing literature.(generally the fertility preferences
declined with age and increased with religiositgskip size and having a
partnership).

The first column in Table Four shows the resultsMeasure A (the ideal number of
children question). Priming with adult mortalitgsificantly increases the reported
ideal number of children for males, but there waisansignificant effect for females.
This replicates our previous finding (Mathews ae@S2008). Neither sex reported a

significantly different ideal number of childrengfimed with preceding items on
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child mortality. Somewhat unexpectedly, precedingggions about dental health
marginally significantly decreased the reported hanof children desired by

females.

We tested for interactions between the treatmedhicantrol variables. These
interactions proved to be non-significant or haxeamely large and non-credible
effect sizes (due to small cell sizes), suggestiagthe treatments had similar effects
across all individuals, regardless of socio-ecomarharacteristics.

There were relatively strong correlations betwdenreasures (numerous correlation
coefficients exceeding 0.1: see Tables Five anjl Biegspite this there was only one
other fertility preference measures (Measure Bf) shffered a context effect that was
significant at the 5% level. The desire for chikfieess (a component of the ideal
number of children question) was increased in mattes priming with child

mortality. There were however five other measuresvihe treatment effect was
marginally significant at the 10% level. For malelsild mortality primes marginally
decrease the reported number of years until theydndeally start childbearing
(Measure G) whilst dental health questions margyinatrease a desire for
childlessness (Measure B). For females, adult riyrtpuestions seemed to increase
a desire for childlessness (Measure B) and thisomfsjust outside of conventional
significance (p=0.052). This measure was also maligiincreased by preceding
guestions on dental health. Dental health primes mdarginally decrease females’

aggregate Value of Children score (Measure E).

None of the four MANOVA test statistics for theatbnship between all of the
continuous dependent variables and the treatmesres statistically significant
(results not shown). This further suggests thaketheasnot an aggregate treatment
effect, and the preceding question context effeeie only influencing some of the

fertility preferences measures.

Discussion

Fertility decisions are highly context dependene iWerefore expected attitudes

pertaining to future fertility to be at risk of $efing from preceding question context



162

effects. Here we have shown that a widely emplayezstion about the number of
children an individual would ideally like to havelvgenerate significantly different
answers according to the nature of the precediegtiqns. It should be noted that our
preceding priming questions were designed withritention of influencing
respondents. Our priming questions have not agtbakn used in a social survey,
and are quite different to the types of questiammmonly asked the UK surveys.

They are, however, not so different to the questasked in the DHS.

We found, as has been shown in our previous waeikleace that men’s ideal family
sizes (Measure A) increase after priming with achdrtality. In context effect
experiments replication is important and Bishopjedidick et al. (1985) showed that
some context effects are not easily replicated.rdbastness of the adult mortality
prime increasing the ideal number of children fouryg males but not females in both
this and our previous study (which used an alnaesttical methodology), and

elsewhere (Wisman and Goldenberg 2005) suggedtthibas a genuine effect.

This effect at least partially fits with our pretion that mortality salience will alter
fertility preferences, in line with both evolutiayaheory and demographic
observation. It also fits with Terror Managemene®ty. This theory emphasises the
cognitive difficulties in accepting the dissolutiohself, and so mortality primes
induce individuals to seek an ‘immortality of selfy projecting their identity onto
their wider social group. This means that own nibytarimes are said to orientate
individuals towards more traditional social norr8elpomon, Greenberg et al. 1991),
which could include family values and raising cheld. Note that none of the three
approaches — evolutionary, demographic or psyclhcdbderror Management are

necessarily mutually exclusive.

One potential explanation for the difference betwemles and females is that they
differ in their prior consideration of fertility. Bhstruation, menopause and the
normally unequal burden of childcare should makedies more aware of their
fecundity and its potential consequences, and dwps have more concrete, less
malleable preferences. It is noted in the survethoablogy literature that weakly

held and more fluid attitudes are at greater ristomtext effects (Tourangeau, Rips et

al. 2000). However, whilst prior consideration bfldbearing is higher for our female
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respondents (see table one) we do control fovemigble in the model and it is not a
significant predictor of the ideal number of chddr Moreover four of the females’

preference measures were marginally affected byesafrthe primes.

Terror Management psychologists Wisman and Golelen{2005) have argued that
for Western European women, mortality primes mayimauce higher fertility
preferences as child raising may compromise ttagacity to achieve ‘social
immortality’ through their career. We do not firfdg explanation wholly satisfactory:
career orientated females are often going agastabkshed social norms and we are
dubious about whether most females would expeat ¢éingployment genuinely to

generate ‘social immortality’.

Our a priori expectations were generated fromHigtory theory. From this
perspective adult mortality priming may have a tgeaffect on male fertility
preferences because of underlying biological diéfiee between the sexes.
Reproduction for a female depends upon successfiiatjon and lactation of the
offspring, whilst for males a continued post-inseation presence is not essential for
reproductive success (Mathews and Sear 2008).riigist mean males have greater
plasticity in their reproductive strategies, andtttmeir fertility preferences are more
sensitive to changes in their perceived environmatet would reiterate that life

history theory makes no assumptions about the causoature of responses.

We also observed some ‘new’ effects in our othengs and preference measures.
Desired childlessness seemed to be increased asmpamed with child mortality
and in females primed with adult mortality. Notablyd unexpectedly, we found that
preceding items on dental health had a marginailyificant effect upon four of the
fertility preference measures. Without replicatio& remain cautious about
concluding that any of these effects are genuine h&d an a priori theoretical
reasoning for believing that mortality priming wduhfluence fertility attitudes,
which was patrtially supported. The dental healtbstjons were included only as a
secondary control and we did not expect them laemice fertility preferences. Due
to the effect of the dental health primes we ateabte to rule out that all the
observed priming questions effects are partly duatigue or negative mood, though

we would be very interested to see if it is actupbssible to replicate the dental
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health effects. If prior questions on dental hedtilgenuinely alter the responses
given, then this expands the range of questiortsajbiat potentially risk altering later

fertility preference items.

The most convincing evidence for context effediege significant at the 5% level)
tended to involve the ideal number of children gioes(Measures A and B). Miller
and Pasta (1995) have suggested that questioime etetal total number of children
are less reliable than other fertility preferenaasures. Philipov (2009) has also
made this point, arguing thiatealisedfertility attitudes, without reference to
constraints, are almost by definition not meartidaealistic. Such ideal number of
children guestions could be considered as usefaskiag participants in a study how
much they would ‘ideally’ like to be paid in thduture employment! Part of our
reason for replicating our previous internet expent on fertility preferences
(Mathews & Sear 2008) was to include more ‘sensitidicators of fertility
preferences, such as those on timing and the \GlGhildren. However, the ideal
number of children question was actually the méfstcted by context. Nevertheless,
just because the responses to this question seelmange after preceding questions
does not mean that ideal number of children itemeat have any utility. The highly
responsive nature of this item means that it cbeldiseful for psychologists seeking
to understand subtle influences on fertility attétformation, and it should also be
remembered that the ideal number of children qoestoes successfully predicted

some future fertility (Bankole and Westoff 1998)

Another explanation is that the ideal number ofdtlen question was also the first
item in the fertility preferences section. Conteftects are sometimes only found on
the first item in a battery and not on later oriesgxample Smith (1991).
Tourangeau, Singer et al. (2003) discuss both inteednd remote context effects,
and some primes will not have enduring effectaidtild be useful to alter the
ordering within the fertility preferences batternydasee if this changes the resistance
of the items to context effects. Indeed it wouldrieresting to see if within the
fertility preferences battery there are internaiteat effects, certainly it is plausible
that asking the Value of Children questions eadairld influence later responses to

more direct fertility preference items. We are #fere cautious about concluding that
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it is only items asking about ideal numbers ofatah that are at risk of context

effects.

Finally, it is important to set out that the resudbuld be the product of sheer chance.
Internet experiments have become increasing popufaychology (Krantz and

Dalal 2000). The ease with which it is possiblelbtain substantial randomised data
does come at a potential cost of increased heteediyen the participants. Increasing
the diversity of participants increases the riskt the randomly allocated groups do
contain differences in their background charadiessFor example, 66% of females
in the dental health condition had a parent whodtsghded university, somewhat
higher than the 57-60% observed in the other treatrmonditions. We did, however,
use multivariate techniques to try to compensat¢his effect. We consider this

reinforces our point about the value of replicatiothese types of experiment.

General discussion

The key argument that we wish to make is that whhks accurate measurement of
fertility preferences is important for understargdactualised fertility and for

informing public policy, findings from such quest®must be interpreted carefully.
Fertility preference measures lack what social pslagists call ‘attitude strength’
(Krosnick, Boninger et al. 1993). ‘Strong’ attitigdeill i) persist over time, ii) have a
strong impact on information processing / behavand iii) be resistant to change
(Krosnick and Petty 1994). Previous studies hawsvatithat an individual's fertility
preferences changes over time as their externéxbchanges, and that they do not
have particularly strong predictive power. We hakiewn here that some are also not

resistant to change as preceding questions seattetdhe responses given.

Preceding questions can have important effects tiporeporting of opinions.
Experimental psychology employs ‘counterbalancingattitudinal measurement by
regularly changing question ordering (Goodwin 20Bujt other disciplines that are
more reliant on survey data, including demograplmoynot seem to have appreciated
this potential vulnerability in attitudinal meassr€uestion ordering effects may be
less problematic if the key requirement is to shtnesds over time in responses to

the same question in a longitudinal suniéthe preceding questions remain the same
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in each wave of the surveyowever, preceding questions often do not rertren
same across all waves of a study. We recommendedsaarchers consider reporting

the previous questions to their fertility preferentems as a matter of good practice.

We should note again that our participants areanepresentative sample. Whilst we
did not find any viable or significant interactiomsemains a possibility that different
socio-demographic groups vary in their risk of extteffects. We will not attempt to
conclude that particular fertility preference itears ‘better’ or ‘worse’. There may
well be variance in the extent that particular gegne at risk of context effects.
Ideally numerous indicators could be deployed, ¢foof course each extra item
included within a survey generates additional espehlot every fertility preference
measure will be influenced by its preceding questiendeed most of the items in this
experiment did not show a significant effect. Thiention of this paper is simply to

highlight that the plausibility that some fertilipreference items might be at risk.

As well as arguing for careful interpretation, second recommendation is for more
research into the accurate measurement of fenifgferences, and in particular into
the effects of preceding questions. With the gdrieaasition of social surveys to
computer aided data collection it has become xelbtieasier to run experimental
manipulation of question ordering as part of thikection process. Here we have only
shown context effects related to mortality or deh&alth primes. We consider it
highly likely that there are others. We hope futtegearch will look at other possible
primes, for example preceding questions on caseeral interactions, pregnancy or

old age support could all theoretically influenbe teporting of fertility preferences.

The utility of fertility preference questions depsron their intended use, be it for
prediction or policy. They do have a potentiallypontant role to play in both. But we
believe it is vital that more research is undentaik¢o the factors, such as question

ordering, that influence their measurement.
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Table 1: Descriptive values for control variables i treatment group for all childless participants urder the age of 40

Males Females
Categorical control variables n and (%) Adult  Child Dental Control Adult Child Dental  Control
mortality mortality Health mortality mortality Health
Expected income in 5 years: Over £30K 34 36 37 166 57 59 62 264
(41.98) (47.37) (53.62) (47.16) (32.76)  (36.88) (33.88) (30.56)
A Parent attended University: Yes 53 53 46 227 101 91 120 520
(65.43) (69.74) (66.67) (64.31) (57.71) (56.52) (65.57) (60.19)
Country of Origin: Non UK 28 32 23 131 56 54 60 294
(34.57) (42.11) (33.33) (37.11) (32.00) (33.54) (32.79) (34.03)
Ethnicity: Non White 17 16 12 71 38 37 38 172
(20.99) (21.05) (17.39) (20.11) (21.71)  (22.98) (20.77) (19.91)
Partnership status: Single 48 44 39 217 79 75 83 395
(59.26) (57.89) (56.52) (61.47) (45.14) (46.58) (45.36) (45.72)
High prior consideration of desired numbers 17 22 11 95 70 71 77 339
of children (20.99) (28.95) (15.94) (26.91) (40.00) (44.10) (42.08) (39.24)
Have experienced death of a close family or 39 37 46 164 98 91 20 457
friend in the last five years (48.15) (48.68) (66.67) (46.46) (56.00) (56.52) (49.18) (52.89)
Postcode (IMD and Life Expectancy) missing 22 28 28 114 56 51 58 272
(27.16) (36.84) (40.58) (32.29) (32.00) (31.68) (31.69) (31.48)
Continuous Control Variables: Mean and (standardadien)
Age 22.46 22.53 22.87  22.96 23.5 23.08 22.43 22.60
(4.03) (3.73) (5.02) (4.66) (5.28) (5.23) (3.41) (4.23)
Religiousity: Scale 0 (least religious) to 6 1.35 1.36 1.14 1.61 1.46 1.81 1.96 1.58
(most religious) (1.87) (1.68) (1.7) (2.09) (1.83) (2.09) (2.17) (1.9)
Number of siblings (0-4) 1.54 1.45 1.68 1.75 1.82 1.81 1.6 1.64
(0.9) (0.97) (1.09) (1.08) (1.19) (1.22) (1.01) (1.05)
Life expectancy of ward in years 78.84 78.3 78.37  78.26 78.53 78.42 78.68 78.29
(2.3) (2.16) (2.42) (2.33) (2.28) (2.36) (2.72) (2.27)
IMD score of current neighbourhood 18.50 20.62 18.41  22.33 20.43 19.85 21.48 21.84

(14.63)  (9.74) (12.56) (12.72) (12.72)  (12.74) (14.25) (12.73)

177
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Table 2: Males: Distribution of ideal number of chidren by question ordering

treatment

Question preceded by a series of items on...

Ideal number of Adult mortality Child mortality Dental health Nogxeding
children questions
0 5 (6%) 12 (16%) 9 (13%) 23 (7%)
1 3 (4%) 4 (5%) 2 (3%) 19 (5%)
2 32 (39%) 29 (38%) 33 (46%) 145 (41%)
3 28 (34%) 28 (28%) 15 (21%) 99 (28%)
4 6 (7%) 3 (4%) 4 (6%) 34 (10%)
5 6 (7%) 4 (5%) 1 (1%) 8 (2%)
Cannot say /
missing 2 (2%) 3 (4%) 8 (11%) 25 (7%)
82 76 72 353
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Table 3: Females: Distribution of ideal number of bildren by question ordering

treatment
Question preceded by a series of items on...

Ideal number of Adult mortality Child mortality Dental health Nogreding
children guestions

0 22 (12%) 15 (9%) 19 (10%) 57 (7%)
1 5 (3%) 6 (4%) 1 (5%) 40 (5%)

2 74 (42%) 66 (40%) 81 (43%) 335 (39%)
3 46 (26%) 36 (22%) 48 (26%) 225 (26%)
4 21 (12%) 30 (18%) 21 (11%) 107 (12%)
5 7 (4%) 9 (5%) 5 (3%) 38 (4%)

Cannot say /
missing 3 (2%) 2 (1%) 3 (2%) 62 (7%)
178 164 187 864
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Table 4: Results of regression models correlatinggatment group with fertility preference measures ér each measure of fertility

preferences

A: Ideal number B: Desires C: Expected D: Likelihood E: Value Of F: Years until G: Years until

of children (1-5) Childlessness Utility (+ likely high Children expected ideal

(Logit) (+ benefit high parity, - likely (+ beneficial, childbearing childbearing
parity, - benefit low parity) - costly)
low parity)

coef p coef p coef p coef p coef coef p coef p
MALES Omitted category: No prior questions asked
/;?(;’r'tta(ﬁ‘}’/"”) 0.23* 0.034 -040 0501 155 0.309 123 0412 902 0.688 0209 0576 -0.34  0.310
Chidmortality oo, 649 1.03* 0011 -049 0758 -1.47 0346 189 0214 -0.03 0939 -0.68* 0.062
Dental health 050 0702 0.848* 0062 -2.07 0223 -1.88 0260 246 0752 -0.05 0902 -0.06 0.874
n 478 555 543 541 563 471 519
FEMALES Omitted category: No prior questions asked
fn‘l‘;t'tal(i‘t’)‘/"’”) .0.05 0502 056* 0052 027 0800 -006 0958 701 074 -0.16 0.487 -0.23 0.272
Childmortality 05 0543 031 0326 011 0922 1758 0103  -0.030.99 -0.018 0936 028  0.182
Dental health 134 5092 055 0062 -026 0769 -1.43 0162 960 0083 -0017 0937 -015  0.449
n 1182 1306 1323 1280 1359 1162 1237

*** n<0.01, ** p<0.05, * p<0.1 Controlling for Agel=xpected Income, Parental education, CountryigfrgrEthnicity, Religiosity, Partnership stat@sjor

consideration of childbearing, Total sibship sRegcent experienced of mortality, Life expectancg brdex of Multiple Deprivation score for particités current

address. Dummy variables used for missing values
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Table 5: Correlation matrix of dependent variablesused in the models - Childless

Males (non-missing n=428)

A:ldeal C:Expect D:Likeld E:VOC  G:Expect F:lIdeal

Children Utility age age
A: Ideal Number of
Children(+pro-natal / - anti- 1
natal)
C: Expected Utility of
children (+ pro-natal / - 0.53 1
anti-natal)
D: Likelihood of having
children 0.54 0.58 1
(+ pro-natal / - anti-natal)
E: Value of Children (+
children beneficial / — 0.15 0.32 -0.28 1
children costly)
F: Years
Until Ideal Childbearing -0.21 -0.10 -0.19 -0.10 1
(+ anti-natal / - pro-natal)
G: Years
Until Expected
Childbearing -0.14 -0.08 -0.21 -0.10 0.79 1

(+ anti-natal / - pro-natal)
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Table 6: Correlation matrix of dependent variablesused in the models - Childless

Females (non-missing n=1018)

A:ldeal C:Expect D:Likeld E:VOC  G:Expect F:ldeal

Children Utility age age
A: ldeal Number of
Children(+pro-natal / - anti- 1
natal)
C: Expected Utility of
children (+ pro-natal / - 0.55 1
anti-natal)
D: Likelihood of having
children 0.58 0.60 1
(+ pro-natal / - anti-natal)
E: Value of Children (+
children beneficial / — 0.24 0.33 0.38 1
children costly)
F: Years
Until Ideal Childbearing -0.14 -0.13 -0.07 -0.09 1
(+ anti-natal / - pro-natal)
G: Years
Until Expected -0.09 -0.08 -0.08 007 08211 1
Childbearing

(+ anti-natal / - pro-natal)
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Appendix One: Priming questions

Adult (own) mortality Child mortality Dental health
1 | Please can you rank in order what you Please can you rank in order what you Below are six reasons why people have
believe to be the most significant causes o¢fbelieve to be the most significant causes ofdental health problems. Please can you rank
death in the UK, with 1 being the cause | deathfor children and infants under the aggin order what you believe to be the leading
which is responsible for the highest numbepf 5in the UK, with 1 being the cause whi¢ltauses of dental health problems in the UK,
of deaths to 5 which causes the lowest Is responsible for the highest number of | with 1 being the cause which is responsible
number of deaths childhooddeaths to 6 which causes the | for the highest number of cases to 6 which
lowest number of deaths causes the lowest number of cases.
Answer categories Answer categories Answer categories
» Accidents / Injuries » Accidents / Injuries * Insufficient teeth cleaning using a
» Cancers » Cancers toothbrush
» Circulatory failures (e.g. heart » Circulatory failures (e.g. heart » Insufficient teeth cleaning using
attacks) attacks) dental floss
« Diseases of the digestive system « Diseases of the digestive system * Not using a toothpick and or sugar
« Infectious diseases (Influenza, « Premature birth free chewing gum after eating meals
HIV/AIDS, TB) » Infectious diseases (Influenza, » Excess consumption of sugary drinks
e Cannot say (please just include 1 in HIV/AIDS, TB) e Excess consumption of sugary foods
this field and leave the rest blank) « Cannot say (please justinclude 1in  * Insufficient consumption of high
this field and leave the rest blank) calcium foods and drink (milk and
cheese)
» Cannot say (please just include 1 in
this field)
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Relative to your friends and family, how
easily do you become upset at images of
death in the media (fictional and non-
fictional)?

Answer categories
e Much more easily upset
» Slightly more easily upset
* Neutral
» Slightly less easily upset
* Much less easily upset
* Cannot say
* Prefer not to say

Relative to your friends and family, how
easily do you become upset at images of
children dyingin the media (fictional and
non-fictional)?

Answer categories
e Much more easily upset
» Slightly more easily upset
* Neutral
» Slightly less easily upset
* Much less easily upset
* Cannot say
* Prefer not to say

Approximately how long ago was it that ya
last visited a dentist?

Answer categories
e Under 6 months
e 6-12 months
e 1-2years
e More that 2 years ago
* | have never visited a dentist
* Cannot say
* Prefer not to say

Approximately how many adult deaths are
there in the UK every year?

Answer categories
* Under 200,000
» 200,000 - 400,000
* 400,000 - 600,000
* 600,000 - 800,000
« 800,000 - 1,000,000
* Over 1,000,000
* Cannot say

> Approximately howmany children under
the age of Glie in the UK every year?

Answer categories
* Under 500
* 500 -2,000
2,000 -3,500
* 3,500 - 5,000
* 5,000 - 6,500
* Over 6,500
* Cannot say

Of the following which best describes the
purpose of your last visit?

Answer categories

* Routine check up

» Dental braces (fitting, removal or
check up)

» Teeth whitening / Oral hygienist

» Dental restoration (cavity filling)

« Major dental surgery (root canal
surgery, dental extraction)

e Other procedure

* Cannot say

* Prefer not to say

u
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To what extent do you believe life
expectancy in the UK is going to increase
decrease over the next 10 years?

Answer categories

Highly likely to increase
Slightly likely to increase
Will remain unchanged
Slightly likely to decrease
Highly likely to decrease
Cannot say

Prefer not to say

To what extent do you believe the risk of
atying for children in the UK is going to
increase or decrease over the next 10 yes

Answer categories

Highly likely to increase
Slightly likely to increase
Will remain unchanged
Slightly likely to decrease
Highly likely to decrease
Cannot say

Prefer not to say

Approximately how long ago was it betwes
your last visit and the time before that?
\rs?

Answer categories

Under 6 months

6 -12 months

1-2 years

More that 2 years ago
Cannot say

Prefer not to say

In the last 3 years have you experienced t
death of any close friends or family
members?

Answer categories

Yes

No

Prefer not to say

He the last 3 years have you experienced th€hinking back to your last visit how many

death of any close friends or family
members?

Answer categories

Yes

No

Prefer not to say

people accompanied you? (e.g. parents,
siblings, friends)

Answer categories

Zero - | went by myself
1 person

2 people

3 or more people
Cannot say
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If yes, in what age range was that

individual(s) at the time of their death.

(select all that apply)

Answer categories

e Underb5
« 5-16

e 16-59
e 60-79
e QOver 80

« Cannot say
e Prefer not to say

If yes, in what age range was that

individual(s) at the time of their death.

(select all that apply)

Answer categories

e Under5
« 5-16

e 16-59
e 60-79
e QOver 80

« Cannot say
e Prefer not to say

As a consequence of your last visit did yo
make any of the following changes to
improve your dental healflselect all that

apply)

Answer categories

Increased frequency with which yot
brush your teeth

Increased frequency with which yot
floss your teeth

Increased use of mouth wash
Increased use of toothpicks or sugd
free chewing gum after eating mea
Only drinking sugary drinks at mea
times

Decreased consumption of sugary
food and drink

Increase consumption of high
calcium food and drink (milk and
cheese)

None of the above

Cannot say

—
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IMAGINATION EXERCISES

You will now be asked to imagine two
different scenarios and you will be asked
several questions about each scenario. Tt
are simply psychological exercises. Pleas
just respond with the first thoughts that
come into your mind.

EXERCISE ONE

Please can you spend four to five seconds
Imaging a scenario in which you are just
about to die

Some typical locations for this scenario ar
listed below. Please select which of the
locations most closely resembles the one
that you imagined.

Answer categories

In a hospital ward

A room within your family home
Inside another building

Outside

Cannot say

Prefer not to say

Other

IMAGINATION EXERCISES

You will now be asked to imagine two
different scenarios and you will be asked
neg@eral questions about each scenario. Tt
eare simply psychological exercises. Pleas
just respond with the first thoughts that

come into your mind.

EXERCISE ONE

5 Please can you spend four to five seconds
imaging a scenario in which a child is just
about to die

eSome typical locations for this scenario ar
listed below. Please select which of the
locations most closely resembles the one
that you imagined.

Answer categories

In a hospital ward

A room within your family home
Inside another building

Outside

Cannot say

Prefer not to say

Other

From the below list please select an answ
that best describes your emotional state p
to your last visit to a dentist

ndgeswer categories

e Highly anxious

Slightly anxious

Neutral (neither anxious nor relaxe
Slightly relaxed

Highly relaxed

Cannot say

Prefer not to say

er
rior

i)
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In this scenario how many other individua
are present?

Answer categories

0

1

2

3-4

More than 5
Cannot say
Prefer not to say

dn this scenario how many other individua
are present?

Answer categories
0

1

2

3-4

More than 5
Cannot say
Prefer not to say

sApproximately how much where you
charged for your last visit?

Answer categories

Nothing - | was eligible for free
treatment from the state
Nothing — the treatment was paid fc
out of private insurance
Less than £20

£20 - £50

More than £50

Cannot say

Dr

What age do you expect to be when you ¢

Answer categories
Less than 64
65-69 years
70-74 years
75-79 years
80-84 years
85-89 years
90-94 years
Over 95 years
Cannot say
Prefer not to say

lidfhat is the most common age of death fo
children that die in the UK before their 5th
birthday?

(Note: the time periods are not equal)

Answer categories
Under 7 days

8 - 28 days

1 - 12 months
1-5years
Cannot say
Prefer not to say

rin which country did your last visit to a
dentist take place?

Answer categories

England

Wales

Scotland

Northern Ireland
Other EU country
Other MEDC country
Other LEDC country
Cannot say

Prefer not to say

(+ International Monetary Fund definition ¢
MEDC)

Df
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10

EXERCISE TWO

Please you can spend four to five seconds
imaging the scenario of your funeral.

Exercise Two: Again please answer with t
first response that comes to mind.

Some typical events for this scenario are
listed below. Please select the one which
most closely resembles what you imagine

Answer categories
Burial

Cremation
Cannot say
Prefer not to say
Other

EXERCISE TWO

5 Please you can spend four to five seconds

imaging the scenario of a child’s funeral.

Again please answer with the first responseabout this scenario. This is simply a

hihat comes to mind.

Exercise Two: Again please answer with t
first response that comes to mind.

dSome typical events for this scenario are
listed below. Please select the one which
most closely resembles what you imagine

Answer categories
Burial

Cremation
Cannot say
Prefer not to say
Other

IMAGINATION EXERCISE

and you will be asked several questions

psychological exercise. Please just respor
with the first thoughts that come into your
henind.

EXERCISE ONE

dPlease you can spefalr to five seconds
Imaging a scenario in which you are just
about to undergo dental treatment.

Some typical locations for this scenario ar
listed below. Please select which of the
locations most closely resembles the one
you imagined.

At your regular dental surgery
At another dental surgery

In a hospital ward

A room within your family home
Cannot say

Prefer not to say

Other

5 You will now be asked to imagine a scenario

nd

e

that
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In this scenario how many other individualdn this scenario how many other individualsin this scenario how many other individual
are present? are present? are present?
Answer categories Answer categories Answer categories
« 0 e 0 - 0
e 1-2 e 1-2 e 1
« 34 « 34 e 2
« 59 « 59 « 34
« 10-19 « 10-19 * Morethan5
e More than 20 e More than 20 « Cannot say
« Cannot say e Cannot say e Prefer not to say
* Prefer not to say * Prefer not to say

[72)
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CONCLUSIONS

The main empirical conclusions of the thesis athaj kin positively influence the
transition to first and second birth ii) fertilipreference measures are at risk of being
influenced by preceding questions. Many of the narect implications of these findings
have been covered in the papers themselves bthdhis is inter-disciplinary and has
other wider implications for several academic giboes. The results are also relevant for
policy makers, and the second section of this @rapill deal with this area.

1. Academic implications

1.1. Understanding fertility

The primary motivation behind this thesis was tprave our understanding of fertility
and fertility preferences. It has made a contriiuto the demographic literature by
showing that kin relationships and perceived miytake factors that influence fertility
decision making in contemporary Britain. Such Valea have not previously been given
much weight in fertility analysis, and could prdweitful in improving our understanding
of fertility variation and perhaps fertility fores@ng in other settings. Though there is still
a great deal more research that can be done iditadnal-level variance in fertility.
Pseudo R-square figures for both the first birtth sacond birth papers indicate that only
around 15% of the variance is explained in therfddels including numerous

independent variables.

As set out in the introduction, predicting futuestility levels is extremely difficult and
expert opinions have regularly been incorrect. dtreext effects paper looks at the
challenges of obtaining an accurate measuremdattdity preferences, and so highlights
the difficulty of using these indicators to infoffertility assumptions in population

projection models.

Some of the implications of the thesis could helpility forecasting. From the final paper
there is the relationship with perceived mortalitgm uncertain about the authenticity of

some of effects from some of the primes, such aatti-natal effects of the dental health



192

priming. But increasing perceived adult (own) nabty does appear to consistently
increase fertility preferences in males. It is vienportant to stress that the translation of
males’ preferences into actualised fertility isfrfam straight forward (Montgomery 1998;
Carvalho 2005), but assuming that changes in mebées do lead to changes in behaviour
then following events that heighten perceived nibyté could be predicted that fertility
rate should increase. Certainly, previous reselaashshown that terrorist attacks (Rodgers,
Craig et al. 2005) and natural disasters (CohanCaid 2002) have resulted in higher
subsequent fertility.

The first two papers show the positive influenc&iofupon fertility, and this too may help
fertility predictions, as changing inter-familialationships could be a precursor to
changing fertility rates. Whether developed soegetiave actually been experiencing a
decline in kin orientation is not clear. CertaiMgPherson, Smith-Lovin et al. (2006)
found that in the US whilst overall social netwaikes have decreased the decline in kin
networks has been far less severe than that irkimonetworks. Regardless, if a substantial
weakening in inter-family interactions does ocdert it would be predicted that the birth

rate would also fall.

This work also feeds into the literature on underding historical fertility changes.
Mortality decline has been the ‘classic’ implicéuse of fertility decline in the standard
demographic transition model (Kirk 1996). As | haet out elsewhere (Mathews and Sear
2008) the classic demographic transition model da¢€xplore psychological reasons
why higher mortality should induce pro-natal fetgildecision making. In as much that
demographers have factored mortality into theirassthnding of fertility decision making,

it has been through conscious replacement andansareffects. The work presented in the
final paper further supports a more complex aatinecessarily consciogsychological

link between perceived mortality and fertility. ap one and two also have relevance for
historical fertility decline debates. Some prominattempts by evolutionary theorists to
explain the demographic transition have argueddbateasing kin influence is at least
partially responsible for fertility declines (Turk®89; Newson, Postmes et al. 2005). The
work presented here suggests that within contemp@natish society women with weaker

kin influence also have lower fertility.
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1.2. Understanding social networks

The first two papers have implications for our uistlnding of wider social processes.
Whilst the methods were similar for the first twapers, they were written for different
audiences, with paper one being written to expyidihk into the social network literature.
Social network research is a widely developingifiéhd it has been shown that many
characteristics of a social network influence a hiange of behaviours from employment
(Granovetter 1973) to obesity (Christakis and FoR®0)7) to recreation (Putnam 1995).
This approach is gaining greater acceptance ihéadéh literature (Berkman, Glass et al.
2000) though there have also been criticisms als(@ehen-Cole and Fletcher 2008).
Demographers have predominately looked at soctalark effects upon contraceptive
use, though two existing studies have shown thailitie does spread through social
networks; co-workers in Sweden (Hensvik and Nils80h0) and siblings in the United
States (Kuziemko 2006). The first two papers ineblich this thesis emphasise the
importance of examining the kin orientation of sbcietworks. Despite concern over the
general decline in core social network size sear the last few decades (regardless of
their kin orientation (Putnam 1995; McPherson, &rhibvin et al. 2006), an interesting
finding from the first two papers is that the gextérequency of contact a woman has with
her close friendship group (ignoring the groupts &rientation) has hardly any effect upon
her risk of having a first or second birth. Insteida first two papers show that is it contact

with kin which really matters for fertility.

Whilst | have demonstrated that kin influence fegytiit should be remembered that the
relationship between demographic characteristidsfamily availability will also work in
the opposite direction. Low fertility and lower ntaity will shape the kinship structure
into a ‘beanpole’ (Bengtson, Rosenthal et al. 19B0)v fertility will reduce the number of
siblings, aunts, uncles, nieces, nephews and causimver mortality on the other hand

will increase the availability of parents, grandg@ds and great grandparents.

1.3. Data collection

The context effect research used a fairly innoesititernet based approach to collecting

data. Online research methods are a relativelyarehit is likely that data collected in this
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manner will grow in importance in the future. Intet-based research has the benefits of
being able capture large volume of information gigand quickly. However there are
also problems, in particular internet based stuslief as mine lack a valid sampling
frame, and as stressed in the paper, cannot béosagdresentative (Dillman 2000;
Hunsinger, Allen et al. 2011). The internet mayvte more fertile ground for
randomised experiments such as the one outlineg particularly if the experimental
manipulations are relatively subtle, such as difiees in question wording or ordering.
There seems to be substantial utility for survesigieers and methodologists to routinely
use online experimentation to test and pilot tqaestionnaires. Demographers have rarely
used randomised experiments, though they may bealdseunderstanding fertility
decision making. Internet experiments are becominge common in psychology but as
far as | am aware my final paper is one of thd finstten explicitly for a demographic

audience to collect data in this manner.
2. Policy implications

The work conducted for this thesis as implicatitovgdhree broad areas of policy. The
policy implications of the final paper regarding ttlifficulties measuring fertility
preferences for the justification of pro-natal eyt policies are relatively well developed
in the paper. Here | will focus more on the implieas of the analysis of the first two

papers.
2.1.Kin-provided childcare and female labour force peigation

One of the major changes of the second half o2@fecentury was the increase in the
participation of females in the labour force. Thieaee been many extremely positive
consequences. At a macro-economic level greateuftdbrce participation increased
inputs into the economy and stimulated growth. Erogl studies consistently show that in
advanced economies recent female cohorts haveldatten or at least equal to males in
accumulating human capital (Buchmann, DiPrete.e2@08; Breen, Luijkx et al. 2010),
thus further enhancing growth. At the individualdethe UN specifically includes female
economic participation as a component within itei@ Empowerment Measure and

there are also associations seen between a fersaiployment status and her happiness
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and health (Repetti, Matthews et al. 1989; Blarmhdlr and Oswald 2002) (though of
course with debate about the direction of caugaliwen the macro and micro benefits
Janssens (1997) argues that it is highly likely tha Western male breadwinner model of
the mid-28' century will come to be seen as an aberration.

However, increasing (re-establishing) female ladotre participation is not without its
challenges, particularly for mothers with youngldfen. There has been a long standing
interest in the trade-offs in time use between cimaevork and paid employed (Becker
1965). Male partners’ contributions have potertbahcrease on the domestic side, but
there is growing recognition that social policy laa®le in improving time poverty as
much as income poverty (Fitzpatrick 2004; GoodilcegRet al. 2005). Parents are more
likely to be ‘time poor’ (Burchardt 2008) with thpsoblem being more acute in dual-
earning households. This presents an opportunitgefatives to assist in childcare.
Certainly qualitative work in the UK has highlightehe willingness of parents to include
other relatives in their childcare ‘jigsaw,” andlicating a preference for this type of
childcare over formal arrangements (Wheelock am&g@002). From the results of my
second paper it would appear that having substdmi@ontacts does make it easier for

families to cope with their first child and thus go to have an additional child.

Whilst non-household relatives have been provided avlegal priority for childcare in
cases of family crisis the use of childcare progidg the extended family has been
generally a neglected area of family policy (Hu@0&; Tan, Buchanan et al. 2010).
Currently, in the UK, state expenditure is undéemse pressure. Incentives to encourage
the use of informal childcare rather than formalddare could be a cost effective way of
reducing the expenditure dedicated to the goat@kiasing the labour force participation

of females with young children.

It should also be noted that there may be bentefitise relatives who provide such
childcare. Certainly Clarke and Roberts (2003) skimat 40% of their sample of
grandparents wanted greater contact with theirdgiaitdren. Evolutionary theorists have
also developed a strong interest in social netwarksdevelopment. Authors such as
(Dunbar 1998; Hrdy 2009) have stressed that thelggof Homo sapiensvas a key

aspect in the evolution of many of our speciesfueifeatures, particularly our cognitive
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traits such as intelligence. It is plausible thHatdcare provided by familiar relatives with a
strong emotional attachment to the child may beenb@neficial for emotional
development than childcare provided by formal tnsttns. Though whether children
cared for by relatives actually benefit from suehnecremains an open empirical question
(Coall and Hertwig 2010).

2.2. Postpartum depression and kin social support

A more specific problem faced in many developedtaes is postpartum depression
which effects around 13% of mothers (O'Hara andi®4896) and has negative
consequences for the mother, her partner and fidrezh (Gibson, McKenzie-McHarg et
al. 2009). Postpartum depression is correlated sathal network support and it has been
argued by some evolutionary theorists that suckpposim depression is adaptive
response to perceiving having an insufficient suppetwork (Hagen (1999); Watson and
Andrews (2002) though see Nettle (2004) for crigilgiwVhilst this thesis does not test the
effects of kin on postpartum depression againntlmainferred from the second paper that
kin do make the transition to parenthood easies. ptausible that family policies which
encourage contact with close relatives may havenaficial consequence of reducing

levels of postpartum depression.

2.3. Demographic stability

Below replacement fertility has potentially substalty negative macro-level
consequences; it will induce population ageingaitidultimate lead to a decline in
population size. This could have negative consecgpgefor many areas such as labour
supply to pension funding to national security (Mci2ld and Kippen 2001; Eberstadt
1991; McDonald 2006). The transition from firstsecond birth has major policy
implications as in contemporary Europe the variandetal fertility is often the product of
variance in parity progressions after the firstaiFrejka 2008). From the results of my
second paper it would appear that strong kin césitseem to offset some of the costs of
having children. Therefore governments seekingtosiase their fertility rate could do so
by adopting policies to strengthen inter-family commications and by providing

incentives for relatives to undertake childcare.
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I must be remembered that the implications frontiees 2.1 and 2.3 link together and
there are a whole host of potential linkages artdng@l feedback mechanisms. As set out
by many authors including (McDonald 2000; Engelbartd Prskawetz 2004; Mishra and
Smyth 2010) the relationship between governmerntypdiemale labour force

participation and fertility is complicated, and thare arguments for a range of causal

directions.

3. Future developments: Understanding Society contexffect experiment

Both the kin and context effect work could be exgehin a variety of ways. In the
conclusion of the final paper | stress the imparéaaf replicating such context effect
studies, and this point also applies to the fikst papers as well. | have combined my
interests in context effects and kin effects, amdehdeveloped a proposal to use a kin
priming context effect experiment in a nationalypresentative longitudinal survey. This
proposal has been accepted in the Innovation Parselhsample of 1,500 households from
the UK Household Longitudinal Study (UKHLS - theceassor of the BHPS) by the
Methodological Advisory Committee of the UKHLS have discussed the proposal with
leading survey methodologists and it appears tonhethe second time that a question
ordering experiment has been embedded in a repatisensocial survey. It is the first
time one has been included in a large scale sunvihye UK and appears to be the first
longitudinal measurement of context effects ushggame individuals. The UKHLS
context effect project will tie together the twdfdrent parts of my thesis, as it will use as
priming questions the same items on friendship groemotionally close social networks
that | showed predicted actualised fertility in BidPS. At the aggregate level | predict
that priming individuals to think about their closecial support network should increase
their fertility intentions. It is also possible tithe priming may work in the opposite
direction as well, whereby making respondents tlaip&ut their future childbearing
stimulates them to pick more relatives within th@ase social support network, as it is
relatives who are more likely to undertake chilécand be ‘pleased’ by the respondent’s

childbearing.
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4. General conclusions

Human fertility remains puzzling as the number lofdren that an individual has is
influenced by a myriad of factors at both the pnosie and ultimate levels. The
fundamental purpose of this thesis is to help ustdading of childbearing in
contemporary Britain by utilising the perspectifeeoolutionary Demography. | would
argue that it has demonstrated the utility of sai@erspective. As set out by Kohler earlier
‘unfortunate’ developments in the incorporatioregblutionary and social sciences, such
as eugenics movement of the 1930s, should notiteadolutionary theory being ‘banned
from the toolbox of demographic research’ (200ep@3). There appears to be a trend in
demography towards to the reconciliation of thddgiwal and social scientific approaches
and this reconciliation was recommended in the 2085dbook of Population as one of
three major areas for future development (Postannie et al. 2005). As set out by
Casterline to fail to recognize that mortality dadility are determined in part by
biological variables ‘requires either extraordinaiyndness or exceptional stubbornness’
(1995, page 359).

Individual humans are capable of a spectaculaxgrde array of behaviours, both positive
and negative. Incorporating evolutionary ideas thsocial sciences means
understanding our species’ behaviours in the comtethe behaviour of other species.
This thesis is limited temporally, spatially andiedatility and fertility preferences.
Nevertheless it makes predictions using cross-epesiolutionary biological theories and
the empirical analysis supports these predictitins.an example of the utility of an
evolutionary perspective in helping to understandspecies behaviour in a contemporary

complex society.
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