Development of a Method for the Characterization,
Assessment and Control of

Human Induced Uncertainty During Usage

Vom Fachbereich Maschinenbau
der Technischen Universitdt Darmstadt

zur Erlangung des Grades eines
Doktor-Ingenieurs (Dr.-Ing.)
genehmigte

DISSERTATION

von
Marius Oberle M. Sc.
aus Dieburg

1. Priifer:  Prof. Dr.-Ing. Ralph Bruder
2. Priifer:  Prof. Dr.-Ing. Reiner Anderl

Tag der Einreichung: 06.04.2017
Tag der miindlichen Priifung: 12.07.2017

Darmstadt 2017
D17



Declaration

I herewith declare that I wrote the presented thesis without any help besides the explicitly mentioned.

Declaration



Danksagung

Als erstes gilt mein Dank Prof. Dr.-Ing. Ralph Bruder, der mich als Doktorvater wahrend der Zeit meiner
Promotion stets unterstiitzt hat, insbesondere durch zahlreiche konstruktive Ratschldge und produktive
Diskussionen. Auch fiir die bisherige Zeit am Institut fiir Arbeitswissenschaft sowie die fordernde
fordernde Atmosphéare mochte ich mich bedanken.

Als nichstes mochte ich mich bei Prof. Dr.-Ing. Reiner Anderl fiir die Ubernahme des Korreferates sowie
die finalen Anregungen zur Perfektionierung meines Modells bedanken. Mein Dank gilt ebenfalls den
weiteren Mitgliedern der Priifungskommission.

Mein nachster Dank gilt meiner Doktormutter, Forschungsgruppenleitung und lieben Kollegin und
Freundin Christina Kénig, die mich von Anfang an unterstiitzt und begleitet hat und auch mir neben der
Promotion mit vielen hilfreichen Ratschldgen und Tipps rund um die Arbeit und das Leben zur Seite
stand. Vielen Dank fiir deine stets offene Tiir und aufmunternde Art.

Weiterhin mochte ich meinen Biirokollegen der letzten Jahre danken. Michael Schultheis, fiir die direkte
Unterstiitzung bei meinen ersten Schritten am Institut und den Beweis, dass Pfadfinder und KjGler sich
doch gut ergénzen konnen. Weiterhin mochte ich mich bei Lukas Bier und Timm Rémer fiir die chaotisch-
kreative Biiroatmosphére, einmalige Wetten und humorvollen Gefechte bedanken. Bei meinem
Erfolgsteam, Heike Mdrki und Katharina Rénick, mochte ich mich fiir die vielen lustigen und produktiven
Abende bedanken sowie der Widerlegung des circadianen Rhythmus. Michaele Kauer danke ich fiir die
aufmunternden Worte sowie die strukturierte Einordnung von so manchem Feedback. Fiir die Betreuung
meiner Masterarbeit und die Einfithrung am IAD danke ich zudem Torsten Wagner. Ebenfalls danken
mochte ich dem Australien-Reiseteam: Ingmar Langer fiir gelebte Wahrscheinlichkeitsrechnung und das
Vorleben einer idealtypischen Schreibphase, Matthias Pfromm fiir einen der unterhaltsamsten
Nachtspaziergange auf der Suche nach dem Meehr und Doro Miiglich fiir deine unverkennbare Art und
unermiidliche Diskussionsfreudigkeit. Vielen Dank auch an alle anderen Kolleginnen und Kollegen am
Institut, die Zeit mit euch bleibt unvergessen.

Weiterhin mochte ich den vielen Studenten danken, ohne die die Umsetzung meiner Promotion und
insbesondere der Studien unméglich gewesen ware. Hier mochte ich besonders Michael Biiddefeld fiir
die langjahrige, unermiidliche und treue Begleitung danken. Auch Patrick Peinemann gilt ein besonderer
Dank fiir die strukturierte Aufbereitung der zahlreichen Versuchsdaten.

Ein weiterer Dank geht an den gesamten Sonderforschungsbereich 805, in dessen Rahmen meine
Promotion entstanden ist. Ein besonderer Dank gilt der Deutschen Forschungsgemeinschaft DFG fiir die
Finanzierung dieser Forschung im Rahmen des Sonderforschungsbereich 805

Besonders danken mdochte ich meiner Familie. Meinem Onkel Uli und Oma Uschi, meinem Bruder Jonas
und seiner Frau Simone fiir die Unterstiitzung bei meiner Verteidigung und dafiir, dass ihr immer fiir
mich da seid. Meinen Eltern Lothar und Regine mochte ich fiir das Lektorat meiner Arbeit danken. Viel
mehr noch méchte ich euch aber fiir eure bedingungslose Liebe, euer zu jeder Zeit offenes Ohr und die
Unterstiitzung bei Ideen jedweder Art bedanken. Ohne euch wire das alles in vielerlei Hinsicht nicht
moglich. Auch meinen Schwiegereltern Karola und Klaus mochte ich fiir eure Unterstiitzung und nicht
zuletzt fiir meine wundervolle Frau danken. Steffi, das alles wére nichts wert, ohne das Gliick es mit dir
teilen zu konnen. Danke fiir deine Liebe, die Kraft das alles zu bewaltigen und die Freude in meinem
und unserem zukiinftigen Leben (UKS).

Danksagung iii



Abstract

Prediction of a system’s stress in succession to a human-machine interaction is difficult due to the variety
and variability of the involved factors. Thereby, the human factor represents an important role, positive
as well as negative, whereat the resulting uncertainty can be ascribed to the human performance
variability. Current approaches for the investigation of the human influence onto system stress
predominantly focus on human error and thus only on the negative aspects. In contrast, the concept of
uncertainty recently attracts increased attention and allows for a holistic assessment of human induced
uncertainty, but misses an applicable method. Assessment of the human influence onto the uncertainty
during usage would lead to the reduction of safety measures and thus to a conservation of resources.

The present work addresses the development of a holistic approach for the characterization, assessment,
quantification and control of the human influence onto the uncertainty during usage. Based on a
literature review, a model for the description of human-machine interaction, focusing on human sub-
processes, is developed and a total of 67 influencing factors are allocated to the model’s elements. On
this basis, the method of Human Uncertainty Modes and Effects Analysis (HUMEAnN) is derived, which
allows for a systemic assessment and quantification of human induced uncertainty.

The developed method of HUMEAN is subsequently applied within a laboratory study to investigate the
uncertainty of the human sub-process execution of action. For this, 58 participants must fulfill the task to
place a specific weight on top of a tripod. The interindividual human influence, represented by the
strength and dexterity of the participants, as well as the influence of task variation in form of different
placing weights and instructions, are assessed. As a first result, system stress seems to follow a lognormal
distribution. Thereby, a significant negative influence of the placing weight as well as the strength of the
participants onto the resulting system stress is found. In contrast, specific instructions as well as the
dexterity of the participants show a significant positive impact onto uncertainty.

During a second study with 44 participants, the HUMEAn is applied for the investigation of the complex
task of landing an airplane. Thereby, the human sub-process choice of action in conjunction with
intraindividual influences are focused. The uncertainty of choice of action is quantified by means of a
Markov model. Again, the resulting uncertainty is represented by a lognormal distribution. Further,
pilots holding a commercial pilot license tend to less variation within their action sequence as other
pilots. Overall, a significant positive influence of the factors qualification, simulator- and flight
experience are found. Moreover, several predictors for the resulting system stress for specific states of
the Markov model are identified.

A third study with 32 participants is conducted to investigate the applicability of appropriate interface
design for the reduction of uncertainty. Therefore, participants must stack two identical weights
consecutively on top of a tripod. The findings confirm the possibility to reduce uncertainty regarding the
resulting system stress through the implementation of appropriate feedback.

Overall, the developed model and the derived methodological approach of the HUMEAn allow for a
systematic and holistic characterization and quantification of human induced uncertainty. Based on the
application of the method, implications for the control and reduction of human induced uncertainty can
be realized, e.g. through selection or qualification of the operator as well as through appropriate
interface design.
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Zusammenfassung

Die Vorhersage von Systembelastung in Folge einer Mensch-Maschine-Interaktion ist herausfordernd,
auf Grund der Vielzahl und Variabilitat der involvierten Faktoren. Dabei spielt insbesondere der Faktor
Mensch eine entschiedene Rolle, da er die resultierende Unsicherheit auf Grund der Leistungsvariabilitat
sowohl negativ als auch positive beeinflusst. Bisherige Ansédtze basieren meist auf der Analyse von
menschlichen Fehlern und priagen daher eine einseitige, negative Sicht auf den Faktor Mensch. Dagegen
gewinnt das Konzept der Unsicherheit in den letzten Jahren an Bedeutung, welches eine umfassende
Betrachtung sowohl der negativen als auch positiven Faktoren ermoglicht. Eine Erfassung des
menschlichen Einflusses auf die Unsicherheit wiirde letztlich zur Reduzierung von Sicherheitsbeiwerten
und somit zur Ressourcenschonung beitragen.

Die vorliegende Arbeit beschiftigt sich mit der Entwicklung eines ganzheitlichen Ansatzes zur
Charakterisierung, Quantifizierung und Beherrschung des menschlichen Einflusses auf die Unsicherheit
in der Nutzung. Basierend auf einer Literaturrecherche wird ein Modell zur Beschreibung der Mensch-
Technik-Interaktion, mit Fokus auf potentielle Teilhandlungen des menschlichen Akteurs, entwickelt
und um 67 Einflussfaktoren der beteiligten Elemente ergédnzt. Folgend wird die Methode der Human
Uncertainty Modes and Effects Analysis (HUMEAnN) abgeleitet, die eine systematische Beschreibung und
Quantifizierung des menschlichen Einflusses auf die Unsicherheit erlaubt.

Die abgeleitete Methode der HUMEAn wird zunéchst fiir die Untersuchung der Handlungsausfiihrung in
einem Laborversuch angewendet. Im Rahmen einer Studie mit 58 Probanden wird mittels der Aufgabe
ein Gewicht auf einem Dreibein abzustellen der interindividuelle Einfluss von Kraftvermégen und
Geschicklichkeit sowie der Einfluss variierender Handlungsanweisungen und verschiedener Gewichte
auf die resultierende Unsicherheit untersucht. Fiir die resultierende Beanspruchung ergibt sich eine
Lognormalverteilung. Zudem kann ein signifikanter negativer Einfluss des Gewichtes sowie des
Kraftvermogens der Probanden nachgewiesen werden. Geschicklichkeit sowie fokussierte
Handlungsanweisungen wirken sich hingegen signifikant positiv aus.

In einer zweiten Studie mit 44 Probanden wird die HUMEAn auf die komplexe Aufgabe der
Flugzeuglandung in einem Flugsimulator angewendet. Der Fokus liegt hierbei auf der Untersuchung des
Einflusses der Handlungsauswahl. Mit Hilfe eines Markov-Modells wird die Variation hinsichtlich der
Handlungssequenz  quantifiziert. Erneut folgt die resultierende Beanspruchung einer
Lognormalverteilung. Es zeigt sich, dass Piloten mit kommerziellen Pilotenlizenzen eine geringere
Streuung hinsichtlich der Handlungssequenz aufweisen als andere Piloten. Insgesamt wird ein
signifikanter positiver Einfluss von Qualifikation, Simulations- und Flugerfahrung festgestellt. Zudem
werden fiir spezifische Markov-Zustdnde Pradiktoren fiir die resultierende Unsicherheit identifiziert.

In einem dritten Versuch mit 32 Probanden wurde letztlich der Einfluss eines ergdnzenden, digitalen
Belastungsfeedbacks auf die resultierende Unsicherheit untersucht. Die Probanden mussten hierzu zwei
Gewichte nacheinander auf dem Dreibein stapeln. Durch die Verwendung eines geeigneten digitalen
Belastungsfeedbacks konnte die resultierende Unsicherheit signifikant reduziert werden.

Der im Rahmen der Arbeit entwickelte Modellansatz und die daraus abgeleitete Methode der HUMEAn
ermoglicht somit eine systematische Beschreibung und Quantifizierung des menschlichen Einflusses auf
die Mensch-Technik Interaktion. Auf Basis der Methode lassen sich weiterhin MaBnahmen zur
Beherrschung und Reduzierung von Unsicherheit ableiten.
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1 Introduction

1.1 Motivation

“All knowledge resolves itself into probability. [...] In every judgment, which we can form
concerning probability, as well as concerning knowledge, we ought always to correct the first
judgment deriv'd from the nature of the object, by another judgment, deriv'd from the nature of
the understanding.”

- David Hume (A treatise of Human Nature, 1739)

Even though David Hume wrote these lines nearly 300 years ago, it still holds truth for the present and
will hold truth prospectively. The prediction of things and events remains flawed as observations always
represent the past and don’t guarantee future validity. Causality thus is limited to probabilities regarding
the recurrence of observations. This leads to the conclusion that nothing is certain.

In present days, the shortcoming of knowledge as addressed by David Hume remains crucial and
manifests itself especially when applying knowledge to prevent danger and to protect people and things
from harm. This is for example the case for the development and design of technical systems with which
humans interact. Thereby, prediction of the resulting stress on a system in response to its utilization is
vital, as it affects the initial design and the dimensioning of a system regarding forthcoming stress.
However, such predictions are generally challenging and nearly impossible, beyond the described flaw
of knowledge, due to the multitude and variability of the involved factors (Hanselka & Platz, 2010).
Besides systemic influencing factors, like the natural variation of material properties, unexpected
influencing factors or external disturbances affect system stress. Thereby, humans are frequently
attributed a major role as an influencing factor onto resulting system stress in succession of an
interaction.

In the field of aviation for example about 66% to 70% of all accidents are attributed to pilot or flight
crew errors (e.g. Dismukes, 2010, p. 336; McMahon & Busby, 2005, p. 290; Nagel, 1988; Zhang & Xue,
2013, p. 134). For general aviation the numbers are even higher, though varying over time, where a
range of about 79% (Krey, 2007) up to 90% (Nagel, 1988) of accidents are attributed to pilot errors.
The human effect on accidents is not unique to aviation, but generally impacts on accidents and financial
losses in almost every industry (Dismukes, 2010, pp. 336-337). About 80% of shipping accidents
(McMahon & Busby, 2005, p.290), 66% of accidents within aerospace operations (Giesa & Timpe,
2002), 52% to 70% of accounted incidents in the field of nuclear power plants (Giesa & Timpe, 2002;
van Cott, 1994) and about 85% of all incidents concerning automobiles (van Cott, 1994) are attributed
to human contribution. This mainly resolves into the view that humans impose a safety risk, which is
also reflected within the widely accepted and used concept of human error. The concept of human error
is generally applied for the attribution and cause study of failures. For this purpose, a variety of methods
exist (e.g. Celik & Cebi, 2009; Deacon, Amyotte, & Khan, 2010; Dekker, 2002).

Nonetheless, the concept of human error is not without controversy. The modern scientific perspective
on human error states that not professional and trained humans are the cause of accidents, but the
inherent limitations and misconceptions of the overall sociotechnical system (Bogner, 1994; Dismukes,
2009, 2010; Reason, 1990). Even though tasks exist which can be perfectly performed by computers,
human expertise is still needed when making decisions in novel situations or by relying on complex
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information and especially in the case of value judgements (Dismukes, 2010, p. 339). Thus, pure focus
on errors represents only a small margin. Concentration on whole processes and the deviation of human
performance in correspondence to influencing factors leads to insights concerning the promotion of
positive human influences. Humans not only are cause for accidents or systemic strain but in contrast
represent a possible regulation for unexpected events and external influences (Dekker, Hollnagel,
Woods, & Cook, 2008; Konig, Oberle, & Hofmann, 2016) and thus play a vital role for the anticipation
of possible risks and threats (cf. Badke-Schaub, Hofinger, & Lauche, 2008, p.4). In comparison to
technical systems, only the human possesses the ability to adapt to unexpected challenges (cf. Vidulich,
Wickens, Tsang, & Flach, 2010, p. 176). As final critic on human error it can be noted that the valid
prediction of failure probabilities of action sequences is near impossible in the case that the error
probabilities itself are close to 0 (Sheridan, 2010, p. 58). Thus, the term and underlying concept of
human error leads to the stigmatization of the human, denying him the role as a positive impact factor
on human-machine interaction and ignoring the influence of the overall sociotechnical system. For a
holistic investigation and prediction of system stress a new approach considering the overall
sociotechnical system beyond error is needed.

In recent years, the concept of uncertainty gains more and more importance (e.g. Wiebel et al., 2013,
p. 246), also in the field of human factors and ergonomics (Grote, 2014a). Thereby, a sole focus on
technical system optimization neglects the human factor (Badke-Schaub et al., 2008), promoting an
integrated approach for dealing with uncertainty. Thus, knowledge about the human influence on the
uncertainty of human-machine interaction is of importance. Previous studies on uncertainty of human
action were majorly conducted from a human reliability perspective (e.g. Bubb, 1992) and thus basically
reflected upon human errors occurring during the execution of complex tasks (e.g. Hinckley, 1994). In
contrast to human reliability, dealing with and reducing uncertainty not solely focuses on (human) error,
but further investigates the overall human influence on a system. In relation to the control of complex
systems the term of human performance variability is known, which affects systemic failure as well as
the mastery of critical situations (cf. Wickens, Hollands, Banbury, & Parasuraman, 2012). Performance
variability addresses the natural variation of human performance within and between people (cf. Smith,
Henning, Wade, & Fisher, 2015), which subsequently leads to different outcomes regarding the result of
human-machine interaction. Performance variability thus represents a possible source for the human
influence on uncertainty, which further allows to focus on positive as well as on negative aspects by
regarding the entire distribution of possible outcomes (Neufville & Weck, 2004). As until today the
human contribution to system stress is predominantly associated with human error and discussed in
terms of reliability, a holistic approach which also addresses the positive human impact on a system is
omitted. The concept of uncertainty may represent the foundation for such an approach. The exact goal
of the present work is described within the following chapter.

1.2 Objective

As the main objective of the present work the concept of uncertainty is applied for the investigation and
prediction of system stress resulting from HMI (human-machine interaction). Thereby, the human
impact on system stress is focused as previous research often neglects the human contribution, negative
as well as positive, by solely focusing on technical optimization (cf. Badke-Schaub et al., 2008). For this
purpose, existing methods for the assessment of uncertainty of technical systems and HMIs are reviewed
and if appropriate adopted to consider the human influence on uncertainty. In this case, human-machine
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interaction refers to the purposeful interaction with technical systems and products during the product
life-cycle phase of usage.

Even though the human being is at the core of the present research, the goal is not to investigate how a
system affects humans, leading to physical and mental strain and e.g. causing impairments — which is
the focus of most research within the field of ergonomics and human factors. In contrast, the human
impact onto the stress of a system is the focus of present work. Further, the term of uncertainty regarding
human contribution does not refer to the discussion of “decisions under uncertainty” as investigated for
example by Tversky and Kahneman (1974). Of course, decisions under uncertainty may affect the stress
of a system, pointing out that topic as one possible source for uncertainty. However, further human
actions are possibly involved and relevant for a holistic assessment of uncertainty. The personal
uncertainty of humans towards technical systems is not focus of the present work.

Concluding, the present work represents a contribution to the understanding of the human part of HMIs
and their impact on the uncertainty regarding the resulting system stress. Through the promotion of
uncertainty and its intentional integration into organizational strategies and into product design,
innovations and more flexible structures are supported. Dealing with uncertainty therefore represents
an approach for the promotion of resilience. By controlling uncertainty, safety factors concerning the
limits of system stress can be reduced, oversizing avoided, resources preserved and new areas of
application explored, leading to an overall increase of economic and humanitarian profit (cf. Hanselka
& Platz, 2010).

1.3 Structure

Within the first chapter the topic of the present work was introduced starting with an explanation of the
motivation (chapter 1.1). Afterwards, the objective of this thesis was presented (chapter 1.2), followed
now by the introduction of the structure for the present work.

Chapter two presents the theoretical foundations for this work. Initially, general definitions, concepts
and terms needed for the understanding of the present work are given (chapter 2.1). Following, the term
HMI is defined and discussed on the example of a model for its description (chapter 2.2), before a short
overview over common models for the description of human information processing is given (chapter
2.3). The next section (chapter 2.4) focuses on various concepts of uncertainty and introduces the
concept of human induced uncertainty as used throughout this work. Chapter 2.4 focuses on the
elements involved in HMI by defining associated influencing factors. Concluding, an analysis of the
existing literature concerning uncertainty of HMI is operated and research deficits are identified as
guideline for the subsequent work (chapter 2.6).

Chapter three addresses the development of a model for the description of HMIs with focus on the human
contribution. Within chapter 3.1 the model is developed, followed by the integration and allocation of
the identified influencing factors (chapter 3.2). Based on the resulting model, the inherent uncertainty
represented within the model is characterized (chapter 3.3). Within chapter 3.4 a holistic method,
consisting of five steps, for the assessment and quantification of human induced uncertainty is derived
of the model. Chapter 3.5 summarizes the hitherto work by relating it to the prior derived research
deficit.

Chapter four focuses on a first study for the application of the developed methodological approach. After
defining the study objectives and the observed task example (chapter 4.1) the five steps of the method
are applied. First, the observed task is specified and operationalized (chapter 4.2), followed by the
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specification of the subsystems of the investigated HMI (see chapter 4.3). Within step three of the
method, the predominant sources for uncertainty are selected (see chapter 4.4). Afterwards, the
experimental methods, experimental setup, procedure and the sample used for the investigation are
explained (chapter 4.5). The results of the study are presented in form of descriptive statistics and a first
quantification of the human impact on uncertainty is given (chapter 4.6). Next, a discussion of the
findings regarding the uncertainty of the observed task and implications concerning the developed
approach follows (chapter 4.7). With chapter 4.8, the results are summarized and the achieved progress
regarding the derived research deficit is assessed.

Chapter five treats a second study for the evaluation of the developed methodological approach. After
presentation of the application example for study two (see chapter 5.1), the five steps of the method are
again processed one by one (see chapter 5.2 to chapter 5.6). Within chapter 5.7, the results of study two
are discussed, especially regarding the applicability of the developed method. Concluding, the hitherto
results regarding the research deficit are summarized (chapter 5.8).

Chapter six addresses a third study, which is conducted to investigate whether uncertainty can be
reduced through appropriate interface design. Initially, the objective of study three as well as the main
hypotheses are presented in chapter 6.1. Following, the experimental setup, procedure and the
participants are described (chapter 6.2). Consecutively, the results of study three are presented in
chapter 6.3 and discussed (chapter 6.4). Finally, the results of the third study are summed up in chapter
6.5 and compared to the remaining research deficit.

Chapter seven contains a general discussion and conclusion of the present work. The discussion is done
separately for the applicability of the developed model and method regarding the findings of the three
studies (chapter 7.1) and further for the identified limitations of the developed model (chapter 7.2). The
chapter ends with a general conclusion of this work (chapter 7.3).

Chapter eight focuses on the implications for future work. First, implications for the application of the
findings of the present work are discussed (chapter 8.1), followed second by the presentation of
implications for future research (chapter 8.2), which finally concludes the present work.
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2 State of the Art

This chapter first covers general definitions, concepts, terms and models used throughout the present
work. After a brief presentation of general definitions and concepts, the concept of human-machine
interaction is defined and a model for its description is presented. Afterwards, a review of models and
concepts for the description of human action and human information processing is introduced. Fourth,
theories and concepts regarding uncertainty are discussed and the term of human induced uncertainty
is introduced. Fifth, influencing factors on HMI, subdivided into human, technical and environmental
influencing factors, are covered. Lastly, a summary of the chapter as well as a deficit analysis concludes
the chapter.

2.1 Definitions

Following, the terms and concepts of system, behavior, action, task and activity, error and human error,
risk, reliability and human reliability as well as stress and strain are defined briefly as applied within the
present work.

System

The term system describes a composition of single, interrelated elements forming a coherent unit,
whereat the single elements can be real or abstract, interacting groups of activities as well as natural or
man-made (Sheridan, 2010, p. 24). Therefore, each system is a combination of interrelated, dependent
and dynamic elements and interacting dynamic relations (Masak, 2007, p. 305). Commonly, a system is
defined by setting a boundary, defining what is included within the system and what is excluded from
the system (Pritchett, 2010, p. 66). Based on its boundaries, a system’s behavior is further described
through transformation of input variables to causal related output variables (Sheridan, 2010). Further,
a distinction between closed and open systems can be made, where the former is independent and the
latter highly dependent on its environment and external variables.

Examples for different systems and system views could be the front wheel of an airplane’s landing gear,
the mechanical framework of a landing gear, a complete airplane, including or excluding passengers,
crew and pilot or the total of an airport. The scaling of a system by means of defined boundaries, input
and output variables thereby depends on the perspective of the observer and its intended goal (Masak,
2007, p. 305). For the investigation of the structural dynamics of a landing gear, a system including the
complete airport seems inappropriate, whereas during analyzing the organizational aspects of arrival
and departure at an airport, a single wheel is negligible. Generally, using a system approach always
results into a simplification of the examined problem. Especially the system boundaries as well as the
attributes of the defined system are artifacts of the model-building process and have to be regarded
critically (Masak, 2007, p. 305; Sheridan, 2010, p. 26).

Behavior

Behavior describes the entirety of all possible utterances of life of living beings, like breathing or blinking,
spontaneous and unwillingly reactions and reflexes, further including native as well as learned reflective
and instinctive operations (cf. Heckhausen, H. & Heckhausen, J., 2010; Kleinbeck, 2010).

Action
Action describes a temporal and self-contained operation to achieve a certain goal (Kleinbeck, 2010,
p. 7). Thus, action represents intentional behavior (cf. Schulz-Schaeffer, 2000).
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Task and Activity

A task is defined as a part of work or a performed process which has to be done to achieve a certain goal
(cf. Tavanti & Bourgois, 2006, p. 3; Chou, Madhavan, & Funk, 1996, p. 308). According to Chou et al.
(1996) a task must only partly be done by a human, allowing it to describe an HMI. Further, a task
represents the unit of human behavior often referred to by human factors and engineering psychology
researchers.

The term activity is defined as a series of tasks, e.g. in form of a job description (Tavanti & Bourgois,
2006, p. 3). Activity therefore represents a broader concept and can itself be subdivided into single tasks.

Error and Human Error

Generally, an error occurs when an observed characteristic exceeds a predefined tolerance value
(Reichart, 2001, p. 15). As per definition, an error therefore adheres to a binary characteristic, not
distinguishing between different states below or above an observed tolerance and solely stating if or if
not the tolerance is exceeded.

According to Rigby (1970), a “human error is any member of a set of human actions that exceeds some
limit of acceptability”, coming close to the general definition of error. The term human error is used
whenever humans take part in the occurrence of an error, making it a concept used in almost every
industry from aviation to general accidents (Dismukes, 2010, pp. 336-337). With regard to HMIs, human
error often is a result of misunderstandings and miscommunications (Degani, 2004). As Reason (1990,
p. 148) states, human errors represent a tradeoff for the ability to cope with difficult informational tasks.
This further addresses criticism on the term of human error, as it gives the impression that errors only
derive from human beings. Actually, human error often evolve due to a combination of several
circumstances like organizational aspects or technical misconceptions and therefore represents a
systemic issue (Strater, 1997).

Reliability and Human Reliability

Technically, reliability is defined as the probability that a component fulfills its intended function over
time (Dekker & Woods, 2010, p. 126). It is generally expressed through failure rates or failure probability
over a certain period. According to Bubb (1992), human reliability is defined as the human ability to
accomplish a task under predefined requirements for a certain period of time and within a specified
margin. Quantitatively human reliability can be described as the probability of a successful task
execution, whereas the quality of an executed task is measured by compliance between task assignment
and task accomplishment (Reichart, 2001, p. 15). Therefore, determining the reliability of a human task
relies on the prediction of possible error occurrence (Muckler, 1984, p. 14). The concept of reliability is
thus connected to the concept of error, inheriting its binary limitation.

Risk

Risk is defined as the probability of failure occurrence and the severity of its consequences (cf. Sheridan,
2010, p. 57; Johnson, 2003, p. 64). A high risk would therefore result from high failure probability
combined with severe consequences. The concept of risk is commonly used in economic sciences, but
also in the field of engineering, for example within the Failure Modes and Effects Analysis (FMEA) (e.g.
Stamatis, 2003), or when identifying critical tasks in the field of project management (e.g. Raftery,
2003).

In comparison to reliability, risk represents a broader concept, as it combines the probability of error
occurrence (reliability) with the possible consequences of an error. Generally, the probability of error
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occurrence as well as the severity of an error’s consequences, must be estimated. Application of the
concept of risk is thus accompanied by uncertainty (Mackie, 1966).

Stress and Strain

Stress and strain are conceptually related, but still different within their implications. The general
distinction derives from the field of mechanical engineering, where stress refers to the objective, non-
individual amount of physical influence onto a system, like a certain force or torque (e.g. Grof3, Hauger,
Schroder, & Wall, 2010). In contrast, strain refers to the subjective and individual reaction of a system
to the external stress, like mechanical tension.

The same principle is also applied within the field of human factors and ergonomics. Thereby, stress
represents an objective measure, which may result into different amounts of strain depending on the
specific individual (e.g. Rohmert, 1984). For example, even though a stone weighs 10 kg (objective,
stress) the resulting strain is different if the stone is lifted by a child or by a body builder (subjective,
strain) resulting to a probably higher strain for the child.

2.2 Human-Machine Interaction

The following chapter deals with the concept of human-machine interaction. Within the fields of
engineering and computer science the term of interaction is used to designate the mutual influence
between a user (human) and an interactive system or machine with the goal to solve tasks in consultation
(e.g. Fischer & Hofer, 2011; Franz, 2014, p.20; Weil & Kilian, 2003). Additionally to the given
definition, HMIs further involves the environment in which the interaction takes place — resulting in the
trinity of human, machine and environment (e.g. Schneider, 2010, p. 23; Sheridan, 2010, p. 30). Thus,
models for the investigation of HMIs generally consist of these three basic elements, which each act on
and interact with each other (cf. Oberle & Bruder, 2015, p. 2).

For the present work, the model of HMIs as described by Bubb (2005, p. 355) is used for a further
distinction and investigation of HMIs (see Figure 2-1). The model generally consists of the three above
mentioned elements - human, machine and environment - but further includes several additional aspects
important to HMISs, like an initial task, a result and feedback. At the beginning of an interaction stands
the task, which defines the goal for a given interaction and further describes the intended result of the
interaction. The human element is characterized by individual properties and abilities, which are not
outlined further, and acts itself onto the machine. This action results into a direct reaction from the
system to the human and lastly into a result, which is also looped back to the human as feedback.
Thereby, the environment affects the human, the interaction between human and machine as well as
the machine itself and is characterized by Bubb (2005, p. 354) as “external influences”. In case of the
environmental impact onto the human, this influence is addressed as strain. Strain impacts on the
individual properties and abilities and in conjunction with task, interaction and feedback results into a
specific workload onto the human operator.
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Figure 2-1. Structure of human work and related influences for a human-machine interaction (Bubb, 2005, p. 355).

Even though the presented model considers elements beside the sole mentioning of human, machine
and environment and even describes their relation in detail, no immediate influencing factors are
addressed. An approach for detailing of the human element is found in Sheridan (2010, p. 30), who
divides the human element into the functions sensation, cognition and action. However, Sheridan states
that further differentiation of the human subsystem is difficult due to the characteristics of the human
body. Concluding on the human element, direct mention of specific influencing factors or specification
of the above addressed “individual properties and abilities” and their relation is not found within the
literature. Same applies for the other two elements machine and environment. Even though environment
is commonly distinguished between social and physical environment (e.g. Bernotat, 2008, p. 6), a direct
inclusion of influencing factors within the context of HMI is non-existent. Still, model-independent
references of influencing factors on human performance and of the environment, like experience and
individual goals or organizational aspects (e.g. Badke-Schaub et al., 2008, p.51; Dismukes, 2010,
p. 339), exist and are discussed in chapter 2.4. Beforehand, different models for the description of human
information processing and action are discussed.

2.3 Models for the Description of Human Information Processing and Action

Within the following chapter, several models for the description of human information processing and
human action are discussed and presented. A further distinction of human action is needed to investigate
possible sources for human induced uncertainty in relation to human sub processes. Models already
incorporating influencing factors onto human induced uncertainty are preferred for the above reason.
Generally, a multitude of models for the description of human behavior, human action, decision-making
and human information processing exist throughout the literature. Thereby, the models strongly differ
in structure, complexity, field of research and scope of application. Especially the field of psychology
reasonably yields a high contribution to the investigation of human behavior and action. However, most
psychological models are found to be inappropriate for the further classification of the human element
of HMIs.

For instance, the models attributed to the field of activity theory, like the TOTE model by Miller (1960)
or the VVR model by Hacker (1980), describe basic, sequential principles of human action. They are
generally used within the field of work psychology to depict that actions are generally repeated until a
desired or at least best possible result is achieved by an iterative variance analysis. But only little
information is added to the in chapter 2.2 described model of HMI. On the other hand, theories from
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the field of cognition, like the PSI-theory by Dorner (1999) or the ACT-R theory by Anderson (1983),
represent complex concepts. Thereby, they are intended for the simulation of cognition and are hardly
descriptive. Also the Rubicon-model as proposed by Heckhausen and Gollwitzer (1987) is inappropriate
for a further classification of human contribution to HMIs. The model yields some information on human
decisions by stating that at some point of human action a motivation for an action irreversibly resolves
into its execution (crossing the Rubicon). But the focus of the model remains on decision-making. Lastly,
theories for the explanation of human behavior, like the theory of reasoned action (Fishbein & Ajzen,
1975) or the theory of planned behavior (Ajzen, 1991), are too complex for an application. Though both
theories contain references to human influencing factors, or more precisely to categories of influencing
factors, the focus onto behavior represents a broader concept and not only involves single, explicitly
goal-driven actions.

Concluding, the above-mentioned models and theories from the field of psychology, though certainly
contributing to the explanation of behavior and decision-making, are inadequate for the description of
the human element within HMI. Henceforth, models for the description of human information processing
and human performance are used, as they allow for a process oriented approach. According to Schlick,
Bruder, and Luczak (2010, 286 ff.), distinction between phenomenological-empiric and mathematical-
functional models can be made. The former category of models focuses on perceptional and cognitive
processes and is further divided into sequential and capacity models. The latter focuses on the functional
description of human information processing through equations with the goal to quantify certain
elements of human performance. Models of the mathematical-functional category are inclined to
concentrate on specific aspects of human information processing to allow for the derivation of equations.
Thus, the models of the phenomenological-empiric category are preferred consecutively, as they
represent a more holistic approach for the description of human information processing. Thereby, two
models from the sequential subgroup and one model of the capacity subgroup are presented, followed
by a last model which expands the approach of the first model and further allocates specific sub processes
of human information processing to types of tasks. The outlined models were chosen as basic examples
within their fields and in conjunction build the foundation for the present work.

2.3.1 Block Diagram of Sensory-Motor Performance (Welford, 1968)

The block-diagram of sensory-motor performance by Welford (1968) represents the basic principles of
human information processing (see Figure 2-2) and represents a sequential approach. The model
describes the processing of an external signal or cue through three central and sub-sequential
mechanisms, which are the perceptual mechanism, the translation mechanism and the central effector
mechanism. Thereby, a stimulus is first received by the sensory organs, which convert them into nerve
impulses. Then, the nerve impulses are transmitted to the perceptual mechanisms, at which the
information is identified. Within the translation mechanism a specific action is chosen in response to the
identified information. Through the central effector mechanism, the chosen action is executed through
the determination and coordination of effector organs, like hands or feet. Besides the sequential
arrangement of the mechanisms, Welford (1968) argues that parallel processing of two mechanisms is
possible, for example when still reacting to a previous signal, a new signal can already be perceived.
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Figure 2-2. Block diagram of sensory-motor performance (according to Welford, 1968, p. 192).

The block diagram of sensory-motor performance represents a simple distinction of three human sub-
processes occuring between the input and output of information in relation to sense and effector organs.
Singer and Rieder (1985, p. 107) extended the above model by including a short-term memory between
perceptual and translational mechanism to better represent the proposed parallel processing of
information of two mechanisms. Also a long-term memory is added, which allows for the storage of
made decisions and their relation to the perceptional mechanism for improved identification.

The inclusion of the memory represents an approach also conducted by the following model of human
information processing.

2.3.2 Levels of Human Performance (Rasmussen, 1983)

The levels of performance as proposed by Rasmussen (1983) describe three different stages of decision-
making and the related mode of mental information processing and are also a representative of the
sequential subgroup. Thereby, the levels of skill-, rule- and knowledge-based performance are differed.
Within the field of human factors the SRK (skill, rule, knowledge) model is well known and widely
applied (Vicente, 1999), e.g. for the classification of different types of human error (Reason, 1990). Due
to the connection to human error, the applicability of the SRK model for the investigation of uncertainty
is examined.
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Figure 2-3. The three levels of human performance (Rasmussen, 1983, p. 258).

According to the SRK model as depicted in Figure 2-3 a sensory signal enters on the lower left side and
is further processed on one of the three performance levels, depending on the operator’s degree of
expertise with the task and the given conditions. In case of highly trained operators, signal processing is
done on the skill-based level without high demands on mental processing. Thus, an automatic reaction
based on the sensory input is directly executed. In case an operator is generally accustomed to the task
and the demands of the perceived information but lacks further training, processing is done on the rule-
based level. This involves the recognition of the perceived information and its association to known tasks
and reactions based on stored “if-then”-relations. Thereby, processing is done intuitively and needs more
time than automatic, skill-based reactions. When confronted with unknown and/ or complex situations,
a task is processed on the knowledge-based level. After identification of the perceived information a new
reaction must be derived through the combination of existing knowledge according to the task-related
goal. Due to the novelty of the perceived information and possibly the chosen reaction, the highest
amount of time is needed for processing in relation to rule- and especially skill-based performances.
Even though the SRK model does not include direct mention of environmental or machine elements,
similarities to the information processing, like the direct transformation of perceived information to an
executed action, exist. Further, the model explains the differences between novices and experts and gives
insights into sources for interindividual differences of humans regarding their performance.

2.3.3 Human Information Processing (Wickens, Hollands, Banbury & Parasuraman, 2012)

In contrast to Welford, the model of human information processing as proposed by Wickens et al. (2012,
p. 4) relies on four process stages (see Figure 2-4). Thereby, the task of the sense organs is transferred

1 All information of this chapter refers to Wickens, Hollands, Banbury, and Parasuraman (2012), except where stated differently.
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into a new and initial state of sensory processing, which is followed by perception, response selection
and response execution. Additionally, the model contains an element for working memory and cognition,
an element for long-term memory and an element for attention resources.

Working memory and cognition is located between perception and response selection and further
interacts with the long-term memory and thus is responsible for retrieving information from the long-
term memory to compare them to the perceived signals for identification and response selection.
Thereby, made decisions may further be added to the long-term memory for successive processes.
Interestingly, a direct connection between perception and response selection exists additionally, allowing
for a fast and intuitive processing in case of emergency. Besides interacting with working memory and
cognition, the long-term memory is further connected to perception facilitating the intuitive comparison
of perceived information.
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Figure 2-4. Model of human information processing stages (Wickens et al., 2012, p. 4).

Further, long-term memory affects the link between sensory processing and perception in combination
with attention resources. Thereby, the latter affects all four stages of information processing as well as
working memory and cognition and its link to the long-term memory. The element of attention resources
represents the central element of the model and illustrates the effect, that information processing is
directed by attention. If sufficient attention resources are unavailable for a new incoming signal, no
processing is initiated, which explains why the model belongs to the group of capacity models. Therefore,
the model allows for a specific explanation of the effect of possible multiple information processing as
suggested by Welford (1968, p. 192) and further depicts the limits of information processing.

Finally, response execution results into a block also containing system, environment and feedback.
Hence, a common foundation for a combination of the human information processing model and the
model of HMI exists. Thereby, distinction of four basic stages of information processing as described
above can be regarded as common ground and is found within various other models (e.g. Sanders, 1983,
p.79).
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2.3.4 C(lassification of Mental Work Based on Human Information Processing (Luczak, 1975)

Based on the general distinction of work into physical and mental work (Rohmert, 1983), Luczak (1975)
defined an approach for the further categorization of mental work, based on a model of sensory-motor
performance, which is depicted in Figure 2-5.

Luczak (1975) structures the process of human information processing into the four steps of detect,
recognize, decide and act. Within the first step of detection external cues and signals are processed with
the help of the sensory modalities. This step generally states if and how external cues are processed.
During the second step, the detected cues are compared to the stored information within memory to
identify the received signals. Based on the identification of the external cues, an appropriate reaction is
derived from memory or newly designed, if no adequate information is present. Thus, a decision how to
react to the signal is made. Finally, the chosen action is executed through motoric movements of the
muscles which can result into motion as well as speech.

Based on the process of information processing, which is almost equal to the model of Wickens and
Hollands (2000), Luczak (1975) embedded a distinction of different types of mental work. Thereby,
each step of information processing is associated with a specific type of mental work. To classify a specific
activity, its highest demand on a corresponding step of information processing is identified. An activity
focusing on the detection of external cues and signals is defined as sensory work. A typical example for
sensory work would be the visual inspection of a product for manufacturing defects. An activity primarily
based on the recognition is defined as discriminatory work, for which the activity of air traffic control is
an example. The term combinational work is applied for activities with high demands on decision
making, like managing tasks. Finally, the work of a traffic policeman could be primarily associated with
the step of action, which is defined as signal-giving-motoric work. Since in terms of mental work a sole
action is impossible without prior sensory work, a further type, the sensorimotor work, is defined.
Sensorimotor activities generally rely on high precision and thus on the close relation of translating
external cues into precise movements. According to Luczak (1975) a last type for activities exist, which
is defined as creative work. Creative work represents the most complex activity and involves all four
steps of information processing. An example would be product development.

Besides, physical work can be attributed with step four of human information processing, acting.

Information Inforrmation Information
Reception Processing Application
maotor Work
_ Discriminatory Combinational Signalgiving- _
Signal TEELLIL Work Wark matoric Work Reaction
Dietect i » Recognize | » Decide i L] Act
Creative Wark

Sensory Memorny, Short-term M emory, Licng-term Memory

Figure 2-5. Classification of mental work types based on human information processing (adapted from Dambdck (2013),
based on Schlick et al. (2010) and Luczak (1975)).
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The above described classification of mental work is of use for the investigation of human induced
uncertainty. By characterizing a given task, a corresponding step of human information processing can
be identified, as for specific tasks a different focus within the human sub-process is relevant. As an
identified step embodies the highest demand for a given task, it represents the bottleneck of human
processing and thus is likely to be a major source for uncertainty.

2.4 Uncertainty of Human-Machine Interaction

The following two subchapters focus on the definition and discussion of uncertainty and accompanying
methods. First, different concepts of uncertainty are discussed and a definition for the present work is
derived. Second, the term of human induced uncertainty is defined and specified for the description of
uncertainty of HMIs.

2.4.1 Uncertainty Theories

As the initial quote of David Hume depicts, uncertainty has been subject to research for a long time.
Thereby, almost every discipline, from physics, economics, philosophies to mechanical engineering, has
created own definitions and concepts for the description and treatment of uncertainty. Following, some
major concepts for different disciplines are presented.

One of the first direct annotations to uncertainty was given by Knight who discussed the difference
between risk uncertainty from the view of economics. Knightian uncertainty is defined as occurring
“when the probabilities of future states, or even the nature of possible future states [are] not known” as
summarized by Soros (2013, p. 314). In contrast, Knight (1921, p. 20) designates risk as “measurable
uncertainty”, which means that possible states and the probabilities for the occurrence of each state are
known and quantifiable. Uncertainty thus represents the absence of knowledge concerning the outcome
or even the existence of an event.

The connection of knowledge and uncertainty is found in the field of social sciences, too. Hammond
(1996, p. 15) states that in “the case someone would know every detail of a process and its outcome, no
uncertainty would be at hand“. He further distinguishes two forms of uncertainty, the subjective and
objective uncertainty. The former represents a person’s individual estimation of probability that a certain
event occurs, whereas the latter stands for the real and objective probability of an event. This distinction
clearly adheres to human decisions and judgements by focusing on an individual’s interpretation of
probability, based on his personal knowledge and information. A concept of uncertainty also focusing
on human decision is proclaimed within the field of human factors and ergonomics, where uncertainty
is designated as “not knowing for sure” (Grote, 2014b, p. 72) as cause of insufficient and misleading
information. This definition is addressed to uncertainty of organizations and management. Thereby,
Milliken (1987) distinguishes between state uncertainty, which addresses the probability of an event,
effect uncertainty, which represents absent knowledge about the result of an event and response
uncertainty, which lastly describes missing knowledge about response options. Both latter uncertainty
concepts address the uncertainty of humans towards events, products, organizations or systems, which
is not the direct focus of the present work (cf. chapter 1.2). Still, the definitions confirm again the relation
of uncertainty to knowledge.

Within the field of civil engineering, uncertainty is considered from a data-driven perspective, attributed
to inaccurate measures, models and information. Thereby, Reuter (2013, p. 179) distinguishes between
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uncertainty deriving from variability and from fuzziness. Variability addresses the random changeability
of elements of a specific sample or of a whole population, whereas fuzziness addresses the impossibility
of the precise assessment of a single observation. Even though data uncertainty is of importance for
measurements in general, this definition only addresses a specific application in comparison to the prior
stated concepts. An example for the importance of data uncertainty for one and the narrowness of solely
focusing on data uncertainty for another is demonstrated within the field of mathematics. Viertl and
Yeganeh (2013, pp. 272-274) distinguish no less than seven different types of uncertainty: variability,
data uncertainty, physical uncertainty, statistic uncertainty, model uncertainty, cause-effect uncertainty
and uncertainty of hypotheses?. These types are strongly related to the world of numbers and
measurements. And even though these types of uncertainty are relevant when dealing with
measurements, they are not generally applicable to the field of mechanical engineering.

From the field of product design, uncertainty is reflected as both, the probability of incorrect assumptions
and the existence of unknown facts germane for prospective conditions of a product and market success
(Weck, Eckert, & Clarkson, 2007, p. 1). In comparison to the first stated Knightian uncertainty concept,
former can be addressed as risk and the latter as uncertainty. Weck et al. further distinguish uncertainty
dependent on its source. Thereby, uncertainty from within a system boundary is addressed as
endogenous uncertainty in contrast to exogenous uncertainty, which derives from influences outside
system boundaries. Additionally, Weck et al. (2007, p. 4) state that endogenous uncertainty is easier to
handle in comparison to exogenous uncertainty.

In contrast to the initially stated Knightian uncertainty, concepts of uncertainty within the field of
engineering tend to incorporate risk as one type of uncertainty and further define more types of
uncertainty. This conceptual approach is confirmed by Hastings and McManus (2004, p.2) from the
field of mechanical engineering, who define uncertainty as “things that are not known, or known
imprecisely”. Hastings and McManus (2004, pp.3-5) further identify three different types of
uncertainty: statistically characterized (random) variables/ phenomena, known unknowns and
unknown unknowns. The first type is defined as facts that can be described statistically. The second type,
known unknowns, represents the awareness towards unknown things which can at best be characterized
through bounding conditions. The third and last, unknown unknowns, adheres to things totally
unexpected and thus not regarded at all. The last type is somewhat contradictory in its interpretation,
as things one did not expect, but which suddenly occur, directly transform into known unknowns. Thus,
it best represents the Knightian definition of uncertainty. Another distinction of uncertainty is described
by Hauptmanns and Werner (1991; cf. Knetsch, 2006, p. 3), who discern aleatoric uncertainty (random
variation of influencing factors) from epistemic uncertainty (due to insufficient knowledge). Whereas
the latter can be decreased through the acquisition of new knowledge, the former is an integral part of
all systems and can at best be described statistically.

Stirling (2001, 2003) differentiates uncertainty by probability and significance each on a scale of known
and unknown. In combination with the concept of aleatoric and epistemic uncertainty, a recent definition
and model for uncertainty is given by Engelhardt et al. (2010). The model was developed within the
Collaborative Research Center 805 (CRC 805) and is depicted in Figure 2-6.

2 Due to reasons of brevity, the referenced literature is referred to for details.
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Figure 2-6. Model of uncertainty of the CRC 805 (adapted from Engelhardt et al., 2010, p. 58).

The uncertainty model was developed within the context of load bearing technical systems. According
to the paradigm of the CRC 805 uncertainty occurs when process properties of a system cannot or only
partially be determined (Hanselka & Platz, 2010, p. 57). Thereby, uncertainty is classified as unknown
uncertainty, estimated uncertainty and statistical uncertainty. The type of unknown uncertainty occurs,
if no knowledge about a process and the involved influencing factors exist. In case of estimated
uncertainty, the influence of involved factors onto a process is partially known and can be represented
through boundary values. Statistical uncertainty represents a state, where the impact of influencing
factors onto a system’s stress can be described through distribution functions. Thereby, the amount of
uncertainty decreases throughout the three types and is least in case of statistical uncertainty, which
allows for predictions concerning the resulting stress. Thus, obtaining further knowledge is the main
goal to cope with uncertainty.

All definitions above coincide to the fact that uncertainty relates to knowledge. For the present work,
uncertainty is thus generally defined as the “absence of knowledge”. Concerning the multitude of
different types of uncertainty, this thesis abides to the distinction according to the CRC 805, which
classifies uncertainty into stochastic, estimated and unknown uncertainty.

2.4.2 Human Induced Uncertainty of Human-Machine Interaction

To prevent confusion between different aspects of uncertainty within this thesis, the term of “human
induced uncertainty” is introduced. Human induced uncertainty is defined as a part of the uncertainty
of HMI and addresses the human impact onto the resulting system stress. Human induced uncertainty is
thus the part of uncertainty, which is attributed to the active human participation. Human induced
uncertainty generally classifies as unknown uncertainty, as by today, no explicit knowledge about human
impact on the stress of a system exists. Human induced uncertainty can be assessed by measuring the
mean and standard deviation of the resulting system stress due to an interaction. Thereby, possible other
sources for uncertainty, for example from within the system, must be eliminated or known in advance.
Further distinction of human induced uncertainty and possible sources within the human part of an
interaction as well as the contribution of human influencing factors are content and aim of the following
work. At this stage, no further explanation can be given.
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2.5 Influencing Factors on Human Induced Uncertainty

Regarding HMISs, the literature coincides that the elements of human, machine and environment are
involved and affecting each other (e.g. Bubb, 2005, p. 355; Schneider, 2010, p. 23). To understand the
involvement of these elements, each element must be further described. Thereby, certain characteristics
can be identified for each element. First, this helps to further discern a single entity of an element (e.g.
discerning different humans through their characteristic height) and second the identified characteristics
lastly impact on an HMI as influencing factors®.

Thus, the following chapter identifies and defines influencing factors of each element of an HMI, starting
with the human, proceeding with the technical subsystem and lastly focusing on the environment.

2.5.1 Human Influencing Factors

The following chapter represents an overview over various human influencing factors, which impact on
human performance, on HMI and thus on human induced uncertainty. First, an approach for the
categorization of the human influencing factors is derived, to cope with the high number of existing
factors. Thereby, each identified factor is assigned to one category. Second, the identified factors are
defined grouped by category. Finally, typical attributes of human influencing factors with regard to
uncertainty are presented.

2.5.1.1 Categorization of Human Influencing Factors

Based on Badke-Schaub et al. (2008, p. 4), human influencing factors are all physical, mental and social
characteristics of the human which impact on or are impacted by the interaction with socio-technical
systems. With this definition, a categorization of influencing factors into physical, mental and social
factors is given. A different, process oriented categorization is given by Johnson (2003, p. 65), who
reports of “performance shaping factors” which impair on perceptual, cognitive and physiological
resources during an action.

As the first definition originates from the field of psychology and the second from the field of ergonomics
and human factors, both definitions address a different approach. First it can be noted, that each
definition involves a unique category, social and perceptual. Second, the remaining four categories
address different human aspects. Both statements correspond in bringing up the categories of mental/
cognitive and physical/ physiological factors. Due to the different fields of origin, both may use different
words for the same categories. Anyway, both address a category centered on the human mind and a
different category focusing on the physical aspects of the human body. Therefore, a category for the two
mentioned aspects is adopted, resulting into a total of four categories: perceptual, mental, physical and
social.

Table 2-1 shows all covered human influencing factors for the above-mentioned categories. The majority
of the presented factors are gathered from the work of Johnson (2003), Muckler (1984), Durso and
Alexander (2010) as well as Schlick et al. (2010). During the collection and definition of the human
influencing factors some factors couldn’t be allocated to only one specific group. For example, the factor
fatigue can be applied to address physical and mental fatigue. For this reason, another column was
added to the table to account for these ambiguous factors. It should be noted that the presented and

3 Following, the term of influencing factors is used when referring to the characteristics of the HMI elements to emphasize their contribution
to the result of an HMI.
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defined factors within this thesis don’t incorporate all possible and existing human influencing factors,
but only represent a first collection based on the above-mentioned literature. Probably other factors exist
and, more so, various covered factors can be subdivided into other factors. Still, the presented factors
represent a core-collection, which are used within this work for a first investigation of human induced
uncertainty.

As this chapter focuses on the individual and personal human influencing factors, the category of social
factors is described within chapter 2.5.3 as part of the social environment.

Table 2-1. Human influencing factors grouped by category.

Perceptual Factors Mental Factors Physical Factors |Ambiguous Factors
Visual Attitude Anthropometry [Age
Auditory Creativity Dexterity Attention
Tactile Experience Handedness Ethnic Origin
Vestibular Expertise Strength Emotion
Gustatory Intelligence Fatigue
Olfactory Knowledge Genetics
Kinetic/ Proprioceptive | Mental Model Health
Thermal Mode Awareness Metabolism
Pain Morality Motivation
Qualification/ Education Personality
Situation Awareness Practice
Rhythmology
Sex
Training

2.5.1.2 Definition of Human Influencing Factors

Perceptual Factors

The perceptual factors are necessary for the detection of external signals and are characterized by the
sensory modalities of visual, auditory, tactile, vestibular, gustatory, olfactory, kinetic/ proprioceptive,
thermal and pain perception (cf. Keidel, 1971; Schlick et al., 2010; Schonpflug & Schonpflug, 1997).
These factors represent the initial phase of human information processing (e.g. Schlick et al., 2010,
p. 313). Only if humans correctly detect the relevant environmental cues and signals, adequate actions
can be chosen and exerted (Johnson, 2003, p. 66). The above mentioned sensory modalities are defined
in Table 2-2.

Table 2-2. Definition and description of the perceptual influencing factors (sensory modalities).

Factor Definition
Visual The visual system consists of the processing of visual cues and signals in combination
Perception with parts of the brain, especially the visual cortex. Important factors for visual

processing are the detection of differences in brightness, color and motion as well as
the size of the visual field, visual acuity and the impression of spatial depth (Schlick
et al., 2010, pp. 317-337).
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Auditory cues are perceived through the processing of sound waves within the ear.
Important factors for auditory processing are the detection of different tone pitch,
tone composition and volume as well as spatial perception (Schlick et al., 2010, pp.
338-344).

Tactile perception is the detection of haptic cues and signals based on force and
pressure, which is generally achieved through receptors on the skin (Schlick et al.,
2010, pp. 346-347).

Vestibular perception is responsible for spatial orientation and achieved through the
inner ear and thus connected to auditory perception (Schlick et al., 2010, p. 345).

Gustatory and olfactory perception are responsible for the detection of scents and
flavors though mouth and nose. Both sensors are needed for the detection of scents
and flavors, but the olfactory perception (scents) is predominant (Schlick et al.,
2010, pp. 351-354).

The kinetic or proprioceptive perception is responsible for the detection of limb- and
body-positions as well as for motion. Appropriate sensors are located within joints,
muscles, tendons, skin and the vestibular apparatus (Schlick et al., 2010, pp. 348-
349).

Thermal perception is responsible for the detection of temperature, where at
independent sensors for coldness and heat exist (Schlick et al., 2010, p. 350).

Pain is directly detected by so called pain mediators within the tissues, which
stimulate the nerve endings (Schlick et al., 2010, pp. 350-351).

Mental Factors

Following, the mental influencing factors are treated. A definition as well as additional literature for

each factor is given in Table 2-3. As single factors fill whole volumes or even represent a distinct field of

research the consecutive account of factors only represents a brief overview to help for a better

understanding of each factor within the present work.

Table 2-3. Definition and description of the mental human influencing factors.

Factor Definition Additional Literature

Attitude “Attitudes are the evaluative judgements that Berger & Burgoon, 1995;
integrate and summarize [...] cognitive/ affective| crano & Prislin, 2008.
reactions.” (Crano & Prislin, 2006, p. 347).

Creativity Creativity is the ability to apply knowledge and [Holm-Hadulla, 2000;
experiences of differing domains to create new | jez 2005;
ideas by overcoming so¥1d1.f1ed patterns of Miiller, 1990.
thought (Geschka & Reibnitz, 1990, p. 844).

Experience Experience represents single encountered events | Gruber, 1999.

which were perceived as important in contrast to
other events (Wehner & Dick, 2007).
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Expertise Expertise is domain specific and specialized Cellier, Eyrolle, & Marine, 1997
knowledge, which is acquired through deliberate | Ericsson, 2007;

practice and generally provides a measurable
performance advantage (Wickens et al., 2012,
p. 208).

Vidulich et al., 2010.

Intelligence Intelligence is the ability to correctly solve Jez, 2005;

problems and to handle new situations through | Sternberg, 1999.
the understanding, creation and interpretation of
relationships (Schlick et al., 2010, pp. 134-135).

Knowledge Knowledge is “acquired information that can be |Lewandowsky, Little, & Kalish,
activated in a timely fashion in order to generate | 2007.

an appropriate response” (Charness & Schultetus,
1999, p. 61).

Mental Model |“Mental models are dynamic [change over time], | Carroll & Olson, 1987;
functional representations of ‘reality’. Their Moray, 1999;
reliability [inaccurate, incomplete, mostly wrong,
poorly defined] increases with expert knowledge
[differ between experts and novices]” (Marki,

Schmidt, 2007;
Volkel, 2005, p. 6;

Maas, Kauer-Franz, & Oberle, 2016, p. 350). Wickens et al., 2012, p. 236.
Mode Mode Awareness is the ability of a user to
Awareness comprehend and predict the behavior of an

automated system (Sarter & Woods, 1995).

Morality Morality is the code of conduct used for Greene, 2013;
discerning good or wrong actions, which is Johnson, 1997;
shaped by the social environment and certain Stich, 1993.
experiences (based on Gert & Gert, 2016).
Qualification/ |Qualification and education cover all certified Peters, 2007.
Education knowledge, skills and abilities needed for the
accomplishment of a specific task (Schlick et al.,
2010).
Situation Situation awareness is “the perception of the Durso, Rawson, & Girotto, 2007;
Awareness elements in the environment within a volume of |vidulich et al., 2010, pp. 204—
time and space, the comprehension of their 205.

meaning, and the projection of their status in the
near future” (Endsley, 1995, p. 36).

Besides their definition, various connections and interdependencies between the mentioned factors can
be identified. For example, the factors of mental model and knowledge are related, as mental models
represent a process oriented combination of knowledge allowing to simulate actions before their
execution (Moray, 1999). Further it can be noted that the definition of various factors remains highly
controversial. This especially applies for factors originating from the field of psychology or social
sciences, like intelligence, personality or morality (e.g. Guilford, 1974; Sternberg, 1999). In these cases,
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definitions promoting a certain applicability are preferred to further endorse instruments and methods
for their assessment. Lastly, only a general definition of the concept of each factor is given in favor of
brevity. Therefore, factors like attention which can be further subdivided into selective, focused, divided
and sustained attention (e.g. Wickens et al., 2012, p. 49) are not discussed in detail. The same applies
for the factor knowledge, which can be subdivided into explicit, implicit and tacit knowledge (e.g.
Wallace, Ahmed, & Bracewell, 2005, p. 331).

Concluding it can be noted that the above-mentioned factors are at best complex and the given

information and definitions only reflect a small fragment of each factor’s nature.

Physical Factors

Within Table 2-4 the physical influencing factors are defined and additional literature is referenced.

Table 2-4. Definition and description of the physical human influencing factors.

Factor

Definition

Additional Literature

Anthropometry

Dexterity

Handedness

Strength

Anthropometry characterizes the physical build
and dimensions of a human body in form of
phenotypes and parameters like height and
reach (based on Schlick et al., 2010).

Dexterity is defined as the aptitude to perform
precise movements. A distinction is made
between fine motor skills (small, fast and
precise movements with low force exertion,
generally of fingers or hands) and gross motor
skills (movements of larger muscle factions or
whole body movements) (Singer & Rieder,
1985, pp. 18-19; Teipel, 1988).

Handedness defines the preferred hand (left or
right) a person utilizes for the execution of
tasks and actions. A distinction between hand
preference and hand performance can be made,
where the former represents the learned
preference to operate a task with one hand and
the latter represents the dominance of one hand
over the other regarding performance
(Schmauder, 1999, pp. 2-3).

Strength describes the amount of possible force
exertion through the muscles and can be
distinguished between the maximum possible
force exertion for a short time period and
regular force exertion below the maximum but
with increased duration and frequency
(Rohmert, 1989).

DIN 33402-2, 2005

Fleishman, 1972;
Schmauder, 2007.

Schmauder, 1996;
Schmauder, 2007.

Luczak, 1989;
Mainzer, 1982;

Rohmert, Riickert, & Schaub,
1992;

Wakula et al., 2009.
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The factor of body phenotypes, which characterizes certain body shapes into ectomorph, mesomorph
and endomorph (cf. Sheldon, 1970), remains unconsidered. Anthropometry represents a more
applicable concept in relation to phenotypes. Thereby, anthropometry directly allows for the assessment
of descriptive data like a person’s height or reach, which are important for the execution of actions.

In contrast to the mental factors, the physical factors seem to be less controversial and their definitions
more practically oriented. This is because the factors represent well known concepts and are partly
assessable through visual examination. Still, their impact on HMIs is not less substantial then that of the
perceptual or mental factors.

Ambiguous Factors

As discussed initially, some factors cannot be categorized explicitly as perceptual, mental or physical
factors. Thereby, the ambiguous factors represent basic principles and itself affect several other factors.
For example, the factor age interferes with factors like experience, anthropometry and auditory
perception. Thus, the ambiguous factors may not only impose a direct impact to performance but further
interrelate with other factors. Table 2-5 presents definitions for the identified ambiguous factors.

Table 2-5. Definition and description of the ambiguous human influencing factors.

Factor Definition Additional Literature

Age “The length of time a person has lived” (Oxford
University Press, 2017b).

Attention Attention is a mental state of enhanced vigilance Davies, Matthews, Stammers,
which directs the awareness — willingly or unwillingly | & Westerman, 2000;
- onto certain objects, operations and thoughts Kahneman, 1973;

(Badke-Schaub et al., 2008, p. 64). Strayer & Drews, 2007;

Wickens et al., 2012, p. 49.

Ethnic Origin | Ethnic origin describes the affiliation to a cultural and
regional population or tribe and is characterized by
the idea of a corporate and collective identity
(Hopfner & Naumann, 2009, p. 28).

Emotion Emotions are a complex patterns of processes that Badke-Schaub et al., 2008,
include motivations, arousal, cognitive processes and |p. 96.

behavioral tendencies (Zimbardo, Gerrig, & Hoppe-
Graff, 2003).

Fatigue Fatigue is commonly characterized as the need for Brown, 1994;

sleep, is the result of ongoing stress or work, can be | GeiRler, Hagenmeyer,
physical or mental, leads to a reduction of Erdmann, & Muttray, 2007.
performance and is generally reversible through rest
(Becker-Carus, Dorsch, Hacker, & Stapf, 2009; Greif,
1989; Mallis, Banks, & Dinges, 2010; Schlick et al.,
2010; Schmidtke, 1965). Fatigue and monotony
strongly relate, where at monotony is known to lead
to an increase of fatigue (cf. Brown, 1994; Hacker,
1984; Schlick et al., 2010; Ulich, 2005).
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Genetics “The genetic properties or features of an organism”
(Oxford University Press, 2017a).

Health “Health is a state of complete physical, mental and WHO, 1986.
social well-being and not merely the absence of
disease or infirmity” (WHO, 1946). Especially, mental
health is “a state of well-being in which every
individual realizes his or her own potential, can cope
with the normal strains of life, can work productively
and fruitfully, and is able to make a contribution to
her or his community” (WHO, 2014).

Metabolism | Metabolism covers all chemical processes of a body
like food intake and conversion (Schlick et al., 2010,

p. 266).
Motivation Motivation represents the current orientation on a Nerdinger, Blickle, &
specific action and its connected goal (Heckhausen, H. | Schaper, 2008;
& Heckhausen, J., 2010). Weinert, 1992.
Zimbardo et al., 2003, p. 319.
Personality Personality are an individual’s characteristic, Guilford, 1974;
temporally enduring cognitive, emotional and Goldberg, 1993;

behavioral patterns (Schlick et al., 2010, p. 112). Wiggins & Pincus, 1992

Practice Practice is the unwilling and automatic improvement |Jeske, 2013;
of performance through repetition of an activity Schlick et al., 2010;

(Liebau & Landau, 2007). Singer & Rieder, 1985;

Ungerer, 1971.

Rhythmology |Rhythmology addresses the biology-driven periodic Nyhuis, Ullmann, & Potthast,
fluctuation of the body functions which impact on 2012.

performance and for which the circadian rhythm is
most prominent (Schlick et al., 2010, p. 167).

Sex Represents the biological and genetical difference
between male and female humans (Schlick et al.,
2010, p. 89).
Training Training is the planned and systematic improvement of| Jeske, 2013;

performance through repetition of an activity (Liebau | schlick et al., 2010;

& Landau, 2007). Singer & Rieder, 1985;

Ungerer, 1971.

The effects of stimulants like alcohol, caffeine or drugs are covered within the factor of metabolism. This
is mentioned as the influence of external substances affects other factors, like fatigue (Johnson, 2003,
p. 63), but is easily missed.
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Following, specific attributes of the identified and presented human influencing factors especially
regarding their impact on performance are discussed.

2.5.1.3 Attributes and Characteristics of Human Influencing Factors

As mentioned in chapter 1.1, one cause for uncertainty depends on human performance variability. Thus,
the result of an interaction may differ between different people executing an action or between different
times the same person executes an action. Both can be attributed to the above defined human influencing
factors, which vary between different humans and further over time within humans entitled as
intraindividual (within humans) and interindividual (between humans) performance variability (e.g.
Rohmert, 1988, p. 16). As an example for intraindividual differences of human influencing factors,
Figure 2-7 depicts the change of time to achieve a defined task of a single person. Through repetition a
practicing effect can be seen which impacts on performance. Figure 2-8 depicts the distribution of body
height of the world population and thus is an example for interindividual differences of an influencing
factor.

Additional to intra- and interindividual differences between human influencing factors, each factor can
be characterized by its variability over time. The factor sex for instance is generally fixed throughout life
and thus represents a constant factor, whereas fatigue for example may vary throughout a single day. A
categorization of human influencing factors regarding the aspect of temporal variability is given by
Luczak (1989) as depicted in Figure 2-9. Luczak distinguishes four different categories for variability
over time and entitles them as constitutional, dispositional, qualifying and educational and adaptable
factors (based on Schlick et al., 2010, p. 88). As a simplification, the constitutional category refers to
factors which are regarded as unchangeable over time, like sex or anthropometry. The dispositional
category refers to factors which remain relatively constant, but still may be assumed as generally
variable, like weight or age. Qualifying and educational factors are defined to be changeable through
learning processes in the short, medium or long term, like experience or knowledge. Lastly, adaptable
factors are changeable in the short term through systematic interventions resulting from the direct
interaction and the environment.
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Figure 2-7. Learning curve effect for the assembly of a gasifier-fold-nozzle (according to Schlick et al. (2010, p. 176); based on
Greiff, 2001).
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Concomitantly with the characteristic of temporal variability, human influencing factors vary regarding

their external suggestibility. Thereby, factors of the adaptable as well as qualifying and educational
category are easier to manipulate, due to their general ability to change over comparably shorter time-
periods than factors of the other two categories. Manipulation of the latter two groups are therefore
easier to achieve on an interindividual scale through a change of the person interacting with a technical
system instead of direct manipulation of an operator’s influencing factors on an intraindividual scale.

Unchanged during life-cycle Dir_ect exertion of influence C';?Qgii?nb_lea;hé?;?g_tsehr?nm’ Changeable on short-term
difficult, but changeable through interventions
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Figure 2-9. Individual parameters of human performance (adapted from Schlick et al. (2010, p. 88), based on Luczak (1989)).
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Further, influencing factors can be characterized through their general measurability. Thereby, the
measurability of a factor can be distinguished between the two dichotomous categories direct / indirect
and subjective / objective. Direct / indirect describes whether a factor is measurable immediately or
must be derived through the measurement of at least one ancillary factor. For example, the height of a
person can be measured directly in centimeters, whereat fatigue must be derived e.g. from the eyelid
blinking frequency. Subjective / objective refers to whether the factor is measurable through scientific
observation (objective) or relies on personal opinions, assumptions or beliefs (subjective). In the above
example both factors, height and fatigue, classify as objective measurements. In contrast, the factors
fatigue could also be measured subjectively through a questionnaire, which would ask for the individual
and personal assessment of one’s own fatigue. The last example further depicts that the characterization
of the measurability of a factor is closely related to the possible and known measurement methods for
its assessment. Thus, the measurability cannot be determined generally for a specific factor, but only in
conjunction with a specific measurement method.

Lastly, the influencing factors can further be characterized through their interdependencies and
correlations with other influencing factors. For example, the factors age, sex and anthropometry all
correlate within specific boundaries. Even though some interdependencies are known, a comprehensive
and conclusive assessment of all possible interdependencies between the influencing factors seems
impossible.

Concluding, the human influencing factors can be characterized by their variability over time, their
suggestibility, their measurability and their interdependencies between other factors. Further, the value
of a certain human influencing factor is subject to intra- and interindividual changes. Regarding
uncertainty, the variability of influencing factors as well as the question whether to investigate intra- or
interindividual differences seems of major importance when investigating human induced uncertainty.

2.5.2 Influencing Factors of the Technical Subsystem

As the technical influencing factors strongly depend on the observed technical system, no general list of
technical influencing factors is given. Thus, the assessment of influencing factors of the technical
subsystem must be done separately for every investigation. Nevertheless, certain methods for the
assessment for influencing factors of and on a technical system exist.

Following, the process model of the CRC 805 for the description of the uncertainty of technical processes,
as developed by Eifler et al. (2011), is presented (see Figure 2-10). The process model generally consists
of a system, characterized through its system quantities and separated from its environment by system
boundaries, a process, further characterized through a function and possible work appliances, and
external influences in form of disturbances, information, resources and a user. Prior to a process the
system quantities are determined and fixed with an initial state t,. The process then transforms the initial
system quantities into a subsequent state t,+1, whereby the external influences impact on the process
and thus on the resulting state of the system. Through the difference between the system quantities of
the actual state t,+1 in comparison to the expected system quantities for a planned process the amount
of uncertainty is assessed and can be related to the external influences or internal process uncertainty.
Schmitt, Avemann, and Groche (2012) exemplarily applied the described model for the visualization
and investigation of uncertainty of a manufacturing chain.
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Figure 2-10. Process model of the CRC 805 to visualize the transition of system quantities through a process including external
influences onto the process (based on Eifler et al., 2011).

The above described process model for the investigation of uncertainty of technical systems was recently
extended to further include a detailed model for working appliances (Freund, Wiirtenberger, Calmano,
Hesse, & Kloberdanz, 2014). As this adaptation does not directly interfere with the objective of this work,
the former model is used onwards.

Within the CRC 805 a series of methods for the assessment and treatment of uncertainty throughout the
product life cycle exist.

Within the phase of development, most methods concern the general identification of uncertainty and
their possible sources, their estimation and lastly their visualization for construction. For example is
Uncertainty Modes and Effects Analysis (UMEA) developed as a methodologic toolbox for the
consideration of uncertainty (Engelhardt, Birkhofer, Kloberdanz, & Mathias, 2009). Also an approach
for the consideration uncertainty within the process of product modelling is created by Wiirtenberger,
Freund, Lotz, and Kloberdanz (2016). Additionally to modelling, various approaches for the statistical
and mathematical estimation of product properties are derived (e.g. Enss, Kohler, Krzyzak, & Platz,
2016; Kohler, Krzyzak, & Walk, 2014). Finally, the digital assembly process is supported through
methods for the visualization of uncertainty with CAD-systems (e.g. Heimrich & Anderl, 2016; Zocholl,
Trinkel, & Anderl, 2014).

Methods for the product phase of manufacturing focus on modeling, simulation and smart structures.
Thus, a statistical analysis of a model based product property control for sheet bending is conducted
(Groche, Calmano, Felber, & Schmitt, 2015). New manufacturing methods for the incorporation of smart
structures and sensor elements within product parts is investigated by Krech and Groche (2016).
Methods for the treatment of uncertainty within the phase of product usage focus on the measurement
of current system strain and the application of passive and active methods for their treatment. Thus, the
transmission behavior of a sensory rod is assessed (Melzer et al., 2015) and the application of piezo
actuators for the implementation of active control of stress through shunting (Go6tz, Platz, & Melz, 2017).
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2.5.3 Influencing Factors of the Environment

The environment always impacts on a human as well as a technical system. Thereby, the environmental

influencing factors are generally distinguished between social and physical factors (cf. Badke-Schaub et
al., 2008; Bubb, 1992; Schlick et al., 2010).

The physical environmental influencing factors are generally agreed upon and involve illumination,
noise, mechanical vibrations, climate, harmful substances and radiation (Badke-Schaub et al., 2008;
Bubb, 1992; Johnson, 2003; Schlick et al., 2010). They are of special importance to an HMI as they
impact on both, human and technical system, and thus increase uncertainty. For example, ambient noise

or flashing lights can interfere on human perception and thus disrupt an interaction (e.g. Johnson, 2003,

p. 66). Further, changes of climate can lead to elongations of materials and work pieces, which can

interfere on product quality. Table 2-6 presents brief definitions for the physical environmental factors.

Table 2-6. Definition and description of physical environmental influencing factors.

. Additional
Factor Definition )
Literature
Climate Climate describes the interaction of air temperature, Schlick et al., 2010,
humidity, wind speed and thermal radiation, which pp. 861-884
physiologically and psychologically affect a human (Schlick
et al., 2010, p. 861).
Harmful Harmful substances include all chemical, physical or Schlick et al., 2010,
Substances biological solid, fluid or gaseous substances and materials pp. 907-934.
which may interfere with human physiology, psychology and
perception.
[lumination [Mlumination refers to the amount and type of light within the| Schlick et al., 2010,
environment, which is needed for visual perception. pp. 885-906.
[llumination thereby addresses both, natural and artificial
light.
Mechanical Mechanical vibrations are translational and rotational, time- | Schlick et al., 2010,
Vibrations dependent motions of solid bodies around a resting position |pp. 790-804.
(Dupuis, 1981).
Noise Noise is defined as an undesired, annoying or even harmful |Schlick et al., 2010,
sound event (Szadkowski, 1984) with regard to work. As the | pp. 772-789.
given definition of noise adheres only to a negative
perception of sound, the definition is extended to include all
perceived sound events, which can result into a shift of
attention or an injury and thus may affect human action.
Radiation Within physics, radiation designates the free, undirected Schlick et al., 2010,

propagation of energy in terms of particles or waves (Schlick
et al., 2010, p. 805).

pp. 805-860.
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In contrast to the physical environmental influencing factors, the social environmental influencing
factors are less agreed upon. Additionally, a further classification of the social factors into organizational,
individual, legislative and cultural factors may be possible. But as the focus of the present work is upon
the human subsystem and not on the environmental conditions, only a brief overview of identified social
factors without further classification is given in Table 2-7. As a first exemplary list the factors
acknowledgement, social norms, labor organization, leadership style, monitoring and supervision, other
people and bystanders, policies, responsibility and social compatibility are covered.

Table 2-7. Definition and description of social environmental influencing factors.

Factor

Definition

Acknowledgement

Social Norms

Labor Organization

Leadership Style

Monitoring and
Supervision

Other People and
Bystanders

Policies

Responsibility

Social Compatibility

Acknowledgement represents the positive or negative feedback of other
persons (colleagues, management or society) in relation to one’s work or
the fulfillment of a given task.

Social norms represent established and socially desired patterns of
behavior of a specific group of people. Thereby, social norms may differ
between groups depending on education, cultural background or place of
residence.

Labor organization largely addresses the coherent structure of working
processes as well as the shift schedule of a specific person (cf. Schlick et
al., 2010, pp. 433-494).

Leadership style describes the type of relation between a person and a
possible manager within an organization. Classical styles are authoritarian,
laissez-fair and cooperative. Leadership style is known to have a high
impact on motivation of employees and the success of teams and
organizations (e.g. Schmidt-Huber, Dorr, & Maier, 2014).

Monitoring and supervision represents the amount and type of control or
surveillance of a person by another person or entity. For example, the
action of a person could be recorded on video. This factor only affects
human action if the actor is aware of being monitored or supervised.

Other people and bystanders addresses the possibility of other humans
within the vicinity of a human interacting with a system. Thereby, possible
disturbances range from direct conversation with bystanders to the mere
awareness of other people possibly observing someone’s actions.

Policies represent fixed rules which regulate or suggest certain kinds of
behavior for a given environmental context.

Responsibility describes the possible effect an action can have on other
people. A pilot for example is responsible for the safe transport of his
passengers as well as the cabin crew. High responsibility may correlate
with high psychological demands and strain.

Social compatibility represents the overall social opinion towards an
action. In contrast to acknowledgement, social compatibility does not
necessarily involve a direct and personal feedback. For example, an
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employee may get positive feedback from his management for the work
done within a nuclear power plant, whereas working within a nuclear
power plant is socially regarded with skepticism.

2.6 Summary and Deficit Analysis

First, the concepts of human reliability and risk were found to focus on human error, which only gives
information about failure, generally leading to malfunction or even destruction of a technical system.
Therefore, the application of the concept of uncertainty for the description of HMI seems appropriate,
allowing for a continuous description of performance on both human and technical side. Uncertainty
includes failure but further accounts for each state before failure and beyond. Models for the description
of HMI, of human information processing and a model to evaluate and characterize different sources of
human error were presented. Further, the term of uncertainty was defined and the term of human
induced uncertainty was introduced to account for the uncertainty of HMIs. Concluding, more than 60
influencing factors involved in HMIs were presented and discussed briefly.

Even though concepts for the assessment of human error and for the uncertainty of mechanical systems
exist, no approach for the investigation of the human impact on the stress of technical systems through
HMI and the related human induced uncertainty could be found. But knowledge about human induced
uncertainty is crucial, as it leads to insights for the optimization of HMIs, represents a basis for the
implementation of resilience systems and lastly leads to the conservation of resources (Oberle, Helfert,
Konig, & Bruder, 2017). To achieve this goal, human induced uncertainty first must be characterized
explicitly. Therefore, the general model of HMIs according to Bubb (2005, p.355) represents a
foundation, but lacks further insights into the human part of HMIs. Thus, additional information
concerning possible sources of human induced uncertainty regarding human information processing as
well as incorporating specific human and general influencing factors is needed. Based on a
characterization of human induced uncertainty a methodic approach for its investigation, assessment
and quantification of can be developed. Only if the knowledge about human induced uncertainty is
increased, systemized and quantified, measures for its control can lastly be derived.

The described circumstance can be condensed to the following three research questions:

1. How can human induced uncertainty be characterized?
2. How can human induced uncertainty be assessed and quantified methodically?
3. How can human induced uncertainty be controlled?

Based on the presented research questions, the methodological approach of this work is derived in three
subsequent steps, which are aggregated in Figure 2-11.

First, a model for the characterization of human induced uncertainty in the context of HMIs is developed
based on the presented literature. Scope of the model is to further detail the human part of HMI within
the context of the environment and the technical subsystem. Further, the identified influencing factors
for all three HMI instances must be situated within the model with the goal to constitute possible sources
of uncertainty. Thus, the developed model first details the uncertainty of HMIs and their potential
sources. Based on the model for its characterization, a method for the systematic assessment of human
induced uncertainty is developed. The method centers on the structured definition of an observed task
on which basis the involved elements (human, environment and technical subsystem) are specified and
facilitates the empirical assessment of human induced uncertainty (see chapter 3).
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Second, the derived method is evaluated to investigate its applicability to characterize, assess and
quantify human induced uncertainty. Therefore, two studies investigating different types of tasks with
different complexities are conducted. Relevant influencing factors are selected according to the method
and their impact on the resulting stress of the technical subsystem is assessed. Possible correlations
between the influencing factors and the resulting uncertainty are identified. Thus, the human induced
uncertainty for the exemplary tasks is generally described through the resulting variation of the technical
subsystem’s stress and further detailed by giving information about the source of uncertainty based on
the model. Based on the results of the first two studies first suggestions for controlling human induced
uncertainty are derived and discussed (see chapter 4 and 5).

Third, another study is conducted to further investigate possible approaches for reducing and controlling
human induced uncertainty. It is investigated, if human induced uncertainty can be controlled by actively
designing the HMI and especially the human-machine interface with the goal to reduce uncertainty. If
such an approach is applicable, human induced uncertainty can be controlled without an expansive
analysis of possible operators of an HMI and thus represents an opportunity for a user-independent
control of uncertainty (see chapter 6).

Development:

Literature Research: Model for 1: How can human induced
Uncertainty, Models, g4 Characterization of uncertainty be characterized?
Influencing Factors Human Induced

Uncertainty

Development:
Method for Assessment
and Quantification of
Human Induced
Uncertainty

Study 1: Study 2: Study 3:
Application of Application of Investigation of
Method for Method for Approach for
Uncertainty Uncertainty Reduction of

Quantification Quantification Uncertainty

3: How can human induced
uncertainty be controlled?

2: How can human induced uncertainty be assessed
and quantified methodically?

Figure 2-11. General methodological approach.
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3 Model and Method for the Description of Human Induced Uncertainty

Within this chapter the treatment of the first research question is presented. Therefore, a literature based
model for the description of HMIs regarding human induced uncertainty is developed, followed by the
allocation and integration of the prior identified influencing factors. Based on the developed model,
human induced uncertainty is characterized. Subsequently, a method for the structured investigation of
human induced uncertainty of HMIs is derived from the model. The chapter concludes with a summary.

3.1 Model Development

For the description of uncertainty, a holistic model is needed. The model must describe the general HMI
and further detail the human part of an HMI. To identify possible sources of uncertainty, the influencing
factors must be integrated into the model.

Common for the description of human machine interaction is a separation into the three subsystems
environment, technical system or machine and human (cf. chapter 2.2). The model of Bubb (2005)
further adds the elements task, which is the cause for an interaction, as well as result and feedback, which
return the achieved result to the human. This allows for the explanation of the evolvement of repeated
task execution and for building a sequence of different repetitions or sequential tasks, increasing the
flexibility of the model’s application. Therefore, the model of human machine interaction as described
by Bubb (2005) is used as a frame for the further development.

The models for human information processing generally divide the human action into three or four steps.
The models based on four steps are mostly equal and for example differentiate between the steps of
sensory processing, perception, response selection and response execution (cf. Wickens et al., 2012,
p. 4). Further, Dambock (2013) allows the steps of recognition and decision to be pooled as information
processing, resulting in the three meta processes of information acquisition, information processing and
information execution. These resulting steps are textual equal to the model of Welford (1968), who
distinguishes between perceptual mechanism, translation mechanism and central effector mechanism.
Overall, a three-step based description of human information processing represents a common and basic
concept within the literature. A three-step approach further matches the categorization of human
influencing factors into perceptual, mental and physical factors (see chapter 2.5.1.1). Thus, a three-step
approach is chosen for the further description of the human part of HMIs.

Through the adoption of human information processing for the detailed description of the human part
of an HMI, the input of the model is changed from general cues and signals to task, as used within the
frame model. Based on this change, the application of the model is shifted to connect the three human
sub-processes to the sequential execution of a given task instead of general information processing.
Further, the first sub-process is designated as perception, in concordance to the model of Welford and
the categorization of the human influencing factors. To account for the changed application of the
human information process to describe task execution, the second and third sub-processes are renamed
choice of action and execution of action.

The described models in chapter 2.3 include various influencing factors. However, the mentioned factors
are widely generalized by integrating whole concepts like memory or resources. To create a description
of HMI focused on the human part of interaction, the human influencing factors are first regarded as a
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black-box, interacting with all three human sub-processes. The black-box contains all influencing factors
as described in chapter 2.5.1.
The resulting human centered model for the description of HMI is depicted in Figure 3-1.

Environment

Human Influencing Factors
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Figure 3-1. Human centered model for the description of human-machine interaction.

An HMI begins with a task, which defines the wished goal of the interaction. The task is first perceived
by the human, who interprets the task. The step of perception is affected by human influencing factors
(e.g. attention), information concerning the technical subsystem (e.g. current state or working mode)
and influences from the environment, in which the interaction takes place (e.g. weather). After
interpreting the task regarding personal, technical and ambient conditions, an action is chosen. Choice
of action depends on the prior perception and further on human influencing factors (e.g. experience).
Then, the chosen action is executed. Besides the obvious impact of choice of action, again the human
influencing factors (e.g. strength) impact on the execution of action. The action finally represents and
defines the interaction with the technical subsystem and leads to some amount of stress onto the system.
Thereby, system stress is not solely defined and created through the human part of the interaction but
may further originate from the environment. Also, the environment can be affected by the executed
action. With the execution of action, a direct feedback is transferred within the human, which is further
processed for a first evaluation of the executed task in correspondence to the initial task. Additionally,
the resulting system stress is looped back as an external source of feedback, yielding additional
information regarding the outcome to the processed interaction. The technical subsystem transforms the
incoming stress into a system-specific amount of strain, which can be looped back to the human in form
of information. Like the internal feedback, information itself is further processed through perception.
Thereby, perception defines if and to which degree the returned results of the executed action and its
impact on the technical subsystem are perceived and subsequently impact on the human influencing
factors or even lead to another sequence of choice and execution of action if the initial task remains
unaccomplished. The technical subsystem further affects and is affected by the environment.

It must be noted that the connections between the three human sub-processes are optional. A given task
could pass unnoticed due to a lack of attention on the human side or the choice of action may not lead
to an action execution. Thus, not all human sub-processes are necessarily processed for every input of
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task, which is represented through the switch-connections between the human sub-processes. Thus, a
given task not always leads to an active interaction between human and technical system. It must be
noted that the omission of action execution may also result into system stress and must be considered
when investigating human induced uncertainty.

3.2 Allocation of Influencing Factors within the Model

The above described model is subsequently further described by detailing and defining the single aspects
of the model. Further, the influencing factors described in chapter 2.4 are allocated to the specific model
aspects.

3.2.1 Human

As described in chapter 2.5.1, the human influencing factors can be categorized into the four groups of
perceptual, mental, physical and ambiguous factors. As touched upon in chapter 3.1, the categories of
the human influencing factors appear to match with the defined human sub-processes perception, choice
of action and execution of action. An allocation of the defined human influencing factors to the
corresponding human sub-process seems possible. Only the fourth group of ambiguous factors must be
investigated concerning their possible influence on two or all three of the human sub-processes.

The human sub-process of perception, which is defined as the transformation of physical or chemical
stimuli into mentally processed information (Badke-Schaub et al., 2008, p. 61), is consequently based
on the sensory modalities. Thus, a direct allocation of the perceptual factors to the sub-process of
perception can be confirmed.

Regarding the sub-process choice of action, a strong relation to mental factors exists. Wickens, Gordon,
Liu, and Lee (2014, p. 143) describe the process of decision making as based on working memory and
long-term memory (cf. Allport, 1993; Baddeley, 1993). The mental influencing factors largely address
several aspects of memory itself (e.g. knowledge) and capabilities to process stored information (e.g.
intelligence). Thus, mental factors are hence associated with the sub-process choice of action.
Accordingly, the third category of physical factors is associated with the sub-process execution of action.
Factors like anthropometry (e.g. reach of a person) are known to directly interfere with the manner of
action execution (e.g. VDI, 1980), supporting the association of physical factors to execution of action.
Now only the ambiguous factors remain for allocation. When regarding the factors, a distinction between
factors only affecting two of the sub-processes and factors affecting all three sub-processes seems
possible. Thereby, the latter group relates to fundamental factors, which itself interact with and impact
on a broad variety of other factors, like sex or age. The specific allocation of each ambiguous factor is
presented and reasoned in Table 3-1.

Table 3-1. Allocation of ambiguous human influencing factors to the human sub-processes.

Allocation Ambiguous Reasoning
Factor
Choice and Personality As defined, personality are inter alia an individual’s behavioral
Execution of Action patterns (Schlick et al., 2010, p. 112). As such, it can be argued
that behavioral patterns are rooted within the memory, which
according to Luczak (1975) is not connected to perception, but
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Practice

Training

All three sub- Age
processes

Attention

Emotion

Ethnic Origin

Fatigue

Genetics

Health

Metabolism

only to the subsequent information processing steps. Thus,
personality is allocated to choice and execution of action, but
not to perception.

Through practice, choice of action and the execution of actions
can be affected (e.g. Jeske, 2013). As perception instead
addresses the active processing of external cues, but without a
direct connection to memory, practice is not allocated to
perception.

See reasoning for practice.

Age affects nearly every other human influencing factor. For
example, the auditory perception undergoes a shift of
perceivable frequencies (e.g. Schlick et al., 2010, p. 779) and
intelligence (e.g. Cahan & Cohen, 1989) as well as
anthropometry (e.g. Perissinotto, Pisent, Sergi, Grigoletto, &
Enzi, 2002) evolve through age. Thus, at least a secondary
effect on all three human sub-processes can be confirmed.

As per definition, attention directs the awareness to the
environment as well as the current thoughts and operations
(see chapter 2.5.1.2). Certain models further support the
positioning of attention as an influencing factor for perception
(cf. Wickens, Gordon, & Liu, 2004, p. 163). Thus, affecting all
three human sub-processes.

Emotions are known to affect inter alia on arousal, cognitive
processes and behavioral tendencies (e.g. Zimbardo et al.,
2003) and thus relates to all three human sub-processes.

Like age, the ethnic origin impacts on several influencing
factors over all three sub-processes (e.g. Edwards, Fillingim, &
Keefe, 2001; Wing, Adams-Campbell, Marcus, & Janney, 1993).

Fatigue is known to impact on overall performance (e.g.
Hacker, 1984) and thus affects all three human sub-processes.

Like age and ethnic origin, genetics impact fundamentally on
various influencing factors (e.g. Deary, Spinath, & Bates, 2006;
Levy & Nagylaki, 1972; Plomin, DeFries, Knopik, & Neiderhiser,
2013).

Health is defined the state of complete physical, mental and
social well-being (cf. WHO, 1946) and thus is relevant for all
three sub-processes.

Metabolism covers all chemical processes of the body (cf.
Schlick et al., 2010, p. 266) and therefore impacts on the whole
body and as such on all three sub-processes.
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Motivation Motivation relates to the degree and personal commitment of
goal fulfillment (cf. Sansone, 2007) and thus impacts on all
three human sub-processes.

Rhythmology | As for metabolism, rhythmology addresses biology-driven
periodic fluctuations of the body (cf. Schlick et al., 2010,
p. 167) and thus interferes with all three sub-processes.

Sex Sex defines general properties of the human body (e.g. Schlick
et al., 2010, pp. 91-95) and thus impacts on all three sub-
processes.

It must be noted that even though the influencing factors are associated with the human sub-processes
in the above described manner, impact from one category of influencing factors to a different sub-process
is not completely impossible. The allocation of factors represents a first simplification and approach for
the further assessment of human induced uncertainty. Generally, all influencing factors affect all three
sub-processes, but the established allocation highlights the most probable influencing factors for each
human sub-process.

Even after allocating the factors to the human sub-processes, for each sub-process a high number of
factors remains. As indicated in chapter 2.5.1.3, human performance and performance variability relates
to the resulting stress of a technical subsystem.

Based on the above described variability of human influencing factors, intra- and interindividual
differences of performance are explainable. Thus, factors of the constitutional and dispositional group
are more relevant when investigating differences of performance between different populations and
persons. With increasing variability, assessment of influencing factors and their effect on performance is
transferred to be relevant for assessing performance variability within one person. In this case, adaptable
as well as qualifying and educational factors are more likely to impact on human induced uncertainty.
Thus, variability of human influencing factors can be used to focus on prominent influencing factors and
to reduce the number of potential factors for an investigation. This allows for the identification of
possible sources of uncertainty prior to an explicit investigation. So far, the categorization model
depicted in Figure 2-9 (see chapter 2.5.1.3) does not include all identified influencing factors. To
complete the allocation, the distribution of the remaining factors is reasoned in Table 3-2.

Table 3-2. Allocation of human influencing factors to the categories for variability over time.

Allocation Factor Reasoning
Constitutional Handedness Even though a person may be trained to use a different instead
Factors of the performance dominant hand, the handedness of a person

generally remains fixed after familiarization (cf. Schmauder,
1999). Although, the innate preference for one hand persists.
Thus, handedness is regarded as a constant and constitutional

factor.
Dispositional Attitude Attitudes are based on experiences and thus object to learning
Factors processes (e.g. Wilson, 1963, p. 247). But further, attitudes are

also built and formed primarily throughout adolescents,
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Creativity

Dexterity

Metabolism

Morality

Sensory
Modalities*

Strength

Qualifying and Mental Model
Educational Factors

Mode
Awareness

remaining more or less constant thereafter, which is the reason
for their allocation to the dispositional factors.

Creativity is based on knowledge, but the ability to create new
ideas is also based on certain individual traits and abilities (cf.
Amabile, 1983). Even though creativity can be trained to some
extent (e.g. Scott, Leritz, & Mumford, 2004), due to its general
relation to personal traits creativity is regarded as a
dispositional factor.

Dexterity may be trainable to a certain degree, but in terms of
comparability, effects resulting from a change of dexterity are
majorly related to interindividual differences, which is the
reason for an allocation to the dispositional factors.

Even though the metabolism can be affected through certain
substances like drugs or alcohol, the way the body reacts to
such substances and the general conversion of chemical
substances evolves slowly. Thus, metabolism is allocated to the
dispositional factors.

As discussed by Turiel (2007), formation of morality is based on
certain character traits as well as on the internalization of
emotions. Further, differences of morality depending e.g. on
sex, age and cultural background are known, emphasizing the
interindividual character of morality. As morality is not a
constant concept it is allocated to the dispositional factors.

The sensory modalities are neither constant nor trainable, but
may change with the age of a person or through certain
external events and influences. Like age, they are therefore
regarded as dispositional factors.

Like dexterity, differences of strength are majorly related to
interindividual differences.

Per definition, mental models change over time and are based
on knowledge (cf. Méarki et al., 2016), which implicates that
mental models can be learned, trained and altered. Thus,
mental models are allocated to the qualifying and educational
factors.

Mode awareness refers to the ability of a user to comprehend
and predict system behavior (cf. Sarter & Woods, 1995). As this
comprehension is learnable and related to the knowledge and
prior experiences of the user the factor is determined as a
qualifying and educational.

* For the allocation of the perceptual factors the sensory modalities are handled collectively, as they are conceptually equal.
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Situation Like mode awareness, situation awareness is based on the
Awareness perception, comprehension and projection of the environment
(cf. Endsley, 1995, p. 36) and thus allocated to the qualifying
and educational factors.

Training As training represents the willingly and planned repetition of
actions with the goal to improve performance, training
represents a modality by which the qualifying and educational
factors are changed and thus itself belongs to the mentioned

group.

Adaptable Factors Attention Per definition attention is directed willingly and unwillingly to
direct attention onto objects, operations and thoughts (Badke-
Schaub et al., 2008, p. 64). With this, attention can be shifted in
short time periods, which leads to its allocation to the adaptable
factors.

Emotion Emotions are highly changeable and may vary in short time
periods, rendering them a factor for intraindividual analysis
(e.g. Sbarra & Emery, 2005).

Now each factor can be associated with the human sub-processes as well as characterized through its
variability over time. The latter further leads to a possible distinction between inter- and intraindividual
factors.

The resulting taxonomy of the human influencing factors based on both, the three human sub-processes
and the three levels of performance, is illustrated in Figure 3-2. Thereby, the factors age, sex genetics
and ethnic origin are depicted separately at the top of the taxonomy. A direct connection of these four
factors to the three human sub-processes seems implausible. Instead, the four factors represent general
attributes of a human and itself affect nearly every other human influencing factor. For example, age
defines the continuous evolvement of factors like intelligence, knowledge, anthropometry, visual
perception, health, etc.. Because of this, the four factors are important concerning human induced
uncertainty, but are already represented through other factors due to their indirect influence.

Based on the taxonomy, a reduction of human influencing factors for a certain case seems possible. For
example, when investigating the intraindividual variation of performance and the resulting uncertainty,
adaptable as well as qualifying and educational factors are predominantly important. Still, a high
number of factors remains. Further distinction of the human influencing factors may be possible for
future research, but the resulting taxonomy represents a first approach for the systematic analysis of
human induced uncertainty and its possible sources.
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Figure 3-2. Taxonomy of human influencing factors allocated in relation to the human sub-processes and their variability over
time.

3.2.2 Technical Subsystem

The focus of the present work is to investigate the human impact on the uncertainty of a system’s stress
resulting from an interaction. Therefore, a detailed description of possible technical influencing factors
is not a part of this work. Thus, for detailed information on technical uncertainty the work of the CRC
805 is referenced (see chapter 2.5.2). Generally, possible influencing factors of the technical subsystem
are system specific and difficult to generalize and must be derived individually.

Instead of discussing possible influencing factors, the possibility to combine the HMI model described in
chapter 2.5.2 with the process model of the CRC 805 is presented and discussed briefly. By joining both
models, an overall description of uncertainty is possible and the methods used and developed within the
CRC 805 can be applied for a detailed description and identification of systemic influencing factors.
Figure 3-3 depicts the combined models.
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Figure 3-3. Combination of the model for the description of HMI and the process model of the CRC 805.

Based on the combined model, the resulting stress of an executed action impacts on the system
quantities. For the application of the process model it must be discerned whether the human action is
the direct cause for the initiation of a technical process or if the human action represents a manipulation
of system quantities and is thus a secondary cause for a transformation of the system quantities. For
example, prior to the technical process of milling, the human interaction aims to input the specifications
of the milling process, but not directly operates the milling process itself (indirect interaction). Contrary,
when using a hand press, the human interaction itself directs the technical process of forming (direct
interaction). Besides the human, also the environment impacts on the initial system quantities. The
through a system process transferred system quantities impact onto the environment and represent a
source for information, e.g. for the human. Thus, the major in- and outputs of the process model are
specified and further connected to the other elements of an HMI. Thereby, resources and disturbances
are incorporated within the input of the initial system quantities. Input of information into the technical
process is not depicted explicitly for reasons of clarity, but would also be located as input to the initial
system quantities.

3.2.3 Environment

As described in chapter 2.5.3, the environment and its influencing factors can be distinguished between
social and physical factors. The environment affects both, technical subsystem and human and is vice
versa affected by those two elements. Unlike the physical influencing factors, the social influencing
factors almost exclusively affect the human element of an interaction. Whereas both elements, human
and technical subsystem, are exposed to the physical environment.

Figure 3-4 depicts the allocation of influencing factors of environment.
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Environment

3.2.4 Task, System Stress and System Strain

Until now, no characteristics of task, system stress and system strain were defined. Following, influencing
factors deriving from those three model elements are identified and discussed.

The term task is defined in chapter 2.1 as a “part of work or a performed process which has to be done
to achieve a certain goal” (p. 6). Thus, goal represents a possible influencing factor of a task. Besides a
goal, further characteristics of a task can be found. An overview over relevant parameters for the
characterization of a task based on Badke-Schaub et al. (2008, p. 117) and Bubb (1992) are defined in
Table 3-3. All given definitions are derived from the field of human factors and ergonomics and thus
closely related to work assignments. Terminologically it must be noted that the described factors are
characteristics of a task, but represent influencing factors in relation to the human sub-processes and to
the general HMI.

Table 3-3. Definition and description of task characteristics and influencing factors onto the human sub-system.

Factor Definition

Goal Goal defines the optimal and intended result of a task or the reason to
perform it (Wickens et al., 2014, p. 19).

Instruction Instructions represent the way a task is introduced to a person. An
instruction generally incorporates a definition of a task’s goal and
possibly some annotations of how to achieve the goal. Instructions can
be given through every type of media, from direct verbal
communication to a video tutorial or a written work plan. Further
information on instruction can be found in Richland, Linn, and Bjork
(2007).

Time Time represents the given time or allowed duration for a task’s
fulfillment. Time also addresses a possible cycle in case of a repeated
task.
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Complexity Complexity describes the range and difficulty of a task. Within this work
complexity especially adheres to the spatial dimensionality of a task,
whereat an increase of possible manipulative dimensions involves an
increase of complexity. Further, complexity is increased if a task can be
structured into self-contained subtasks.

Degree of freedom Degree of freedom describes the amount of personal control over the
interpretation and execution of a task. For example, a task where every
decision and movement is predetermined would bear no left degree of
freedom. An increased degree of freedom generally leads to a
consecutive increase of complexity.

System stress represents the impact of an executed action onto the technical subsystem. The
characteristics of the system stress derive directly from the parameters of action execution and are thus
represented through physical units. The following parameters describe the human action and the
resulting stress on a system: force, mass, velocity, acceleration, final position of a movement, line of
movement, time and duration of the executed action, angles of limbs and resulting torque (based on
Diaz Meyer, 2008). Besides affecting the technical system, the same parameters affect the human, too.
This is represented through feedback and discussed in chapter 3.2.5. Again it is noted, that the effect of
the resulting stress onto the technical system depends on the degree of interaction. Thus, a distinction
between monitoring, indirect and direct interaction can be made. Even though monitoring not actively
results into an interaction, system stress still may occur due to the omission of a necessary interaction.
Figure 3-5 depicts the allocation of the above described influencing factors for task and system stress.
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Figure 3-5. Allocation of influencing factors of task and system stress.

System strain is, like the overall technical subsystem, dependent of the actual observed system. Thus, as
for the technical subsystem itself, no specific influencing factors are derived. In terms of uncertainty the
resulting system strain is lastly the value needed to define the amount of uncertainty. Generally, chosen
parameters for its description represent critical aspects of the system. For example, when observing a
table, its legs represent the critical element regarding the system’s strain and adequate physical units for
the description of the specific resulting strain must be defined for an investigation.

® For the distinction between indirect and direct interaction please refer to chapter 3.2.2.
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3.2.5 Feedback and Information

Both, feedback and information, represent a crucial part of HMIs. Thereby, feedback describes
information, which directly derives from the execution of action like the personally perceived reaction
of an exerted force or the resulting position of a used limb. Feedback further involves the amount of
individual strain generated through the execution of an action, which lastly affects the human
influencing factors like fatigue or motivation. Feedback involves perceptual and physical cues and affects
both, mental and physical influencing factors. The fed back information is thereby generated temporally
during the execution of an action and consequently during an interaction and as well before and during
the impact of the interaction onto the technical subsystem. The involved factors are the same as described
for system stress and thus not listed again.

The information loop derives from the resulting system strain and contains information about the
reaction of the technical subsystem in succession to the operated interaction. An exemplary information
could be the evolvement of cracks on the surface of a table’s legs accompanied by a cracking sound in
case of an overstraining. In contrast to feedback, information primarily relies on perceptual cues and is
temporally generated after the interaction. Like feedback, information can affect mental and physical
influencing factors alike. The amount and type of information depends highly on the design of the
observed technical subsystem and can involve interfaces solely integrated for informational feedback.
Thus, no explicit factors are listed or defined.

The derived cues and signals derived from feedback and information lastly are detected and processed
by the human sub-process of perception. This means that their adequate detection is not guaranteed and
if detected, their impact onto the influencing factors or subsequent actions is dependent to
interpretation.

3.3 Characterization of Uncertainty within the Model

By combining the general model for the description of HMIs (see chapter 3.1) with all discussed
influencing factors (see chapter 3.2), a complete model for the description of HMIs is derived as depicted
in Figure 3-6. The model represents an overview over the elements involved in an HMI as well as
depicting the related influencing factors and parameters for each element of an HMI. Even though the
model itself helps to understand HMI and thus represents a possibility to reduce uncertainty, several
kinds of uncertainty still exist within the model. Thus, the following chapter gives some thoughts about
the immanent uncertainty situated within the model and within HMIs.

First, the uncertainty situated within the influencing factors is discussed. In the case of the human
influencing factors, the taxonomy helps relating each factor to a specific human sub-process and further
allows for a selection based on the focus of an investigation for within or between designs. As mentioned
before, the taxonomy represents a first simplification for the reduction of influencing factors, but
generally all factors are involved to some degree in human actions. Albeit with sometimes unmeasurable
effects. Even in case the taxonomy would lead to a perfect selection of relevant factors for a specific task,
uncertainty remains as an immanent part of the factors itself. To asses and quantify human induced
uncertainty in relation to influencing factors, each factor must be measured, resulting in uncertainty
concerning the measurement. Not only is the measurement of most human influencing factors difficult
and always afflicted with measurement inaccuracy, additionally, the factors change over time. For
example, when measuring emotions, which by itself is a difficult task, the assessed values must not
necessarily stay the same when the actual interaction occurs. Further, the relation of the influencing
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factors is at best complex and which factor, possibly subject to change, may affect and interact with other
factors remains indistinct. The issue of precise assessment is not unique to the human influencing factors,
but concerns all influencing factors within an HMI.

Regarding the inherent uncertainty of measurements, the issue is known and can be considered using
established methods like error calculation. The issue regarding the variability of influencing factors and
the fact, that a measured value could have changed before its effect is measured, is already addressed
within the model. Thus, this issue is primarily relevant for factors of the adaptable and secondary to the
factors of the qualifying and educational type, which demonstrate a high variability. Dispositional and
especially constitutional factors remain relatively unaffected by this bias as they generally are considered
constant throughout a measurement. Based on the same reasoning, the effect of the interdependencies
between influencing factors can be weakened. Again, adaptable as well as qualifying and educational
factors are more likely to be affected by other influencing factors during an investigation. Thus, the issue
of variability and interdependency is highly important when investigating intraindividual effects on
uncertainty. Therefore, investigation of intraindividual effects on human induced uncertainty should
consider to further reduce the number of influencing factors, e.g. through the experimental design by
providing constant and equal environmental conditions.
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Figure 3-6. Model for the description of human induced uncertainty of HMI with allocated influencing factors.
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Second, the uncertainty embedded within the three human sub-processes and their contribution to the
resulting uncertainty of an HMI is discussed.

The step of perception is responsible for the initial detection of external cues and their identification in
relation to the environmental conditions and the given task. Sources for uncertainty are thus the
possibility to incorrectly detect important cues, not detect them at all or to be overexerted due to a flood
of information (Johnson, 2003, pp. 66-67). Additionally, detected information may be identified
incorrectly and thus trigger uncommon or wrong choices of action. The core of perceptual uncertainty
is hence to not act at all when an action is necessary or to confound a subsequent choice of action.
Quantification of perceptual uncertainty is complicated and mostly possible by assessing the uncertainty
of the subsequent processes and relating them to the perceived information.

Uncertainty of choice of action manifests itself in two different manners. First, in case of a single action
or independent task, the uncertainty is based on the amount of possible actions to the given task. To
quantify the involved uncertainty, all possible actions can be assessed and quantified by their relative
probability of occurrence. Thereby, the complexity to thoroughly assess all actions increases with the
general amount of possible actions. Lastly, some uncertainty always remains due to the constant
existence of yet unobserved and thus unexpected actions, which cannot be quantified. Regarding prior
perception, one case of uncertainty for choice of action is not to choose an action at all. This uncertainty
is simply covered by considering no action as a possible action when assessing the relative probability.
Second, if a sequence of actions is needed for the fulfillment of a given task, the uncertainty is subject
to the single sub-actions and their possible sequence. Such uncertainty can be described by assessing the
probability of all possible action sequences. A possibility for an assessment is the application of Markov
models (cf. Luczak, 1974, p. 86; Norris, 2006, ¢1997). In this case, the additional assessment of the
uncertainty for each single sub-action’s execution may be reasonable.

The uncertainty of execution of action manifests itself directly through the measurement and assessment
of the prior mentioned factors for system stress (chapter 3.2.4). Quantification of uncertainty is achieved
by generating distribution functions for each factor through repeated measurement. Thereby, a variation
within each factor will always be present, as no perfectly equal repetition of the same action is possible.
Like the uncertainty for execution of action, the resulting system stress and strain can be measured and
quantified by their distribution.

An exemplary characterization of uncertainty for specific model elements is depicted in Figure 3-7.
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Figure 3-7. Exemplary characterization of uncertainty for specific model elements.
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The resulting system stress in succession of an interaction can be systematically analyzed using the
combined model (see Figure 3-6) for the description of human induced uncertainty. Based on the general
model, a working model for the investigation of a specific HMI can be derived. Therefore, the focus of
the investigation regarding inter- or intraindividual differences and thus influences can be selected as
well as a predominant source for human induced uncertainty in form of one of the three human sub-
processes. For example, when investigating a task with focus on the direct execution of action based on
intraindividual factors, the according human influencing factors can be selected based on the model.
The derived working model for the mentioned case is exemplarily depicted in Figure 3-8°.
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Figure 3-8. Exemplary working model for an intraindividual analysis of human induced uncertainty of execution of action.

In a subsequent step, an experimental investigation based on the selected influencing factors as
represented within the derived working model can be conducted to quantify their impact on human
induced uncertainty. As a result, the resulting system stress can be characterized through a distribution
function (see exemplary depiction in Figure 3-7). Through the use of regression analysis, the resulting
distribution can be analyzed in relation to the selected influencing factors, to identify and quantify the
impact of each single factor. Relevant for the final description of human induced uncertainty is the
formalization of the resulting mean and standard deviation of system stress as exemplified in equation
(3.1) and (3.2).

Mean of stress: meansyess = f(Factor; , Factors, ..., Factory) (3.1)
Standard deviation of stress: SDguress = f(Factor: , Factors, ..., Factory) (3.2)

Based on such equations, potential variation of the resulting stress based on the involved influencing
factors is predictable for future applications.

For such an application of the human uncertainty model, it must be discerned whether the human action
is the direct cause for the initiation of a technical process or if the human action represents a

6 To focus on the selection of human influencing factors, factors from the environment are eschewed for the exemplary depiction. For task and
execution of action only a choice of possible factors is selected.
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manipulation of system quantities and is thus a secondary cause for a transformation of the system
quantities. For example, prior to the technical process of milling, the human interaction aims to input
the specifications of the milling process, but not directly operates the milling process itself. Contrary,
when using a hand press, the human interaction itself directs the technical process of forming. Depending
on the involvement of the human within an HMI, certain human sub-processes may not be executed. For
example, in case of a monitoring task an operator would only act if uncommon data or system states are
observed. Thus, the main HMI focuses on the sub-process of perception.

Finally, the uncertainty relating to feedback and information is discussed. Thereby, the importance of
feedback and information within an HMI based on existing knowledge is focused. Quantification of the
uncertainty deriving from feedback and information is lastly only possible by assessing the uncertainty
of the human sub-processes and relating them to different types of feedback and information. To
conclude the importance of feedback and information for the uncertainty of HMIs, following statements
are presented:

e The element of information has a high impact on system understanding, human error and thus on
human induced uncertainty of HMIs (cf. Degani, 2004; Sheridan, 2010, p. 57; Wickens et al., 2014,
p. 156).

e The design of human-machine interfaces is crucial for the resulting amount of uncertainty, where at
the quantity, content and presentation mode of information impacts on the success of human
perception (Johnson, 2003, p. 65).

e Appropriate feedback on system behavior supports the development of mental models (Norman,
1990).

e Correct design of human-machine interfaces empowers the human to act as a safety factor and thus
contributes to the reduction of uncertainty (Grote & Roy, 2009, p. 104).

¢ Communication between human and machine should be designed according to human requirements
to facilitate information processing (Volkel, 2005, p. 4).

e Generally, feedback and information should be delivered temporally adjacent to the execution of
action (Wickens et al., 2012, p.232). This emphasizes the importance of information, as it is
temporally located after the execution of an action, whereas feedback occurs concurrent to task
execution leading to issues of dual tasking and an increase of perceptual uncertainty.

3.4 Method for the Analysis of Human Induced Uncertainty

Within chapter 3.3, various sources for human induced uncertainty as well as potential steps for its
assessment and quantification were presented. Following, a method for the systematic investigation and
assessment of the described uncertainty is presented. The following method functions as a guidance for
the derivation of a working model, containing and specifying all dependent and independent relevant
variables, for an experimental investigation.

As the task contains the actual goal and reason for an interaction, defining the task is of primary
importance to understand and further specify an HMI (Wickens et al., 2014, p. 19). Thus, step one
represents the specification of the task. As second step, the involved subsystems, meaning the
characteristics of the technical subsystem as well as the environmental conditions, are specified. Thereby,
specification of the technical subsystem involves the aspect of information which is fed back to the
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human, as the manner of information representation is specified by the design of the system interfaces.
The third step involves the selection of the uncertainty mode and the specification of human influencing
factors regarding the human element of an HMI. With this, all elements involved within the observed
HMI are specified and the empirical investigation and quantification of human induced uncertainty is
carried out. Step four thus starts with deriving the working model, now only involving the prior identified
and specified influencing factors and uncertainty mode, and then proceeds with the conception and
execution of the study. Lastly, the assessed data is analyzed within step five regarding the resulting
human induced uncertainty. The analysis thereby follows a general statistical approach by first operating
a descriptive analysis of the data, followed by the statistical quantification of the human induced
uncertainty and its impact on the stress of the system. This further involves the direct association of
specific influencing factors to the resulting uncertainty.

Following, the five above described methodological steps, as depicted in Figure 3-9, are explained in
detail. The developed method is subsequently referred to as Human Uncertainty Modes and Effects
Analysis (HUMEAnN).

e Specification of task

e Specification of subsystems

* Selection of uncertainty mode and human influencing factors

* Experimental investigation of the effect on uncertainty

e Statistical analysis of uncertainty

L

Figure 3-9. Steps of the Human Uncertainty Modes and Effects Analysis.
3.4.1 Specification of Task

As mentioned above, the task incorporates the reason to start an interaction. Task and especially a task’s
goal predefine the following human sub-processes, which are started for the task’s fulfillment. Thereby,
the task further entails how the human should interact with the technical subsystem under the present
environmental conditions, which is why specification of the task represents step 1 of the HUMEAn.

Of major importance for the proceeding steps is the evaluation of whether the observed task can or even
must be divided into distinct subtasks. This distinction is foremost influenced by time and complexity of
the task. As a rule of thumb, in case of high task durations and/ or high complexity a further distinction
into subtasks is advisable. Additionally, the distinction must be made regarding the possible impact of
subtasks on the human induced uncertainty. For example, the task of placing a semi-finished product
within a milling machine could be separated into the subtasks: grip part, lift part off the ground,
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transport weight over to the machine and fit part within the milling machine. Of all these subtasks, only
the last (fit part within the milling machine) directly leads to an interaction with the technical subsystem.
This does not implicate that the prior subtasks have no impact on the resulting uncertainty at all, but
assessment of their impact is just near impossible. This task example further entails low complexity
combined with a relatively short duration. In conjunction, a distinction of this task is rather
inappropriate.

If the task is divided into single subtasks, the investigation may be applied for each subtask
independently. Further, the sequence of the subtasks represents another source for uncertainty, as
outlined in chapter 3.3. Thus, a distinction into single subtasks leads to an increased effort for the
uncertainty analysis.

Additionally, the general level of interaction must be defined. As pointed out in chapter 3.3, a distinction
between a monitoring, indirect or direct interaction is possible. In case of a monitoring interaction, the
further investigation mainly focuses on perception as well as the fed back information from the technical
system. The distinction between direct and indirect interaction does not implicate a focus on a human
sub-process, but affects the later specification of stress and the corresponding factors. For a direct
interaction, stress is initially best defined through the mentioned factors (see chapter 3.2.4), like force
and/ or velocity. For indirect interactions the resulting parameters for stress are prominently represented
through the system quantities, like a set machine program or the input value of a knob.

After definition of the elementary attributes of the task and dependent interaction, the influencing
factors are specified. This involves the operationalization of each single characteristic of task, which are
the factors goal, instruction, time, complexity and degree of freedom (see chapter 3.2.4).
Operationalization thereby involves the specification of a measurement method for each factor and the
according scale (nominal, ordinal or ratio) on which a factor’s value is assessed. As a special case, it
could also be specified to actively manipulate one or more of the factors, to investigate their impact on
human induced uncertainty. Besides the operationalization, the relevance of each factor regarding the
investigation should be checked. A detailed description of each factor is only needed if the impact of the
task onto the human induced uncertainty is the focus of the investigation. Otherwise and especially if
the factors remain unchanged throughout the investigation, a ruff specification is sufficient and the
factors can be neglected onwards.

The single elements of step one are depicted as a flowchart in Figure 3-10.

It must be noted that within the field of human factors and ergonomics a broad collection of methods
for task analysis exist (e.g. Kirwan & Ainsworth, 1992). The above described approach is not directly
based on existing task analysis methods, even though a sameness of elements may exist, but merely
represents a simplification and rudimental way of defining the general principles of an observed HMI.
Further, the task analysis methods within literature generally pursue a different goal, like the initial
design and layout of an HMI for product design (Wickens et al., 2014, pp. 19-30).
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Figure 3-10. Flowchart for step one of the HUMEAnN.
3.4.2 Specification of Subsystems

Step 2 focuses on the specification of the environment and the technical subsystem. Like for task, this
primarily involves the operationalization of the according influencing factors.

In case of the environment, the operationalization of the social and physical factors should not solely
focus on their initial state, but further consider possible alterations over time. If the environmental
conditions cannot be controlled or kept constant during the experimental investigation, constant tracking
of these conditions is required. If the environmental factors are constant throughout the uncertainty
assessment, the results only apply for the same conditions, but may differ for different ones. In case that
single social or physical factors are always constant for the investigated HMI they can be neglected
onwards.

As discussed, the technical influencing factors are not covered within the present work. For
operationalization of technical influencing factors the work and methods of the CRC 805 are referred to
(cf. chapter 3.2.2). Fundamentally, the technical influencing factors are only important if they are prone
to frequent change. This is the case if a human interacts with several systems of the same kind but which
slightly differ within their specifications. Or if the impact of the technical influencing factors onto human
induced uncertainty is the focus of the investigation. Otherwise, the same system is generally used for
an investigation, which allows for neglecting most of the technical influencing factors.

Still, two aspects generally not represented by technical influencing factors are of major importance.
First, this involves the system parameters which represent the resulting stress on the system due to an
interaction. Like other influencing factors, these parameters must be identified and operationalized for
later assessment. Second, the interface of the technical subsystem, which defines the possible inputs and
outputs of the system, must be specified. Thereby, the resulting stress can derive directly from the
human, e.g. through the exertion of a certain amount of force, or indirectly by initiating an intra-systemic
process or by manipulating system parameters (see chapter 3.4.1). Concurrent to the specification of
inputs into the system, the feedback returning to the human is specified by the law of action equals
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reaction. Through the specification of the system output, the information which is returned to the human
after the interaction is defined. Thereby, the allocation of output devices to the human perceptual
influencing factors is recommended.

Figure 3-11 depicts all single elements of step two as a flowchart.
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Figure 3-11. Flowchart for step two of the HUMEAN.
3.4.3 Selection of Uncertainty Mode and Human Influencing Factors

The term “uncertainty mode” refers to the identification and selection of one or more of the three human
sub-processes in conjunction with the choice of intra- or interindividual uncertainty analysis for a given
task and HMI. Depending on the chosen mode, relevant human influencing factors are selected. Thus,
the selection of an uncertainty mode represents a crucial step of the HUMEAn.

Selection of the uncertainty mode is first done based on the task as defined in step 1, which is assigned
according to the classification of work as depicted in Figure 3-12, based on the model of mental work
by Luczak (1975). The task is thus analyzed for the probable bottleneck regarding human performance.
For a complete coverage of work, the basic model for mental work is extended by physical work, which
is attributed to the sub-process execution of action. The remaining task types are already represented
within the original model and thus already described in chapter 2.3.4.

By selecting the uncertainty mode, one, or in case of sensory-motor or creative work, two human
sub-processes are identified as the predominant source for uncertainty. For the investigation of human
induced uncertainty, measures for assessing the variation of the human sub-processes must be identified
and operationalized.
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Figure 3-12. Interrelation of task type and human sub-processes based on Luczak (1975).

The direct metrological assessment of perception is difficult and can hardly be measured without the use
of invasive measurement methods. As this is generally not an option, perception can be assessed through
observation or interrogation of the task’s execution. Also, the use of head- or eye-tracking is a common
method to infer on perception.

For choice of action, two possibilities for the assessment of variation exist. If a sequence of subtasks is
identified within step 1 as the major source for uncertainty, the method of Markov models, as proposed
by Sheridan (2010, p.58) and by Luczak (1974, p. 86), is suggested for assessing the uncertainty
resulting from possible action sequences. In case that only a single task is observed, the relative
probability for each possible action is suggested for uncertainty assessment.

The sub-process execution of action is assessed through operationalization of the influencing factors
associated with system stress (see chapter 3.2.4). For measurement, methods like EMG or motion-
tracking can be applied.

Next, the uncertainty mode is further selected through the choice between intra- and interindividual
analysis of human induced uncertainty. In case the task is highly repetitive and generally operated by
the same persons, focusing on intraindividual aspects is advisable. Contrary, in case of an interaction
with constantly changing human operators an interindividual perspective is probably best.

With this the uncertainty mode is completely selected and the human influencing factors can be reduced
according to the corresponding sub-process(es) and the intra- or interindividual focus. Subsequently, all
selected human influencing factors must be operationalized to allow for their assessment within the
experimental study. Concurrently, further selection and elimination of human influencing factors based
on expert knowledge or literature is advisable. Same as for excluding factors, unselected factors may be
included if a probable impact on human induced uncertainty is assumed due to additional knowledge.
When operationalizing the factors, a categorization into independent variables (actively manipulated or
focused as predominant for the resulting uncertainty), covariates (effect of variable cannot be eliminated
and thus must be observed), controlled variables (kept constant, e.g. through the experimental design)
and excluded variables (eliminated) should be done as preparation for the experimental investigation.
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Besides a selection of relevant influencing factors, each selected factor should be defined in detail. The
given definitions for the human influencing factors (see chapter 2.5.1.2) represent a first step to the
understanding of each factor, but do not involve every aspect. Thus, a chosen factor like emotion should
be analyzed and further specified into single emotions like love, anger or hate as accurate for the given
task and HMI. Based on the general orientation of the task as predominantly mental or physical, some
factors may further be specified. For example, when investigating a physical task, the physical aspect of
the factor health could be more relevant then the mental aspect of health. This implies that two
independently investigated tasks could lead to an equal selection of human influencing factors, but with
different specifications and consequences for a following analysis.

A flowchart of step three of the HUMEAN is depicted in Figure 3-13.
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Figure 3-13. Flowchart for step three of the HUMEAnN.
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3.4.4 Experimental Investigation of the Effect on Uncertainty

As the initial step of the experimental investigation, all prior steps are summarized by transforming the
results of each single step into a working model. The working model lastly describes the investigated
HMI by representing only the remaining influencing factors of the remaining model elements for the
selected uncertainty mode and their relation (cf. Figure 5-5).

Based on the prior steps and the derived working model, the experimental investigation is planned and
conducted. This involves the selection of additionally methods for the measurement of variables, of the
test apparatus and test procedure, choice for an adequate sample size and population of subjects,
potentially the conduction of a pre-study and lastly the conduction of the experimental investigation.
As the described procedure strongly depends on the investigated task and is thus unique, no detailed
explanation can be given. For a detailed description of experimental design the relevant literature is
recommended (e.g. Wickens et al., 2014, pp. 490-504).

Figure 3-14 depicts the single parts of step four as a flowchart.
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Figure 3-14. Flowchart for step four of the HUMEAnN.
3.4.5 Statistical Analysis of Uncertainty

The statistical analysis of uncertainty involves two subsequent steps and is done based on the assessed
data of the experimental investigation. The two steps are thereby oriented on common statistical analysis
methodology and first involve a statistical description of the resulting uncertainty, followed by a
statistical quantification of the effects of the influencing factors on uncertainty. The latter can be done
by testing for statistical correlations between the single elements of the derived working model or further
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by using regression analysis to identify if certain influencing factors can be used as predictors for the
resulting uncertainty.

For additional information on possible statistical tests the relevant literature is recommended (e.g.
Wickens et al., 2014, pp. 497-504). A general approach for step five is depicted in Figure 3-15 as a
flowchart.
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Figure 3-15. Flowchart for step five of the HUMEAN.
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3.5 Summary Chapter 3

Within chapter three a model for the description of HMIs with focus on human induced uncertainty was
developed. Special emphasis was laid upon the allocation of influencing factors to all elements of the
model to facilitate the identification of sources for uncertainty. The uncertainty situated within the
developed model was discussed and characterized. Based on the model, a methodological approach for
the systematic investigation and quantification of human induced uncertainty was derived and named
HUMEAn. Through stepwise specification of the model elements, certain characteristics of HMIs can be
identified, the number of influencing factors reduced and their impact assessed. Thus, a working model
consisting of the case relevant model elements and influencing factors can be derived. Finally, regression
analysis, based on the working model and an empirical investigation, can be conducted to lastly quantify
the amount of human induced uncertainty regarding the identified sources for uncertainty.

Therefore, the method in conjunction with the model represent means for the characterization of human
induced uncertainty and thus an answer to the first research question of the present work.

Subsequently, the HUMEAn is applied to evaluate its applicability for the quantification of human
induced uncertainty. For this reason, three different studies are conducted. Thereby, the first two studies
focus on different human sub-processes and associated human influencing factors as a source for human
induced uncertainty. The first study investigates a simple task relating to execution of action, whereat
the second study investigates a more complex one, focusing on a sequence of choices of action. If for
both tasks HUMEAn is applicable and a quantification of the resulting human induced uncertainty
succeeds, the second research question, how human induced uncertainty can be assessed and quantified
methodically, could be answered. The third study investigates the impact of feedback and information
on human induced uncertainty, independent of specific human influencing factors. Then, all three
studies are discussed regarding their contribution to the control of uncertainty regarding the third
research question.
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4 Application of HUMEAN for Execution of Action

Within the following chapter the prior derived method of human uncertainty modes and effects analysis
(HUMEAN) is applied for a first uncertainty analysis. First, the application example for the study is
presented. The following five sub-chapters represent the steps of the HUMEAN, as described in chapter
3.4. Thus, the elements of the HMI for the investigated task are defined and operationalized and then
investigated within an experimental study. Based on the study, the human induced uncertainty is
analyzed statistically and lastly quantified. The chapter concludes with a discussion on the findings of
the study, especially regarding the applicability of the HUMEAn and ends with a summary.

4.1 Application Example of Study One

The objective for a first application of HUMEAR is to evaluate whether a reduction of human influencing
factors based on the selection of one of the three human sub processes and further by distinguishing
between an intra- or interindividual assessment is applicable for the description of human induced
uncertainty. Thus, it seems advisable to focus on a simple example within a highly-controlled
environment and study conditions. Also, the selection of a simple task, which is executable without prior
training and within a short period, seems advisable. Thus, an example from a pre-study is chosen (Oberle
& Bruder, 2014). The pre-study used a tripod” in combination with the task to place a weight on its top.
Thereby, three different types of instructions were used for an initial investigation of human induced
uncertainty. For the following study the experimental setup is adapted® and extended to include different
weights in addition to three different types of instructions. Thereby, the actual results for human induced
uncertainty of the chosen example majorly promote the applicability of the method and are itself of
secondary importance.

Following, the single steps of the HUMEAn are traversed for the chosen example.

4.2 Specification of Task for Study One

As the first step of the HUMEAN the task which is investigated needs to be specified. As described above,
the simple task of lifting and placing a weight on top of the tripod is chosen. With the general definition
of the task, the subsequent steps for the complete specification of the task are processed.

Due to the simplicity of the task, no further division into subtasks is needed. Thus, the HUMEAn is
processed only once for the single task.

The interaction level is specified as direct, as the subjects directly interact with the technical subsystem
and thus impact on the technical process (see chapter 3.2.2). Therefore, the factors describing stress are
applicable and should directly relate to the system’s strain.

With this, the influencing factors of task are operationalized.

The goal of the task is to pick up a weight and place it on top of the tripod. Based on the pre-study
(Oberle & Bruder, 2014) the content of the goal is varied to investigate the impact of a changing task
focus. Therefore, the weights placed on top of the tripod as well as the content of instruction are varied
(see chapter 4.5.2). The mode of instruction is fixed throughout the experiment. As mode of presentation
a written instruction presented on a screen is chosen. No specific requirements regarding the available

7 See chapter 4.5.2 for a detailed description of the tripod and the overall experimental setup.
8 Adaptations concern the experimental setup and used equipment. The adaptations are described within chapter 4.5.
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time for the task’s execution are defined. Complexity and degree of freedom are simple and controlled for
the task. This is achieved by giving explicit instructions and regulations for the manner the task must be
executed.

Concluding, the factor goal, which is characterized through weight and content of instruction, represents
an independent variable. Instruction, time and complexity are neglected within the experiment, as these
factors are kept constant and thus should not impact on uncertainty. Degree of freedom represents a
controlling variable. Even though precise instructions regarding the manner of task execution are given,
it must be checked if each subject adhered to the given regulations.

With this, the task is fully specified and the second step of the HUMAEn is addressed.

4.3 Specification of Subsystems for Study One

Within the second step of the HUMEAnR the subsystems of the HMI, addressing the environment and the
technical subsystem, are specified.

As indicated in chapter 4.1, the experimental investigation is done under controlled laboratory
conditions. Thus, the physical environment is actively kept constant and controlled throughout the
experiment and neglected onwards. The social environment is controlled, too, apart from possible
variations regarding the investigator. To reduce influences deriving from changing investigators, the
procedure of the experimental study is controlled using checklists and scripted conversations (see
chapter 4.5.3). Thus, social environment is likewise neglected onwards.

As the same, static technical subsystem is used, only factors for the assessment of stress as well as
potential system interface must be specified. Latter is nonexistent for the tripod and thus neglected.
Regarding factors for the system stress, the tripod allows for a direct measurement (see chapter 4.5.2).
The stress is thereby characterized through the resulting maximum force on placing the weight on its
surface and the eccentricity of the placed weight in relation to the center of the tripod. Low eccentricity
signifies an equal force distribution of the static weight after placement. These two measures further
represent the dependent variables of the study.

With this, step two of the HUMEAN is completed.

4.4 Selection of Uncertainty Mode and Human Influencing Factors for Study One

Now all aspects of the observed HMI have been addressed and defined, except for the human part. Thus,
the dominant human sub-process followed by the decision for intra- or interindividual analysis of
uncertainty is selected. With this, the number of human influencing factors can be reduced and
operationalized for the later investigation.

The selection of one or more human sub-processes is done according to the bottleneck-oriented approach
by Luczak (1975) as presented in Figure 3-12. As the task focuses on the manipulation of weights and
thus is dominantly oriented on physical actions, a declaration as sensory task seems inappropriate. Also,
the creative, discriminatory and combinational task types can be excluded, as the goal of the task is
simple, defined in detail and controlled (see chapter 4.2), leaving the possibility for a sensorimotor or
pure physical task. As the interaction precludes additional interfaces for information and feedback
presentation and the task is executed with the complete arm instead of the precise motion of single
fingers, the sensorimotor task type is excluded, too. The task is thus characterized as a physical task.
Consequently, the human sub-process execution of action is selected. Thereby, the exerted acceleration of
each participant’s movement as well as the exerted finger forces to retain the placing weights are
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measured to assess the variation of execution of action. Thus, both measures represent the dependent
variables for execution of action.

Generally, an investigation of both, intra- and interindividual impact on uncertainty, is possible for the
given task. In case of an intraindividual analysis, a small number of participants would repeat the task
over a long time period, which would address factors like practice and fatigue as primary sources for
uncertainty. An interindividual analysis would focus on general differences in performance between
different people, addressing factors like strength or anthropometry as primary sources for uncertainty.
For a first application of the HUMEAN, an interindividual approach is chosen. Based on an interindividual
analysis, findings could be used to select people for a future task execution allowing for a first reduction
of uncertainty. An intraindividual approach would make sense to further reduce uncertainty based on
pre-selected operators and thus represents a second step.

Concluding, the uncertainty mode is characterized through focus on the intraindividual impact on the
system deriving from the execution of action. Assessment of uncertainty is thereby directly related to the
human performance variability of action execution. Figure 4-1 depicts the selected human influencing
factors for and interindividual analysis of execution of task. Following, all factors are discussed one by
one to discern whether they are eliminated (e.g. through experimental design), controlled (probably
unimportant, but still measured to control for a possible impact) or regarded as an independent variable
to investigate their impact on system stress. To reduce possible impact of unselected influencing factors,
the disregarded factors pertaining to execution of action are treated, too.
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Figure 4-1. Remaining human influencing factors for the uncertainty mode execution of action and interindividual analysis.

Dispositional Factors

Health is of major importance regarding human performance. Generally, it must be expected that
participants not feeling well would not participate voluntarily. Additionally, a questionnaire item is
included asking for physical impairments, current and recently. Thus, health is characterized as a
covariate.
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As circadian effects like sleep deprivation impact on fatigue, rhythmology and fatigue are related
(Johnson, 2003, p. 63). Therefore, further consideration of rhythmology is neglected.

Metabolism represents a highly individual factor, which is further affected by food, liquids and other
stimulating substances. To cope with this, participants are advised to visit the toilet before starting the
experiment. Further, food and drinks are offered to retain hunger or thirst. As no further control of
metabolism is possible without relying on invasive techniques, metabolism is characterized as eliminated
and thus neglected.

Personality may impact on uncertainty due to different notions regarding conscientiousness of keeping
to the exact instructions as well as to willingly manipulate the study. As the assessment of personality
generally involves extensive questionnaires, which would further increase the time on experiment for
every participant, no direct assessment of personality is conducted. Instead, the mentioned difficulties
are coped through thorough observation of the participant’s behavior according to the study guidelines.
Thus, personality itself is neglected.

The observed task relies on the use of one arm for placing the weight on top of the tripod. Therefore,
the body weight of the participants is not expected to directly interfere on the placement, as the exerted
force predominantly derives from the arm and not from the whole body. Still, the weight of the
participants is assessed through a questionnaire and thus regarded as a covariate for later verification.
Due to the predominant physical aspect of the task and regarding the dependent variables, impact from
each participant’s strength and dexterity is expected. Further, both factors are nearly impossible to control
through experimental design, which would involve a preselection of participants according to their
strength and dexterity. As this already involves the measurement of both factors, strength and dexterity
are actively selected as independent variables in addition to the prior discussed content of instructions
and the placing weights.

Constitutional Factors

The factor anthropometry can be subdivided into parameters like height or reach of the participants.
Different body dimensions therefore lead to different distances to the tripod or a different angle of view
onto the top of the tripod. To negate such effects, the experimental setup is adjusted, as described in
chapter 4.5.1. Thus, the factor of anthropometry is generally regarded as controlled. Still, participant’s
height is assessed through the questionnaire as a covariate.

According to Annett (1985), about 10% to 15% of all people are left handed. Therefore, obtaining left
handed participants is more difficult than obtaining right handed participants. To enhance later
comparability of the data only right-handed participants are included for the experiment. Thus,
handedness is eliminated.

Background Factors

Age is a major influencing factor for other influencing factors. For example, age is stated as an
interindividual factor impacting on the maximum, possible exerted force (e.g. Wakula et al., 2009). Age
also impacts on dexterity (e.g. Mathiowetz, Volland, Kashman, & Weber, 1985). To cope with this
influence, participants are selected by age, only allowing for subjects between 20 to 24 years’ to
participate at the study. Additionally, the age of the participants is assessed through a questionnaire.
Thus, age characterizes as a covariate.

° This range is selected as one of the used tests for the assessment of dexterity (see chapter 4.5.1.2) features table data for this specific group.
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Like age, sex is known to impact on both, strength (e.g. Wakula et al., 2009) and dexterity (e.g.
Mathiowetz et al., 1985). Thus, the first investigation focuses on male participants only, neglecting sex
as an influencing factor.

For the factors genetics and ethnic origin no measures for assessment or controlling are derived. Even
though both factors may impact on strength and dexterity of the participants, this impact is only
secondary and already assessed through the direct measurement of these factors. Therefore, genetics
and ethnic origin remain disregarded throughout the experiment.

Adaptable Factors

Fatigue is generally of importance concerning experimental investigations. Thereby, a distinction must
be made between mental and physiological fatigue. For the investigated task, latter is of higher
importance. Total elimination of physiological fatigue is mere impossible, as every exerted force impacts
on the involved muscles. But physiological fatigue can be countered by implementing sufficient time for
recovery (cf. Schlick et al., 2010, p. 202). Therefore, adequate time for recovery from physiological
fatigue is provided within the experiment. The needed time for recovery was determined within a small
pre-test!®, Still, a questionnaire item is included for the repeated assessment of perceived effort to cope
for remaining fatigue effects. Thus, fatigue is characterized as a covariate. Besides effects from fatigue,
monotony represents a major issue for the experiment, as the task to place a weight on a tripod, which
must be repeated several times for each combination of instruction and weights, is simple and without
major variation. Thus, monotony could affect fatigue impacting on the results. Within the pre-test, the
number of task repetitions for each variation of goal regarding monotony effects was evaluated. A total
of 6 repetitions were found to be adequate. Still, a questionnaire item on the perceived concentration
on the task is included to control for possible effects due to monotony.

Like fatigue, motivation is of importance for experimental investigations. As motivation embodies a
highly individual factor, different levels of motivation within the participants are to be expected. As a
countermeasure, participants are presented with a small compensation for their participation. Further,
a ranking of the assessed values for strength, dexterity and performance at placing the weights is
generated and handed out to every participant to evoke competition. Both countermeasures should
increase the level of motivation. Still, a questionnaire item is included for the repeated assessment of
each participant’s motivation throughout the experiment to cope with remaining influences. Like fatigue,
motivation is characterized as a covariate.

The factors attention and emotion remain disregarded. First, like for personality, measurement of
attention would require extensive methods like eye-tracking. Second, attention is partially considered
through fatigue of the participants. Emotions are also difficult to assess and thus not justifiable as the
focus is upon interindividual factors. Further, emotions partially correspond to motivation. Therefore,
additional consideration of both factors is neglected.

The task of placing a weight on top of a tripod was chosen because it is simple and does not involve any
practicing or training periods. Simplicity of the chosen task was confirmed by the pre-test, as even after
20 repetitions no practicing effects were identified. Further, the task does not give advantage for a certain
group of people due to previous knowledge or experience. Still, the assessed data is checked for
practicing effects, characterizing practice as a covariate.

19 The pre-test was conducted with the support of Antos, Garcia, Yorur, Yazir, and Zhao (2015).
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Qualifying and Educational Factors

As mentioned above, the observed task is of a generic nature, wherefore all factors of the qualifying and
educational group are likely unimportant as prior knowledge and experience in relation to the task is
unlikely. Still, to further reduce possible unsuspected influences, the sample size is reduced to include
only university students. Further, assessment of prior apprenticeships as well as the subject of study are
added to the questionnaire.

Concluding step 3, all influencing factors, their operationalization and the corresponding measurement
methods are summarized in Appendix A.

4.5 Experimental Investigation of the Effect of Uncertainty of Study One

Following, the experimental methods, the experimental setup, the used procedure and the participants
who participated at the study are presented!!. In conjunction with the chosen uncertainty mode and the
operationalized influencing factors, a working model for study one is derived, as depicted in Figure 4-2.

Human Influencing Factors

Cov. Fatigue

Cov. Motivation
Cov. Concentration
Cov. Health

Cov. Metabolism Ind. Strength
Cov. Education Ind. Dexterity
Cov. Practice Cov. Body Height
Cov. Age Cov. Body Weight

l

Task .| Execution of
Action

» Technical Syste

Ind. Content of Instruction
Ind. Placing Weight

Dep. Accelaration

Dep. Maxi F
Dep. Finger Forces °p. Vlaximum rorce

Dep. Eccentricity

Figure 4-2. Derived working model for the investigation of human induced uncertainty of study one.
4.5.1 Experimental Methods of Study One

In the following subchapters, the applied methods for the measurement of strength and dexterity, the
questionnaire for the assessment of demographic and subjective data as well as the utilization of the
Captiv measurement equipment for the assessment of variations within execution of action are
introduced.

' The experimental study was supported by the work of Hu (2016), Pertz (2016) and Sprenger (2016).
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4.5.1.1 Strength Measurement

For the assessment of the dependent variable strength a force measurement rig, as described and
implemented by Wakula et al. (2009, pp. 38-41), is used. The force rig is depicted in Figure 4-3. The
force measurement rig was developed for the assessment of whole body forces for different positions
and classifies as a subjective/ direct force measurement method (Mainzer, 1982). For this purpose, the
position for the two force sensors, one for each hand, can be adjusted and the piezo-electric sensors can
assess forces in all three spatial directions.

Figure 4-3. Setup of the force measurement rig.

The planned task consists of four single movements for the participant. First the weight must be picked
up from its original position. Second the weight has to be lifted in the direction of A+, according to the
definition of force direction by Wakula et al. (2009), as can be seen on the left in Figure 4-4. Third the
weight must be moved over to the new position in direction of C+ and fourth placed on the surface
again, moving in the direction of A-. Generally, the maximum possible force which can be exerted by
humans differs depending on the posture and direction of force exertion (Wakula et al., 2009). But as
participants are working against gravity for the third movement (in direction A-), for a soft placement
forces are exerted in A+. Thus, only the directions A+ and C+ are assessed. Both directions are
measured using both hands simultaneously, as the use of only the right hand would lead to an
asymmetric force exertion, negatively influencing the resulting values.
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Figure 4-4. Left. Definition of force direction according to Wakula et al. (2009); Right: Resulting posture of participants during
force measurement.

The analog signals of the force sensors are converted to a digital signal and assessed with the WIDAAN
software!?, with a frequency of 50 Hz. Each participant must exert their maximum possible force in the
above discussed directions over a period of 4 seconds as is the custom for the measurement of maximum
forces (cf. Wakula et al., 2009). The resulting value is determined as the maximum of a moving average
covering 1.5 seconds.

As the measurement of forces itself is prone to several influencing factors, especially height and build of
participants, the position of force application within the rig is adjusted according to each participant’s
proportions. Further, to prevent participants from making use of additional strength through their legs,
participants are seated and advised to lift their feet off the ground. The resulting position can be seen
on the right in Figure 4-4. Another influencing factor on the exerted force is represented by the body
weight of the participants. As force exertion is measured in direction A+, each participant must lift the
weight of his own arm. Due to the complexity for a direct assessment of arm weights, equation (4.4),
based on equations (4.1) to (4.3) by Saziorski (1984, p. 46), is used to calculate the arm weight based
on each participant’s body weight. This value is than multiplied by gravity and the resulting force is
added to the measured arm force for correction. Measurement of maximum force in C+ remains

uncorrected.

Weight of hand: y = 0.109 + 0.0046 x 4.1
Weight of forearm: y = 0.165 + 0.0139 x 4.2)
Weight of upper arm: y = 0.0003 x2 + 0.0786 x — 1.96 4.3)
Weight of arm: y = - 1.686 + 0.0971 x + 0.0003 x2 4.4

12 WIDAAN software was developed at the IAD for data acquisition based on the force measurement rig.
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4.5.1.2 Dexterity Measurement

For the assessment of the dependent variable dexterity, two different tests are used. Both tests are only
applied to assess the dexterity of the right hand.

As a first approach, the standardized Box-and-Block-Test (BBT) introduced by Mathiowetz et al. (1985)
for the assessment of manual dexterity is applied. The BBT consists of a box, filled with 150 wooden
cubes of 2.5 cm square. The box is divided into two equal compartments by a partition, 25.4 cm high. At
the beginning of the test, all cubes are in the compartment at the right-hand side of the participant. After
a standardized instruction and a 15-second trial period the main test is started. The participants have 60
seconds to transfer blocks over the partition and into the second compartment. The number of transitions
is counted and represents the resulting dexterity score. Thereby, participants can transfer more than one
block at a time. Participants are instructed to score as much transitions as possible.

The BBT was chosen due to its short application time of less than 5 minutes to assess the dexterity of the
right hand, including instructions and trial. Further, the BBT possesses a high reliability as well as validity
and offers basic data for different age, sex and hand dominance (Mathiowetz et al., 1985; Mathiowetz,
Federman, & Wiemer, 1985). Latter allows for a comparison of the assessed scores to the existing data.
The test was constructed according to the specifications of Mathiowetz et al. (1985)!® and is depicted in
Figure 4-5.

Figure 4-5. Box-Block-Test for dexterity assessment.

In addition to the BBT, a second dexterity test is used, based on the well-known hot-wire game for
children. The test was exclusively build for the experiment and used to assess a dynamic type of dexterity.
The hot-wire test consists of a base plate on which a thick and conductible wire is fixed. As a counterpart,
a second wire, fitted within a handle and formed into a loop enclosing the thick wire, is used. Participants
must trace the course of the thick wire with the loop, starting from the lower left side and ending at the
lower right side (see Figure 4-6) as fast as they can and with as few contacts as possible. For dexterity
assessment, the time to complete the course as well as the number of contacts are counted. To account
for mishaps and for practicing effects, each participant must complete six runs. As direct conversion
between time and contacts is impossible, a single ranking score is derived for each participant.
Execution of both tests was recorded with a camera to ascertain the assessed data.

13 The construction of the BBT was supported by the work of Résner, Kaupe, Li, Zierk, and Mautes (2015).

4 Application of HUMEAN for Execution of Action 65



Figure 4-6. Hot-Wire test for additional dexterity assessment.

4.5.1.3 Questionnaire for the Assessment of Demographic Data

A questionnaire was constructed to assess demographic data and covariates, as pointed out in chapter
4.4. The questionnaire was further extended to include additional items for control for possible impacts
on the study. Thus, two questions to assess the sportiness of the participants, asking how regularly they
do sports and if they did sports prior to the experiment, were included. Further, a question concerning
the subject of study was added. The complete questionnaire is depicted in Appendix B.

4.5.1.4 Captiv Measurement Equipment

For the assessment of factors form execution of action the Captiv measurement equipment by the
company TEA was used. Captiv represents a measurement software for continuous data recording. A
series of different sensor types can be combined with the software.

The factor of acceleration was directly assessed using an acceleration sensor placed on top of the placing
weights. Thus, the movement of each participant while placing the weights is assessable, whereat the
sensor must not be repositioned for each participant.

For the assessment of the finger forces a force sensor entailing three patches for force assessment was
applied. The patches were attached to defined points of each participant’s hand. The positions for the
sensors were evaluated within a small pre-study'* to ascertain that the chosen positions were applicable
for force assessment. The pre-study showed that positioning of the patches is difficult, as each participant
gripped the weights slightly different. Still, fixed positions for each sensor patch were derived, accepting
the chance of being outside the flow of forces for some participants. Additionally, directives for the
participants were included to facilitate a universal grip position.

4.5.2 Experimental Setup of Study One

Besides the aforementioned methods, which were integrated into the overall procedure, the actual
experimental design consists of four elements: the tripod, the weights, an experimental table and the
measurement software. The experimental setup was identic to the setup used in Oberle, Sommer, and

14 The pre-study for detecting the best position of the force sensors was supported by the work of Antos, Garcia, Yorur, Yazir, and Zhao (2015).
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Konig (2017, p. 48), except for the placing weights. Following, a brief overview of the setup will be
given, as depicted in Figure 4-7.

screen
for ls
feedback
weights
tripod
table tripod
leg
height with
adjustable force
pedestal sensor

Figure 4-7. Experimental setup of study one. Left: Height adjustable pedestal, table, tripod and screen for presentation of the
instructions. Right: Weights and tripod (close-up) with its three legs each with a force sensor.

The tripod represents a circular platform, 25 cm in diameter, which rests on three legs, allocated in 120°
steps. On each leg’s base a force sensor is installed, allowing the independent measurement of forces of
up to 400 N for each leg with a set frequency of 10 Hz. The tripod can be seen on the right of Figure 4-7.
Two different weights were custom-built to best fit the requirements of the experiment. The weights
were designed to weigh 1 kg (precise resulting weight: 1074 g) and 3 kg (precise resulting weight:
2959 g)'°. Thereby, the values of the weights were chosen with the goal to confront the participants with
different weights resulting into different performance requirements, but without causing muscular
fatigue during the experiment, as the latter would address intraindividual differences. The given task
classifies as manual material handling when regarded with analysis tools for ergonomic risk
assessment'®. In this context, the weight of 3 kg represents a common limit when investigating the risk
of manual material handling (e.g Bernard, 1997; Chiang et al., 1993; Silverstein, Fine, & Armstrong,
1986), which is the cause for its selection as the higher weight. Thus, the weight of 3 kg is high enough
to represent a physical challenge for the participants without high possibilities of causing muscular
fatigue. The second weight is selected as 1 kg to represent a low physical challenge and to build a contrast
to the other weight.

Through the use of different materials, aluminum and iron, both weights were built with equal geometry.
This was done to prevent impacts from dissimilarly shaped weights. Both weights are shaped like a
barbell, whereas the middle-bar was designed according to DIN 33402-2 to allow for the 95 percentile
of male and female hand sizes to fit easily.

15 Design and manufacturing of the placing weights was supported by the work of Wang, Coskun, Da, and Bahyl (2014).
16 Exemplary methods for ergonomic risk assessment are the European Assembly Worksheet (e.g. Schaub, Caragnano, Britzke, and Bruder,
2013) or the NIOSH equation (e.g. Waters, Putz-Anderson, Garg, and Fine, 1993).
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The experimental table was built for several purposes. One of the purposes was to fix the position of the
weights and the tripod on the table surface to ascertain that all participants are confronted with the
identic test layout. This was achieved by cutting notches on the table surface. Further, the table was
designed to be robust against vibrations, as the force sensors are sensitive to vibrations. Therefore,
dampening mounting foots were installed and the table legs were isolated with a cork mat from the
tabletop. At last, a height adjustable pedestal was built. Through measurement of the elbow height and
arm length in relation to the position of the tripod on the table, height and distance of the pedestal were
adjusted to prevent the participant’s anthropometry from impacting onto the experiment.

For data acquisition the sensors were connected via analog digital converters to a notebook, on which a
measurement-software was installed, allowing for a continuous (10 Hz) data assessment.

Two HD cameras were used to record the experiment for each participant. One camera was located as a
bird’s eye view directly above the tripod, the second camera was located on the right of the participants
for a lateral view.

4.5.3 Procedure of Study One

The experiment started with a short introduction and settling of formalities, like filling out a declaration
of consent. Thereafter, participants were transferred to the force measurement rig for strength
assessment. Prior to the main experiment, participants answered the questionnaire, the Captiv
equipment was vested and the experimental table was adjusted to height and reach of the participants
with help of the pedestal. This gap between strength assessment and main experiment was intentional
to provide sufficient recovery time.

The main experiment was structured into six parts due to possible combinations of weight and content
of instruction (see Table 4-1). For each part, 6 repeated placings had to be operated to control for
outliers, resulting in a total of 36 placements for each participant. Changes between the combinations
were always operated by a change of weight, resulting in a possible sequence of AECDBF. To reduce
sequence effects, the order of the experimental parts was permuted between participants. Between each
part a short break was added to ascertain that no effects due to fatigue showed up. Thereby, each break
equaled the time of the last part’s exertion, which according to Rohmert and Rutenfranz (1983, p. 92)
is sufficient to account for fatigue effects. To account for effects from perceived changes of motivation,
effort and concentration, a separate questionnaire was handed in after two parts, after four parts and
finally after six parts. A 7-pointed Likert-scale was used for the assessment of each item.

Table 4-1. Parts of experiment resulting from the possible combinations of weight and instruction.

Instruction (task goal) \ Weight 1kg | 3kg
“Place the weight as softly as possible.”

“Place the weight as centrally as possible.”

“Place the weight as softly and centrally as possible.”

0w >
o m -

The main experiment was followed by the Box-Block Test and the Hotwire test for the assessment of
dexterity. This sequence was used due to organizational issues caused by the vesting of the Captiv
equipment and the strength assessment. Concluding, each participant received a small compensation
for participating and was bid farewell. Table 4-2 gives an overview of the steps and their planned
duration.
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Table 4-2. Steps of test procedure with specific durations.

Duration

Step [min]
Reception of participant, introduction and formalities 3
Force measurement with the force measurement rig 5
Questionnaire on demographic and additional data 2
Vesting of Captiv equipment 5
Adjustment of the pedestal to negate participant’s height and reach 2
Placement of weights on tripod (run 1 and 2) 6
Assessment of motivation, effort and concentration 1 1
Placement of weights on tripod (run 3 and 4) 6
Assessment of motivation, effort and concentration 2 1
Placement of weights on tripod (run 5 and 6) 6
Assessment of motivation, effort and concentration 3 1
Box-Block Test 5
Hotwire test (6 runs for each participant) 5
Concluding formalities and farewell 2
Total duration 50

Every step of the experiment was monitored and tracked using a checklist'’, which also contained
prescribed phrases for instructing the subjects. Prior to the main study, the described experimental setup
and procedure were evaluated within a small pre-study.

4.5.4 Participants of Study One

Fifty-eight male students from the TU Darmstadt ranging in age from 19 to 25 years (M = 22.3 years,
SD = 1.6 years) participated in the experiment. As the students aged 19 (N = 4) and 25 (N = 2) were
few and all less than two months away from the desired age of 20-24 years, none was excluded. Students
were approached personally at the campus and invited to participate for an expanse allowance of about
10€. All students were right-handed. Twenty-seven students studied mechanical engineering, eighteen
students applied for different natural science-programs (i.e. physics or industrial engineering) and
thirteen studied architecture. One participant stated to have had physical impairments, but as they were
cured and concerned only the legs the participant was not excluded. All participants exerted all six task
types as described in 4.5.3. The experiment took about 50 minutes for each participant.

4.6 Statistical Analysis of Uncertainty of Study One

Following, the assessed data is analyzed to evaluate the human induced uncertainty on the stress of the
tripod. First, the resulting uncertainty is described statistically and second, the effect of the influencing
factors on uncertainty is quantified. Test-tables, figures and results which do not appear within the
following subchapters can be found in Appendix D.

17 See Appendix C.
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4.6.1 Statistical Descripition of Uncertainty for Study One

First, the resulting uncertainty concerning the stress of the tripod is described statistically. Second, the
uncertainty of the human sub-process execution of action is described.

4.6.1.1 Uncertainty of Technical Subsystem

As described in chapter 4.3, the stress of the tripod is assessed by measuring the maximum exerted force
on all three legs during placing of the weight (dynamic component) and the resulting force distribution
after placement (static component), which is described by the absolute distance from the center of the
placed weight in relation to the center of the tripod, called eccentricity. As each participant operated 6
placements per combination of instruction and weight, average values for each participant were
calculated. Thus, Maximum Force and Eccentricity are described each by their mean value and standard
deviation (SD), resulting into four measures for stress. The mean values characterize the amount of
stress, whereat the SD values characterize the individual variation of resulting stress. To improve
comparability, the proportion of Maximum Force resulting from the heaviness of the weights was
subtracted from the measured forces prior to calculating mean and SD. Figure 4-8 and Figure 4-9 depict
histograms for the distribution of all four dependent variables.

As can be seen, all four histograms exhibit a skewed distribution. Test of normality confirms that all four
variables are not normally distributed. Regarding the statistical use and general characterization of the
resulting uncertainty, skewed distributions cannot be specified by stating of their mean and SD. For
example, the boundary values for the 99.7%-confidence interval for Mean of Maximum Force would be
between -3.111 N to 9.411 N. As a value of O N represents the absolute minimum for the stress, negative
values are not applicable. Further, the upper boundary would mean that only 2.5% of the expected
values are above 9.411 N. But the histogram depicts more than 2.5% above that boundary. Concluding,
the observed human induced uncertainty of the resulting stress is not characterized by a normal

distribution.
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Figure 4-8. Histograms for mean and standard deviation of Maximum Force over all 6 runs.
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Figure 4-9. Histograms for mean and standard deviation of Eccentricity over all 6 runs.

Therefore, all four variables were tested against a lognormal distribution. A lognormal distribution is
characterized by the fact that for a variable X not the variable itself, but Ln(X) is normally distributed.
Thus, testing is done by transforming the values to the logarithmic scale and retesting them for
normality. Also, a Probability-Probability Plot (P-P Plot) against a lognormal distribution function is used
to visually test for a possible fit of the data to a lognormal distribution. In Figure 4-10 a P-P Plot for
Mean of Maximum Force (left) and a histogram for the logarithmically transformed distribution for Mean
of Maximum Force are given. Both graphs suggest a lognormal distribution. Test of normality confirmed
a lognormal distribution for all four variables.
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Figure 4-10. Left: P-P Plot for the evaluation of fit of Maximum Force to a lognormal distribution. Right: Histogram for
logarithmized mean of Maximum Force.

For statistical description of the resulting uncertainty mean and SD of the lognormal distribution were
retransformed. Table 4-3 shows the retransformed mean value and boundaries for the 95%- and 99.7%
confidence intervals. The data highlights the applicability of a lognormal distribution for statistical
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means. When compared to the mean value, the lower boundaries show a relatively small difference
whereat the upper boundaries deviate strongly.

Table 4-3. Retransformed mean values and boundaries for 95% and 99.7% intervals for mean of Maximum Force and
Eccentricity as well as SD of Maximum Force and Eccentricity.

) Boundaries for 95%- Boundaries for 99.7%-
Variable Mean
Interval Interval
Mean Maximum Force [N] 2.731 0.994 to 7.502 0.600 to 12.434
SD Maximum Force [N] 1.176 0.350 to 3.948 0.191 to 7.235
Mean Eccentricity [cm] 0.327 0.102 to 1.048 0.057 to 1.875
SD Eccentricity [cm] 0.120 0.033 to 0.433 0.017 to 0.824

4.6.1.2 Uncertainty of Execution of Action

Analysis of the Captiv data for the tracked acceleration of movements and the finger forces revealed that
both measures were unfeasible for evaluation.

In case of the acceleration sensor, the resolution of data acquisition showed to be too small for reliable
measures. The sensor assesses acceleration in fractions of g with a resolution of about 0.11 g. As the task
generally demands the weights to be placed softly, participants produced only small accelerations, which
were beyond the data noise of the sensor. Therefore, adequate detection and identification of the exerted
accelerations was impossible and had to be dropped.

In case of the sensors for measuring finger forces during the placements, the in chapter 4.5.1.4
mentioned problem regarding the flow of force could not be prevented. Only about one quarter of the
participants yielded suitable data for finger forces, which still showed broad variations due to minimal
differences of the applied grip on the weight. Thus, investigation of the finger forces was dropped, too.
In total, investigation of the uncertainty of execution of action could not be assessed. Thus, the following
quantification of uncertainty is done without further involvement of execution of action.

4.6.2 Quantification of the Impact of Influencing Factors on Uncertainty for Study One

The following chapter treats the results of the statistical analysis of the relationship between the elements
of the derived working model (cf. Figure 4-2) regarding the resulting stress of the tripod. First, the
approach for the following data analysis is presented. Second, the strength and dexterity measurements
are validated regarding mediating effects e.g. from fatigue. Third, the impact of influencing factors on
the tripod is assessed. Concluding, the resulting regression model is presented. As mentioned above, the
data for the description of execution of action was unfeasible, which is why execution of action remains
disregarded.

Again, test results and graphs not depicted within the following subchapter can be found in Appendix D.
An alpha level of .05 was used for all statistical tests if not stated differently.

4.6.2.1 Approach for Data Analysis

As initial step, a test of normality on the respective variables was run to determine the selection of
parametric or nonparametric tests for the proceeding steps. The independent variables were then tested
for high correlations with r > 0.7 (cf. Zofel, 2011, p. 151) as multi-collinearity between independent
variables can impact on the calculation of regression. In case of high correlation, only one of the
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correlating independent variables was used onwards. The remaining variables were then corrected for
outliers, which can have a high impact on regression, too. According to Hoaglin, Iglewicz, and Tukey
(1986, p. 998) outliers can be identified by multiplying the inter quartile range (IQR) with a factor of
2.2. Lower/ upper boundaries for excluding outliers can be calculated by subtracting/ adding the
calculated value from/ to the median. Afterwards, the regression model was calculated, followed by tests
for normal distribution of the residuals, independence of observation, homoscedasticity and again for
possible multi-collinearity. Except the test for multi-collinearity, the other requirements can be tested
visually. For the residuals, a histogram with a comparative normal distribution was plotted.
Independence of observation and homoscedasticity were checked by creating a scatterplot with the
standardized predicted values on the x-axis and the standardized residuals on the y-axis. Thereby, the
plot should not contain patterns and balanced distances regarding the centerline. According to Menard
(2002), multi-collinearity is problematic for a tolerance below 0.2. Further, a variance inflation factor
(VIF) above 10 suggests the existence of multi-collinearity (e.g. Bowerman & O'Connell, 1990; Myers,
1990). If none of the above stated requirements were violated, the regression model was accepted and
the results allocated to the working model.

4.6.2.2 Validation of Data and Controlling for Secondary Effects

Validation of Strength Measurement

Based on personal communication (Wakula, personal communication, 2016) the mode for strength
assessment was changed after participant 42. For the first 42 participants, strength was assessed in
direction A+ and C+, bi-manual and with the feet of the participants allowed to touch the ground. The
personal communication suggested strength measurement in A+, single-handed and with feet off the
ground, as the observed interaction with the tripod was also exerted single-handed and participants
could use their feet for additional force exertion. Before changing to the modified assessment, a Pearson
product-moment correlation was run to determine the relationship between the exerted forces in
direction of A+ and C+. The data showed no violation of normality, linearity or homoscedasticity. There
was a high, positive correlation between exerted force directions, which was statistically significant
(r=.551, n = 42, p < .005). Due to the correlation, measurement of C+ was dropped. Instead of
measurement in C+, a second measurement in A+ was conducted, whereat participants had to exert
the force single-handed and with the feet lifted off the ground, like suggested. Again, a Pearson product-
moment correlation was run to determine the relationship between the exerted forces with two hands
(symmetric force exertion) and one hand (asymmetric force exertion). The data showed no violation of
normality, linearity or homoscedasticity. There was a high, positive correlation between two-handed and
one-handed force exertion, which was statistically significant (r = .911, n =16, p < .0005). This means
that regarding the regression, only one of the two values was needed. As initial assessment for A+ was
assessed for all participants, this measure was used henceforth as with the high correlation potential
violations through the measurement mode were dispelled.

Additionally, the assessed data was checked for high impact of parasitic forces, which are a common
artifact of strength measurements (cf. Rohmert et al., 1992, p.13). A Pearson product-moment
correlation was run to determine the relationship between the exerted force with two hands in direction
of A+ and the resulting force regarding all three spatial axes. The data showed no violation of normality,
linearity or homoscedasticity. There was a high, positive correlation between the two force values, which
was statistically significant (r = .998, n =58, p < .0005). Thus, the influence of parasitic forces was
negligible, validating the use of the measured forces in A+ for the further analysis.
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As described in chapter 4.5.1.1, the resulting values were corrected for the calculated influence of arm
weight.

Validation of Dexterity Measurement

First, the assessed data from the BBT was compared to the table data from Mathiowetz et al. (1985). A
one-sample t-test against a BBT-Score of 88.0 was run to determine whether the BBT-Score in the
recruited subjects was different to the table data. BBT-Scores were normally distributed, as assessed by
Shapiro-Wilk's test (p > .05). Mean BBT-Score (M = 77.09, SD = 8.27) was lower than the normal BBT-
Score of 88.0, with a statistically significant mean difference of 10.914, 95% CI [8.74 to 13.09],
t(57) = -10.055, p < 0.0005. This means that participants achieved a significantly lower score regarding
the table data from 1985. Additional effects from the subject of study were found. BBT-Scores for
participants studying mechanical engineering were statistically significantly lower (74.22 + 8.65)
compared to the other participants (79.58 = 7.15), t(56) = 1.783, p = 0.012. But the mean score for
the other participants was still lower than the table data.

Further, a Spearman's rank-order correlation was run to determine the relationship between BBT-Score
and Hotwire Rank. No statistically significant correlation was found (rs(56) = -.036, p = .788). This
supports the prior decision to run two tests to account for different types of dexterity.

Controlling for Practicing Effects

Even though the task was chosen to reduce possible influences from practice or previous knowledge, the
measured data was checked for remaining effects. A Friedman’s test was run, which is applicable for
nonparametric variables with repeated measurements. There was no statistically significant difference
in achieved eccentricity for all 6 runs, y2(5) = 6.986, p = .222, as well as for maximum force for all 6
runs, x2(5) = 8.618, p = .125. Overall, no training effects on participants’ performance were found.

Controlling for Effects of Motivation, Effort and Concentration

First, the three measurements for motivation, effort and concentration were checked for alterations
throughout the experiment. Test of normality indicated no normal distribution for all factors, wherefore
a Friedman’s test was run for each variable.

There was a statistically significant difference in perceived effort (¥2(2) = 43.197, p < .0005) and in
perceived motivation (x2(2) = 15.662, p < .0005) during the three measurement points. Generally, an
increase in effort by a concurrent decrease of concentration can be noted. Concerning motivation, the
median for all three measurements points remains equal, but when observed in detail some participants
perceive an increase and some a decrease in motivation. This implies that still after careful planning and
pre-tests, fatigue and motivational effects were not completely removed. Therefore, the variables Change
of Motivation and Change of Effort were calculated, which represent the difference of each score
between their first and last assessment. Change of Motivation and Effort were henceforth used to
evaluate possible effects on the stress of the tripod, as these variables were no longer regarded as
controlled.

4.6.2.3 Impact of Influencing Factors on Technical System

Based on the initially presented process for data analysis, predictors for all four dependent variables
were searched within the independent variables'® and the covariates'®.

18 Placing Weight, Instruction Softly, Instruction Centrally, Strength in A+, BBT-Score and Hotwire Rank.
19 Perceived Change of Motivation, Perceived Change of Effort, Age, Subject of Study, Sporting Activity and Sport Today.
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A multiple, stepwise regression was run to predict Ln Mean Maximum Force from the remaining
influencing factors. The factors Placing Weight, Instruction Softly, Change of Perceived Motivation and
Subject of Study were found to statistically significantly predict Ln Mean Maximum Force, F(4, 326) =
36.139, p < .0005, adj. R? = .299. Thereby, increased weight and Change of Motivation as well as
participants studying mechanical engineering lead to a higher Maximum Force on placing the weight.
Instruction to place the weight as softly as possible leads to a decrease of maximum force.

A multiple, stepwise regression was run to predict Ln SD Maximum Force from the remaining influencing
factors. The factors Placing Weight, Instruction Softly, Arm Strength in A+ and Change of Perceived
Motivation were found to statistically significantly predict Ln SD Maximum Force, F(4, 320) = 18.561,
p < .0005, adj. R* =.178. Increased weight, strength and Change of Motivation result into a higher
deviation of Maximum Force. Again, instruction to place the weight softly decreases the deviation of
maximum force.

A multiple, stepwise regression was run to predict Ln Mean Eccentricity from the remaining influencing
factors. The factors Instruction Softly, Strength in A+, BBT-Score, Age and Perceived Change of Effort
were found to statistically significantly predict Ln Mean Eccentricity, F(5, 316) = 18.752, p < .0005,
adj. R? = .217. Increased strength and the instruction to place the weight softly leads to a higher
Eccentricity, whereat an increase of BBT-Score, Age and Change of Perceived Effort reduces Eccentricity.
A multiple, stepwise regression was run to predict Ln SD Eccentricity from the remaining influencing
factors. The factors Instruction Softly, BBT-Score and Sport Today were found to statistically significantly
predict Ln SD Eccentricity, F(3, 314) = 13.252, p < .0005, adj. R? = .104. Thereby, a high BBT-Score
and having done sports on the day of experiment reduces the variation of Eccentricity. The instruction
to place the weight softly instead increases the deviation for Eccentricity.

Concluding, the impact of the influencing factors on the resulting stress of the tripod is described through
the following regression equations:

Ln Mean Maximum Force = 0.490 + 0.213 * Placing Weight — 0.113 * Instruction Softly + 0.107 *
Change Perc. Motivation + 0.090 * Subject of Study

Ln SD Maximum Force = -0.528 + 0.203 * Placing Weight + 0.001 * Arm Strength — 0.114 * Instruction
Softly + 0.072 * Change Prec. Motivation

Ln Mean Eccentricity = -0.139 + 0.336 * Instruction Softly + 0.001 * Arm Strength - 0.007 * BBT-Score
- 0.047 * Age — 0.062 * Change Effort

Ln SD Eccentricity = -1.819 + 0.283 * Instruction Softly — 0.007 * BBT-Score — 0.171 * Sport Today

4.6.2.4 Resulting Regression Model

Figure 4-11 depicts the resulting model for the description of the relation between influencing factors
and technical system for study one. As no feasible data for execution of action could be investigated, the
regression model shows the direct relation to the influencing factors onto the technical system. Predictors
for all four dependent variables were found.
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Figure 4-11. Regression model for the description of the relationship between the influencing factors and the resulting stress
on the system for study one.

4.7 Discussion of Results of Study One

The statistical analysis of the resulting stress of the tripod showed a lognormal distribution. All four
dependent variables possess a minimum value regarding the stress; an absolute zero point. A lognormal
distribution suggests that only a few values reside close to the absolute zero, whereas the majority resides
close to the mean value with an existing tale of values reaching far above the mean value. Applied to
uncertainty and stress, only few people achieved low values for stress, the majority evoked moderate
stress and a third group achieved high values far off the mean value. In terms of human error, the last
group is the most likely to provoke failure. Examples for lognormal distributions for the description of
human behavior were already found for other contexts, like the length of comments in internet
discussions (Sobkowicz, Thelwall, Buckley, Paltoglou, & Sobkowicz, 2013), a user’s dwell time on online
articles (Yin, Luo, Lee, & Wang, 2013) or for modelling repair times of maintainable systems (O'Connor
& Kleyner, 2012). For a generalization of the assumption that human induced uncertainty is represented
by a lognormal distribution of the resulting stress, further investigations are needed.

The factor Placing Weight was found to be of major importance for Maximum Force. This implicates that
heavier weights are more difficult to handle, with an impact on both resulting stress and variation of
stress. In contrast, no impact from weight on eccentricity was found. Thus, a soft placement is more
difficult with heavier weights, whereat positioning of the weights is not affected, at least until weights
of 3 kg.

A second factor of importance for Maximum Force was the Perceived Change of Motivation, which
impacted on stress and variation of stress. High values for change of motivation, which stand for a
decrease of motivation from first to third assessment, led to an increase of stress and variation. This
seems logical, as less motivation generally corresponds to a lower performance. Again, motivation only
affected Maximum Force, but not Eccentricity. This could mean that the task component of placing the
weight softly was of less importance than the component of a centered placement or that a centered
placement was still achieved randomly, even unmotivated.

People with high strength can potentially apply higher forces. It seems as this also infers on regulation
of their strength, as stronger participants tended to higher variation regarding SD of Maximum Force as
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well as a less central placement of the weights. To receive higher impact of strength on the resulting
stress, surely using weights above 10 kg seems more applicable. This was avoided deliberately, because
higher weights are prone to result into higher impact on perceived effort and muscle fatigue during the
experiment.

Already with the low weights of 1 kg and 3 kg, an increase of perceived effort was noted, which further
impacted on Mean of Eccentricity. Participants who registered an increase of perceived effort placed the
weights less centrally, which is as expected.

Dexterity, as measured by the BBT, was found to impact on both mean and deviation of Eccentricity.
Thereby, a higher BBT-Score resulted into lower Eccentricity, meaning that more dexterous participants
could place the weight more centrally. This effect was as expected. Curious was the finding that
participants within the study achieved overall BBT-Scores more than 10 points below the scores assessed
for the comparison group in 1985 (Mathiowetz et al., 1985). As the BBT was built and operated
according to the official and standardized instructions, this may implicate a shift of dexterity within the
group of 20- to 24-year-old right-handed males. That would mean that the table data is outdated and
should be reassessed. Further research is needed to confirm the possible change of dexterity.
Concerning the Hotwire test, no correlations were found. One reason could be a difference between the
assessed and needed type of dexterity. Further, no prior applications of a hotwire for the assessment of
dexterity are known. Perhaps the Hotwire test does simply not relate to dexterity or at least the used
approach of combining time and number of failures as a rank is not expedient. Further investigations
are needed to implement the Hotwire test as an applicable method for the assessment of dexterity.
Another interesting finding was the positive influence on variation of eccentricity for participants who
did sport during the day prior to the experiment. Perhaps sports already stimulated the metabolism and
activated the muscles, facilitating a more constant performance.

The results the pre-study (Oberle & Bruder, 2014) regarding the content of instruction was confirmed.
Thereby, focus on placing the weight softly reduces the Maximum Force, mean as well as SD. In contrast,
instruction to place the weight softly also increases mean and SD of Eccentricity. The fact that no direct
predictors based on the instructions centrally or centrally and softly were found, implicates that
Maximum Force was solely regarded when explicitly addressed. Apparently, participants were
predominantly concerned with a central placing than a soft one. Thus, the use of instructions to focus
on a specific sub-goal is a possibility to reduce uncertainty. But in case of two equivalent sub-goals,
participants seem to focus only on one of them.

Further, when regarding the complete measured stress on the tripod, the highest stress was measured
during the removal of the prior placed weights, as no instructions or restrictions for this part of the
experiment were given. Thus, only the variation of instruction for the experiment did not yield any
statistic effects. Compared to not focused parts of the observed process, instructions seem to be highly
relevant.

Concluding, all findings are only valid for the investigated sample — 20- to 24-year-old male, right-
handed students. For generalization of the findings, further research for other populations is needed.

Based on the results of study one, applicability of HUMEAn for the quantification of human induced
uncertainty is verified. Based on the single steps of the method, the elements of the HMI could be
characterized one by one. Further, the number of human influencing factors could be reduced and their
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impact on the stress of the system could be quantified successfully. Based on the findings, a reduction of
uncertainty for further executions of the observed task could be done by selecting possible operators.
Thereby, people with a high dexterity and a lower level of strength are to be preferred regarding the
resulting uncertainty.

4.8 Summary of Chapter 4

Within chapter four, a study for the analysis of human induced uncertainty on the example of a simple
task, which consisted of placing a weight on an object, was conducted. Thereby, the method of HUMEAn
was applied successfully. Based on the method the human induced uncertainty represented by the
resulting system stress was quantified. Thereby, the human impact on the resulting stress seems to be
represented statistically by a lognormal distribution in case of the existence of an absolute zero-point for
the resulting stress. Further, the impact of specific influencing factors onto the resulting stress and
likewise onto the human induced uncertainty was proven and quantified. Based on the findings, first
implications for the reduction of human induced uncertainty through the selection of operators could be
derived. Thus, the second and third research question received first answers. Still, for a comprehensive
evaluation of the HUMEAn further research is needed.

Subsequently, a second study is conducted to investigate the applicability of the HUMEAn regarding the
human sub-process choice of action.
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5 Application of HUMEAnN for Choice of Action

Within the following chapter the HUMEAn is applied for the investigation of uncertainty of a second
task. After presenting the application example of study two, again all five steps of the HUMEAn are
processed. Like in study one, the chapter concludes with a discussion on the findings of study two as
well as on the general applicability of the HUMEAn. Finally, the chapter is summed up and the current
state of the research questions is discussed.

5.1 Application Example of Study Two

The first experiment focused on an abstract and simple task example for developing an applicable
approach for the human uncertainty modes and effects analysis. A more practical example is selected for
the evaluation of HUMEAN. As stated in chapter 1.1 of this work, the field of aviation is leading in human
factors and especially human error analysis. Consequently, it seems reasonable to choose an example
from the field of aviation for an application of the HUMEAn. Figure 5-1 depicts accident statistics by
flight phases. As can be seen, the phases of approach and landing adhere to the highest probability of
accidents (e.g. Boeing, 2016, p. 20; Dambier & Hinkelbein, 2006, p. 267; Scheiderer & Ebermann, 2011,
p. 6). On the technical side the landing gear represents the most burdened part of the airplane during
landing (cf. Thurston, 1995). Concluding, it seems reasonable to apply the HUMEAn on the task of
landing an airplane to investigate the human impact on the uncertainty of the landing gear’s stress during
touchdown. The investigation is operated within a flight simulator to prevent personal harm of the

participants.
Taxi, load/ 12% 49%
unload,
parked, Initial Climb Initial Final
tow Takeoff climb (flaps up) Cruise Descent | approach | approach | Landing
Fatal accidents 11% 6% 6% 6% 12% 2% 8% 26% 23%
Onboard fatalities 0% L 5% 3% 6% ) 24% 0% 14% 27% 20%
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Note: Percentages may not sum to 100% due to numerical rounding.

Figure 5-1. Percentage of fatal accidents and onboard fatalities by phase of flight from 2006 to 2015 (Boeing, 2016, p. 20).
5.2 Specification of Task for Study Two

Based on the selected example, the human task can generally be described as “landing an airplane”. As
can be seen in Figure 5-1, a flight is divided into several phases. Therefore, the question arises at which
point the task of “landing an airplane” starts, demanding a closer look onto the landing maneuver.

On one hand, the landing phase and especially the moment the airplane makes direct contact to the
runway are of high concern for the human induced uncertainty regarding the stress of the landing gear.
On the other hand, prior manipulation of flight parameters, like reducing altitude and airspeed,
contribute to the resulting stress, advocating a broader definition of the landing phase. The next earlier
phase, called (final) approach, describes the moment in which the airplane is already positioned for final
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touchdown on the runway (Crane, 1997), a moment still close to the actual landing. Thus, including the
phase of descent as a possible influencing part of a landing maneuver seems reasonable. Concluding, the
task of “landing an airplane” is defined to start with the exit of cruise flight and includes the phases of
descent, initial approach, final approach and landing.

As by this definition, the task of “landing an airplane” consists of several subtasks stretching over a longer
time, a specific breakdown of the task is sensible. Therefore, a process model for a landing maneuver?°
is developed (Oberle & Bruder, 2015) and further adjusted to describe the task of landing an airplane
(Zocholl et al., 2015). The resulting process model is depicted in Figure 5-2.
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Figure 5-2. Process model of a landing maneuver for a Cessna 172S under visual flight rules based on Zocholl et al. (2015) as
well as Oberle and Bruder (2015). Circles: system states, rectangles: subtasks. White rectangles: cognitive processes, red
rectangle: processes for the control of the airplane, green rectangles: processes for the configuration of the airplane.

With the process model, the complete task of landing an airplane is divided into several subtasks, which
are classified within three categories: cognitive tasks, main aviation tasks and configurational tasks. The
cognitive tasks account for internal tasks which the pilot must process as prerequisites for subsequent
tasks. They include performing approach briefing and performing landing checkup. Cognitive tasks are
diverse to the other tasks, as they don’t involve a direct HMI and are majorly included for completeness.
The main aviation tasks refer to the continuous control of the airplane, like manipulating airspeed or
altitude by use of the yoke. They are divided into operate descent, operate final approach as well as
intercept and flare and represent the above discussed flight phases. Lastly, the configurational tasks are
divided into set flaps and adapt mixture and account for interaction with airplane controls other than
yoke or pedals. In conjunction, the three defined categories correspond to the three different levels of
interaction, whereat cognitive represent monitoring, configurational represent indirect and main
aviation represent direct interactions (see e.g. chapter 3.2.2 for the levels of interaction).

The next question is whether to apply the HUMEAn on each subtask individually or on all tasks at once.
The landing gear represents the critical part of the technical subsystem. Thus, all tasks are investigated
within one approach of the HUMEAn as only the subtask intercept and flare involves the landing gear.

20 The development of the process model for a landing maneuver was supported by the work of Wolf (2013).
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Regarding the influencing factors of the task, all participants will be confronted with the identical setup
and procedure. Therefore, all factors are regarded as constant and with this neglected for the
experimental investigation. No further operationalization is needed and the first step of the HUMEAn
finished.

5.3 Specification of Subsystems for Study Two

After defining the task, the technical subsystem and the environment is specified within the second step
of the HUMEAn.

Due to the difficulty of real and in-flight data assessment, especially regarding comparable and constant
environmental factors, a controlled environment within a laboratory?! is chosen. No influences from
communication with air-traffic control and crew as well as influences due to passengers are investigated.
Due to the controlled environment, environmental influencing factors are regarded as constant and are
therefore neglected.

The general technical subsystem is represented by the complete airplane. But regarding the given task,
focus can be put onto the cockpit where the HMI takes place and the landing gear of the airplane, which
represents the burdened system part. The instruments within the cockpit represent the given interface
for the HMI. Thereby, the elements yoke, mixture, thrust, flap switch and pedals represent the dominant
input instruments. The output is dominantly defined by the six-pack, consisting of the altimeter, airspeed
indicator, vertical velocity indicator, attitude indicator, heading indicator and turn indicator?2.

0 = Heading
¥ = Pitch
® = Bank

2’y Vz,

Figure 5-3. Depiction of the angles pitch, bank and heading for a body-fixed system of coordinates of an airplane (according
to Schulte, 2012, p. 239).

The resulting stress on the landing gear would be typically measured by the resulting forces (in all three
spatial directions) on touchdown. Unfortunately, the simulation software does not supply a direct digital
measure for the forces on the landing gear. Therefore, a comparable and existing variable must be chosen

2 The used flight simulator and the simulated environment is further discussed in chapter 5.5.1.
22 A detailed depiction of all elements can be found in chapter 5.5.1 within Figure 5-6.
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for stress assessment. The most closely related and available measure is represented by the velocity in
vertical direction. Thus, instead of a direct force, the velocity is used, which physically relates to the
impulse on touchdown, which is equal to the force impact. The relation of force and velocity is described
through the following equation: F * t = m * v. Additionally, the angles pitch, bank and heading at the
moment of touchdown are assessed. This is done to account for the spatial direction of a possible force
during touchdown. Figure 5-3 depicts the relation of the three angles regarding an airplane.

With this, definition of the environment and the technical subsystem is completed.

5.4 Selection of Uncertainty Mode and Human Influencing Factors for Study Two

As first part of step three of the HUMEAN the relevant human sub-process needs to be selected. According
to Osman (2010), the task of landing an airplane can be characterized as a control task, which involves
complex and sequential decision making. Regarding the different task types, the types of sensory,
sensorimotor and physical can thus be neglected. Further, operating an airplane represents a task with
high demands on expertise and training as well as adhering to set procedures. Therefore, the creative
task type can be neglected, too, which is only addressed in case of emergency. Concluding, the task of
landing an airplane is best represented by the discriminatory and combinational tasks types, wherefore
the human sub-process choice of action is selected.

Due to the task characteristic, which is divided into several subtasks, the resulting uncertainty for choice
of action and the taken action sequence is described and evaluated using Markov models. Based on the
resulting Markov model, direct measures for the description of specific sequences and their probability
can be derived. One such measure is the most probable path, which represents the most probable
sequence of traversed Markov states within the model. A second measure is the most probable path
probability. This value results from multiplying the single probabilities for each state transition, when
following the highest probability for each state. Thereby, low values of most probable path probability
correspond with high variations of the action sequence. The value is calculated based on the resulting
Markov model for each pilot, based on the operated flights. Third, the measure followed most probable
path is introduced, a dichotomous value which is true, if a pilot’s individual most probable path equals
the overall most probable path.

As the human process choice of action is followed by execution of action, measures for the description of
the latter must be derived, too, to evaluate the complete progression until the resulting stress. For this
reason, flight duration is measured as well as the cumulated amount of yoke inputs as factors of execution
of action.

For the given task, a focus on practicing pilots is sensible. Generally, pilots are trained experts and
decades of human factors research have led to a multitude of rules and prescribed procedures. As this
group already implicates a certain homogeneity, an intraindividual focus is chosen for the following
investigation. With this, qualifying and educational as well as adaptable factors are focus of investigation.
The resulting selection of human influencing factors is depicted in Figure 5-4. Following, each
influencing factor is operationalized and checked for their relevancy within the given context and
categorized as dependent variable, covariates (need to be observed), controlled variables (need to be
controlled through the experimental design) and excluded variables (are not considered). Again, to
prevent impact from disregarded factors, the unselected factors for choice of action are also discussed
regarding their possible control or elimination.
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Adaptable Factors

Attention is of major importance in vigilance tasks (Strayer & Drews, 2007, p. 39). Even though aviating
requires vigilance for external disturbances, e.g. other airplanes within the airspace, vigilance is of minor
importance within the experiment due to the controlled environment. Also, measuring attention infers
high effort as the general method is to use eye tracking techniques. All in all, attention is neglected.

As stated before, emotion is difficult to measure. Furthermore, emotions are connected to other cognitive
factors and especially to motivation (Zimbardo et al., 2003). Therefore, the factor emotion is marginally
accounted for through handling the factor of motivation and itself neglected.

Fatigue represents a major issue and threat to aviation safety and even pilots state that fatigue is a
common problem (Rosekind, Co, Gregory, & Miller, 2000, p. 11). Fatigue represents a major factor,
especially in the context of laboratory studies. Therefore, fatigue is classified as an independent variable.
For measurement, the Karolinska Sleepiness Scale (KSS) (Akerstedt & Gillberg, 1990), a 9-point verbally
anchored scale, is used. Through repeated application during the experiment, change of fatigue can be
measured, which additionally functions a measure for perceived effort (Akerstedt, Anund, Axelsson, &
Kecklund, 2014).

Like fatigue, motivation also represents a major issue for experiments. Initially, the motivation to operate
a landing as best as possible is of importance. Also, the motivation to cooperate within the study is
important, as low motivation could e.g. lead to false answers within questionnaires, both willingly and
unwillingly. As the pre-study (Oberle & Bruder, 2015) showed, the subjects participated voluntarily and
were highly motivated for and interested in the study. Therefore, the general assumption of equal
motivation among the participants is expected, as they participate voluntarily due to their interest in
research and aviation. Motivation is therefore assumed to be controlled.
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Practice is always relevant regarding experimental investigation as participants need time to accustom
themselves to the new situation. Practicing effects are, if not a direct focus for the investigation, treated
within the experimental design by giving each participant sufficient time to adapt to the given setup.
The idea is that after an explicit practicing time, adaptation and practicing effects already occurred and
are kept to a minimum henceforth. A practicing phase was already implemented and tested within the
pre-study?® showing no further effects on the main experiment. Still, the assessed data are checked for
remaining practicing effects before final analysis, classifying practice as a covariate.

Qualifying and Educational Factors

Due to the general complexity flying and piloting, constant training is a relevant factor (Vidulich et al.,
2010, p. 197). Training is consequently regarded as an independent variable, which can be assessed
through the number of flight hours within the last twelve months prior to the experiment (Casner, 2010,
p. 602).

Experience is known as a relevant factor for pilot’s decision making process (Khoo & Mosier, 2005,
p. 578). Further, a connection between experience and knowledge concerning the relationships of
external signals exists (Schriver, Morrow, Wickens, & Talleur, 2008, p. 865). Therefore, experience is
declared as an independent variable. Measurement of experience in aviation is generally done by
assessing the total number of flown hours (cf. Molesworth & Chang, 2010, p. 848). Since practicing
pilots must keep a logbook about their flown hours, experience, represented by flight hours, can be
accurately measured. Additionally, Yacavone, Borowsky, Bason, and Alkov (1992, p.72) state that
chances of accidents are higher for the first 500 hours on a new aircraft model, independent of prior
experience. To accommodate for this effect, flight hours on the overall aircraft type and specific model
used within the experiment are assessed additionally as independent variables.

In relation to pilot performance, expertise is found to have only a weak correlation and even an
insignificant correlation to accident rates (Tsang, 2003). Further, expertise is known to be important
when deciding the course of action for novel, unknown and complex situations (Dismukes, 2010, p. 339).
Due to the controlled environment and the weak importance for pilot performance, expertise is
neglected.

Due to the above stated relation of experience and knowledge for a pilot’s decision making, the factor of
knowledge will not be assessed further and is thus neglected.

Mental models are known to channel expert pilots’ attention (Schriver et al., 2008, p. 865). Mental
models therefore impact the scan pattern of the instruments for information acquisition. Again,
determining mental models is a frail work, which e.g. can be done by using the structure formation
technique (Scheele & Groeben, 1988), imbuing a lot of effort. Due to the fixed environment and non-
observance of perception in combination with the high effort for the assessment, mental models are
neglected.

One way to measure qualification is to ask for certificates and ratings. In case of pilots this refers to the
different license types, like private pilot license (PPL) or commercial pilot license (CPL). Qualification
coincides with experience as measured by flight hours, as certain license types need for a specific number
of total and yearly flight hours to remain active and thus represent a possible impacting factor (Casner,
2010, p. 603). Qualification is classified as an independent variable. The aspect of education is unknown
for impacting on flight performance. But as a quick check for each participant’s education can be done
by asking for their highest level of education, it can easily be incorporated as a covariate.

% The pre-study was supported by the work of Peinemann and Keil (2014).
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The factor situation awareness is of major importance with regard to aviation, accounting for about 30%
of all accidents (Ebermann & Scheiderer, 2013, p. 35). Still, other factors like communication and
especially decision-making account for a higher number of accidents. Further, Wickens (2007) states
that situation awareness supports the response to the unexpected and is especially of use in dynamic
and evolving situations. As the environment is controlled and no unexpected interruptions are planned
for the pilots, situation awareness is neglected.

Mode awareness is of major importance with increased amount of automation. By keeping the experiment
and flight situation simple without systems like an auto pilot, mode awareness should be unimportant.
Further, assessing mode awareness generally implies the interruption of an action to question the
participant about the current mode of the system. As interruptions itself would represent an influencing
factor onto the experiment, mode awareness is neglected.

Background Factors

Age and sex are typically assessed for most experiments as standard demographic data. For age,
significant and linear changes of psychomotor and information processing speed for pilots are known
(Hardy, Satz, D'Elia, & Uchiyama, 2007). But still, intraindividual differences are highlighted. Therefore,
both variables are classified as covariates.

Once more, the factors genetics and ethnic origin remain disregarded throughout the experiment, as no
direct effect on choice of action is to be expected (cf. chapter 4.4).

Dispositional Factors

Health is assessed by a short question asking for any physical impairments or current illnesses which
could interfere with a participation. No further investigations are run, classifying health as controlled.
Rhythmology is partly accounted for by the measurement of fatigue. Further control or assessment of
rhythmology factors would reduce the experiment to a limited, daily timeframe. Due to the partially
assessment and the effort for further assessment, rhythmology itself is neglected.

Same as rhythmology, metabolism is difficult to assess or to control. Measurement would further imply
invasive techniques. Therefore, metabolism is neglected (cf. chapter 4.4).

According to Chidester, Helmreich, Gregorich, and Geis (1991), pilot performance partially depends on
attitude and personality factors. Even though some relations between personality and pilot performance
exist, an accurate prediction of performance based on personality and attitude remains vague. Thus,
both factors are neglected.

As discussed initially, the task of landing an airplane represents a highly trained and structured process.
Further, no unexpected occurrences are planned within the experiment. Thus, the factors intelligence
and creativity are unimportant.

After the Germanwings crash on March 27% in 2015, the issue of morality in aviation was addressed
medially. Even though morality is of importance in real aviation, the observed task is operated within a
flight simulator, which yields no risk to personal well-being. Thus, morality is neglected.

All independent variables and covariates are assessed within a questionnaire, except for practice, which
is tested based on the data. Concluding step three of the HUMEAn, all influencing factors, their
operationalization and the corresponding measurement methods are summarized in Appendix E.
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5.5 Experimental Investigation of the Effect of Uncertainty of Study Two

Within Figure 5-5 all relevant variables for the experimental investigation are summarized as a working
model for the study. A detailed description of each factor, its measure, how it was assessed and its scale
can be found in Appendix E.

Following, the used experimental setup is explained.
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Figure 5-5. Derived working model for the investigation of human induced uncertainty of study two.
5.5.1 Experimental Setup of Study Two

For the experimental investigation, a flight simulator was constructed®*. A detailed description of the
flight simulator and the used flight scenario can be found in Oberle, Konig, and Bruder (2017).
Summarizing, a mock-up according to a Cessna 172 Skyhawk was build, as a Cessna represents the most
successful light aircraft of all times (Smith, 2010), increasing chances for familiarity with the airplane
model. Accurate replications for instruments and controls were implemented. Three 24” monitors enable
120° of view, which is further enhanced through the implementation of a head-tracking system. A tablet
is used to simulate a GPS system communicating through a virtual server. The complete layout is focused
on the pilot, instruments for a co-pilot are not implemented as the experiment is designed for only one
pilot. The complete setup can be seen in Figure 5-6.

2 The development and construction of the flight simulator was supported by the work of Biiddefeld et al. (2013).
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Figure 5-6. Mock-up of the flight simulator, replicating a Cessna 172S.

Microsoft’s Flight Simulator X (FSX) and the add-on module FS Recorder 2.1, allowing for a digital record
of each flight as well as the measurement of 30 in-flight parameters with a sample rate of 24 Hz, were
used for simulation and data assessment. According to EASA (2012, p. 5) the entire setup would specify
as a “flight training device”.

The flight scenario for the experiment started over the sea at a height of 2.500 ft, 10 nautical miles away
from a small airport at the northern coastal line of Germany (Norden-Norddeich). For all flights, equal
and easy to fly weather conditions (no wind, no clouds) without other air traffic were simulated. A
complete pre-story, including map material and a flight plan, was invented for a higher identification
with the scenario. A compilation of the used documents can be found in Appendix F.

Physical build of the mock-up, behavior of the simulated Cessna and the implemented scenario were
evaluated and enhanced with the help of a flight expert?>.

5.5.2 Procedure of Study Two

As for the experimental setup, a detailed description of the procedure can be found in (Oberle, Konig et
al., 2017). Generally, the experiment was structured in four phases: initial phase, practice phase, main
phase and concluding phase. The initial phase is used for the reception of the participants and to
introduce them to the experiment. As the name suggests, practicing phase is used to accommodate the
participant to the flight simulator with the goal to reduce possible practicing effects during the main
phase, at which the actual experiment is run. During the concluding phase a brief interview is conducted

% Trained pilot (PPL) and research associate in the field of flight systems.
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to assess the subjective flight behavior and perceived difficulty of conducting the simulated landing.
Then the participant is bid farewell.

Structure, duration and the single steps of the procedure are summarized in Table 5-1. The complete
experiment takes about two hours for each participant. Throughout the experiment all steps are
documented using a checklist to minimize inequalities within the procedure and to annotate special
occurrences or commentaries. The material used for directing the experiment as well as the used
questionnaires can be found in Appendix F and Appendix G. The entire experiment was evaluated and
enhanced within a pre-study?® with seven practicing pilots absolving three landings each (Oberle
& Bruder, 2015).

Table 5-1. Steps of test procedure with specific durations.

Duration

Step [min]
Reception of participant, introduction of experiment and formalities 5
[Questionnaire on demographic data, flight qualification and experience] [15]
Indication of possible simulator sickness and following test procedure 2
Preparation of practice phase (paper-based) 8
Instruction on flight simulator 8
Practice phase (aerodrome traffic circuit and downwind) 30
Preparation of flight scenario (paper-based) 8
Questionnaire 1 on fatigue (KSS) 1

Flight 1 10

Flight 2 10

Flight 3 10

Questionnaire 2 on fatigue (KSS) 1

Flight 4 10

Flight 5 10

Questionnaire 3 on fatigue (KSS) 1

Concluding interview, formalities and farewell 8
Total duration 121 / [136]

5.5.3 Participants of Study Two

44 pilots participated in the experiment?’. All pilots were recruited with the help of bulletins and e-mails
to four aviation clubs, three in Egelsbach and one in Aschaffenburg. Only male pilots registered
voluntarily. As age was measured as a grouped variable in 10-year steps, the median age was between
41 to 50 years, spanning from 19 to over 70 years. In total, 30 pilots held private pilot licenses (PPLs),
9 held commercial pilot licenses (CPLs) and 5 pilots held other license types, e.g. for gliders. The total
number of overall flight hours for assessing flight experience had a high variation from 60 hours to a
maximum of 24.000 hours (mean: 1924 hours, median: 320 hours). 4 pilots had no experience with
flight simulation, 12 were experienced solely with simulations, 5 solely with professional simulators and
21 were experienced with both.

% The pre-study was supported by the work of Peinemann and Keil (2014).
%7 The execution of the experiment was supported by the work of Manalili (2014) and Keitz (2014).
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As the focus of the study is the assessment of human induced uncertainty, in this case represented by
the stress of the landing gear, only flights which ended with a regular landing (no crashes) were
evaluated. Thus, two pilots were excluded completely, as no adequate number of regular landings (less
than three) was operated. Another pilot had to be excluded from the Markov analysis, as calculation of
the pilots Markov model crashed due to the amount of repeating mid-air circles. The following analysis
is therefore based on 42 participants for the general analysis and 41 participants for the analysis related
to Markov models. All remaining pilots completed the procedure as described and without any sorties
due to simulator sickness.

Even though the used sample size of study two allows for the application of statistical means, a bigger
sample is generally recommended for a multiple regression analysis. Green (1991) states that as a
general rule a number of N >= 50 + 8 * Number of predicting variables is needed, when interested in
R2. If the interest is upon calculation of beta-weights, as is the case for the construction of predictive
functions, at least N >= 104 + Number of predicting variables is proposed. Even though the calculations
for study one were based on more than 300 values for the overall uncertainty due to the repeated
measurement for variation of goal and placing weights, calculations of study two are based on only 44
subjects. Still, acquisition of trained pilots represents a difficult task and thus 44 participants already are
more than expected. Anyway, the exact results must be regarded with care and hold a predominantly
explorative character.

5.6 Statistical Analysis of Uncertainty of Study Two

Following, the assessed data is analyzed to evaluate the human induced uncertainty on the stress of the
landing gear. First, the resulting uncertainty is described statistically and second, the effect of the
influencing factors on uncertainty is quantified. The statistical analysis thereby follows the same
procedure as in study one.

5.6.1 Statistical Description of Resulting Uncertainty for Study Two

First, the resulting uncertainty concerning the stress of the landing gear is described statistically. Second
and third, the uncertainty within the human sub-processes is further described, starting with choice of
action and lastly focusing on execution of action. Test-tables, figures and results which do not appear
within the following subchapters can be found in Appendix I.

5.6.1.1 Uncertainty of Technical Subsystem

The resulting stress on the landing gear is characterized by the vertical velocity and the angles pitch,
bank and heading, all assessed at the moment of direct touchdown. The factors of vertical velocity are
lastly described with two variables, mean velocity on touchdown for each pilot and standard deviation
of velocity on touchdown for each pilot. To facilitate processing, the three angles are transformed into a
single rank for each pilot, representing a comparative measure for the quality of landing?. Figure 5-7
depicts the histogram for the distribution of mean velocity and standard deviation of velocity?°.

28 For reasons of brevity, the calculation of a single rank for the angles pitch, bank and heading is described in Appendix H.
2 The distribution of the resulting ranking for the angles is not depicted, as build ranks generally depict a constant distribution.
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For study one, a lognormal distribution for the resulting stress was found (cf. chapter 4.6.1). This led to
the assumption that human induced uncertainty can be generally described by means of a lognormal
distributed, if an absolute zero point for the stress exists. Regarding velocity, again skewed distributions
can be noted. Statistical tests confirm that mean and SD of velocity are not normally distributed. To test
the assumption of lognormal distribution, mean and SD of velocity are transformed to lognormal values®°
and tested once more for normality. For both transformed variables the Shapiro-Wilk test confirms the
assumption of normality. Therefore, the hypothesis of lognormal distributed human induced uncertainty
remains valid. Figure 5-8 depicts the distribution for mean of velocity and SD of velocity after lognormal

transformation.
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Figure 5-7. Histograms for mean and standard deviation of velocity over all five flights.
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Figure 5-8. Histograms for lognormal transformed mean and standard deviation of velocity over all five flights.

A description of the resulting uncertainty has thus to be based on the lognormal values and then
retransformed for practical application. Of course, retransformed values can only be used for the
practical description and not for further statistical analysis. Table 5-2 lists the retransformed values for

30 Ln(mean_velocity) and Ln(SD_velocity) is calculated.
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mean and SD of velocity. The retransformed boundaries illustrate the range of variation for the resulting
stress.

Table 5-2. Retransformed mean values and boundaries for 95% and 99.7% intervals for mean velocity and SD velocity.

Variable Mean [m/s] | Boundaries for Boundaries for 99.7%-
95%-Interval [m/s] | Interval [m/s]

Mean Velocity -3.597 -1.380 to -9.375 -0.855 t0 -15.135

SD Velocity 1.363 0.344 to 5.409 0.173 to 10.773

The results further imply that parametric tests can be applied for statistical analysis of velocity. For the
angle ranking nonparametric tests must be applied due to the ordinal scale.

5.6.1.2 Uncertainty of Choice of Action

A detailed description of the development and analysis of the Markov model is given by Oberle, and
Konig et al. (2017)3L. Generally, the concept of Markov models was successfully applied to describe and
analyze the variations within choice of action, resulting into different action sequences. Figure 5-9
depicts the resulting Markov model for all pilots with a most probable path following the states of
1-2-3-5-7-9-10-11 with a most probable path probability of 39.7%. The comparably low probability to
follow the most probable path signifies major variations of the action sequence between all pilots.

Q_CZ. 72

s,

Figure 5-9. Markov model for all pilots and flights. States are counted from 1 to 11. The size of the connections corresponds to
the transition probability; whereat low probabilities are depicted with a thin connection. The red connections represent the
most probable path within the model. The probability for the most probable path for all pilots and flights is 39.7%. Transitions
with a probability below 10% were neglected.

31 The development of the Markov model was supported by the work of Wang (2016).

5 Application of HUMEAN for Choice of Action 91



Also, differences of the Markov model, when calculated for different groups of qualification, were
identified, as depicted in Table 5-3. For example, pilots holding a CPL (n = 9) followed the same path
as for all pilots, but with a probability of 58.7%, signifying a more consistent action sequence.

Table 5-3. Resulting most probable path and path probability for all Pilots in comparison to different Qualification.

Group Path Probability
All Pilots [1235791011] 39,7%
CPLs [1235791011] 58,7%
PPLs [1235791011] 38,8%
Other Licenses [12461011] 20,8%

5.6.1.3 Uncertainty of Execution of Action

The process execution of action represents the link between choice of action and the resulting stress on
the system, for which reason the uncertainty within this process is assessed, too. The assessed variables
Flight Duration, Sum of Inputs, Inputs per Time and Jerkiness are determined once as the mean value
over all five flights and once as the standard deviation over all five flights, resulting in 8 different
variables for the description of execution of action. First, tests of normality were run to determine the
character of distribution. Only Mean Inputs per Time tends to be normally distributed (p = 0.091).
Therefore, all factors were tested for lognormal distribution. Test of normality for the transformed
variables yielded proof for lognormal distribution, except for Mean Flight Duration, SD Flight Duration
and SD Inputs per Time. Therefore, Probability-Probability Plots (P-P Plots) for all eight variables were
generated for a comparison between the fit to normal and lognormal distribution. Exemplary, Figure
5-10 depicts the comparing P-P Plots for SD of Flight Duration. Visual analysis showed higher
compliances for the lognormal distribution. Therefore, all variables were henceforth used after
transformation to lognormal values.

Normal P-P Plot of Std. Deviation of Flight Duration over All Five Flights [s] Lognormal P-P Plot of Std. Deviation of Flight Duration over All Five Flights [s]
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Figure 5-10. Comparing P-P Plot for SD of Flight Duration against normal (left) and lognormal (right) distribution.

Table 5-4 lists the retransformed values for all eight dependent variables of execution of action for
practical analysis. Like for velocity, retransformation illustrates the vast range of variation and
uncertainty of the variables.
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Table 5-4. Retransformed mean values and boundaries for 95% and 99.7% intervals for all dependent variables of execution of

action.

Variable Mean [m/s] Boundaries for 95%- Boundaries for 99.7%-

Interval [m/s] Interval [m/s]
Mean Flight Duration 564.9 413.6t0 771.4 354 to 901.4
Mean Sum of Inputs 45352998 20158022 to 102038505 13439059 to 153053453
Mean Inputs per Time 79845 40466 to 157547 28807 to 221305
Mean Jerkiness 3007 1371 to 6595 925.5 to 9768
SD Flight Duration 36.85 7.271 to 186.8 3.23 to 420.5
SD Sum of Inputs 9225630 1435077 to 59308501 565998 to 150375608
SD Inputs per Time 14779 4048 to 53951 2119 to 103081
SD Jerkiness 442.6 130.9 to 1497 71.18 to 2752

5.6.2 Quantification of the Effect of Influencing Factors on Uncertainty for Study Two

Within the following chapter, the relationship between the single elements of the derived working model
(see Figure 5-5) are analyzed statistically, especially regarding the resulting stress on the technical
system. First, the data is controlled for possible practice effects and effects due to changes of fatigue.
Second, the impact of execution of action onto the technical system, third of choice of action onto execution
of action, fourth of choice of action onto technical system, fifth of the human influencing factors onto
choice and execution of action and sixth of the human influencing factors onto the technical system are
investigated. Finally, all single tests are summarized within a regression model to depict the found
predictors for each factor.

5.6.2.1 Approach for Data Analysis

The statistical approach for the impact analysis follows the same steps as described in chapter 4.6.2.1
regarding the preparation and processing of the regression analysis. Additional test results and graphs
can be found in Appendix I. An alpha level of .05 was used for all statistical tests if not stated differently.

5.6.2.2 Controlling for Practicing and Fatigue Effects

To control for possible practicing effects, the central tendency for velocity on touchdown between all
five single flights was compared and tested for significant differences. Thus, tests of normality for all five
variables were run. As all instances of velocity were not normally distributed, Friedman’s test for
comparing a continuously scaled dependent variable with repeated measurements was run. There was
no difference in velocity on touchdown for all five landings, x2(4) = 3.200, p = .525. Accordingly, no
practicing effect was found, wherefore all five flights were used for the further analysis.

Following the same procedure, the three measurements for fatigue were checked for alteration
throughout the experiment. Test of normality indicated no normal distribution. Friedman’s test found a
statistically significant difference in perceived fatigue throughout the experiment, x2(2) = 24.929,
p < .0005. Post hoc analysis with Wilcoxon signed-rank tests were conducted with applied Bonferroni
correction, resulting in a significance level set at p < 0.017. Median (IQR) perceived fatigue KSS-values
before flights, after three flights and after all five flights were 3 (2.75 to 4), 3 (2.75to 5) and 4 (3 to 5),
respectively. There were no significant differences between before and after three flights trials
(Z = -1.532, p = 0.125). However, there was a statistically significant increase in fatigue for after three
flights vs after five flights trial (Z = -3.506, p < 0.0005) and in before flights vs after five flights trial
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(Z = -3.819, p < 0.0005). Therefore, the variable Change of Fatigue was calculated, which represents
the difference of KSS score before flights to after five flights. Change of Fatigue was used henceforth to
assess a possible influence of perceived increase of fatigue on the dependent variables.

5.6.2.3 Impact of Execution of Action on Technical System

Pearson product-moment and Spearman's rank-order correlation were run to determine the relationship
between the measures for execution of action. The data showed no violation of normality (in the case of
Pearson), linearity or homoscedasticity. There was a strong, positive and statistically significant
correlation between Ln Mean Sum of Inputs for all flights and both, Ln Mean Inputs per Time (r = .921,
n = 42, p < .0005) and Ln SD Sum of Inputs (r = .747, n = 42, p < .0005). Further, a strong, positive
correlation between Ln SD Inputs per Time and Ln SD Sum of Inputs, which was statistically significant
(rs(39) = .881, p < .0005), was found. Due to high correlations, only one of each correlating factor was
used for regression, wherefore the factors Ln Mean Inputs per Time, Ln SD Sum of Inputs and Ln SD
Inputs per Time were excluded.

A multiple, stepwise regression was run to predict Ln Mean Velocity from Flight Duration, Sum of Inputs
and Jerkiness. Ln Mean Flight Duration statistically significantly predicted Ln Mean Velocity, F(1, 40) =
5.269, p = .027, adj. R? = .094. Increase of flight duration therefore impacted on the resulting stress on
touchdown.

A multiple, stepwise regression was run to predict Angle Ranking from Flight Duration, Sum of Inputs
and Jerkiness. Ln SD Flight Duration statistically significantly predicted Angle Ranking, F(1, 40) =
10.176, p = .003, adj. R? = .183. Pilots with high variation of flight duration generated a higher stress
on touchdown.

The impact of execution of action on the landing gear was described through the following regression
equations:

Ln Mean Velocity = -5.376 + 1.050 * Ln Mean Flight Duration
Angle Ranking = -3.055 + 6.808 * Ln SD Flight Duration

5.6.2.4 Impact of Choice of Action on Execution of Action

A multiple, stepwise regression was run to predict Ln Mean Sum of Inputs from Most Probable Path
Probability and Followed Most Probable Path. Most Probable Path Probability statistically significantly
predicted Ln Mean Sum of Inputs, F(1, 39) = 4.362, p = .043, adj. R? = .078. Therefore, pilots with low
variations of their action sequence needed less inputs to operate a landing maneuver. No further
predictors for the impact of choice on execution of action were found.

The resulting regression equation was:

Ln Mean Sum of Inputs = 17.248 + 0.552 * Most Probable Path Probability
5.6.2.5 Impact of Choice of Action on Technical System

Investigation of the resulting system stress due to variations of choice of action was assessed for two
levels. First, the derived variables from the Markov model are used to predict the resulting stress,
checking if the overall sequence of action interacts with the resulting stress. Second, each single state of
the Markov model, which itself can be characterized as a single execution of action with corresponding
variables, is tested for its impact on the resulting stress.
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A multiple, stepwise regression was run to predict Ln SD Velocity from the variables derived from the
overall Markov model. Followed Most Probable Path statistically significantly predicted Ln SD Velocity,
F(1, 39) = 5.817, p = .021, adj. R? = .107. Pilots who followed the overall most probable path were
found to elicit a decreased amount of variation for the resulting velocity on touchdown. No further
predictors were found.

Impact of choice of action on the landing gear was described through the following regression equation:

Ln SD Velocity = 0.567 - 0.497 * Followed Most Probable Path

A complete review on the evaluation of the impact of single states onto the resulting stress can be found
in Oberle, and Konig et al. (2017). Summarizing, predictors for the resulting stress were found within
the states 4, 8, 10 and 11. Following regression equations described the impact of single states on the
stress of the landing gear:

Ln Mean Velocity = 1.876 - 0.116 * Mean Duration state 11
Angle Ranking = 146.448 - 3.704 * Mean Altitude s 10
Ln Mean Velocity = 0.562 - 0.243 * Mean Pitch st s

Ln SD Velocity = -0.753 + 0.005 * Mean Altitude siate s
Ln Mean Velocity = 0.769 + 0.010 * Mean Duration st 4
Ln SD Velocity =-0.566 + 0.020 * Mean Duration sac 4
Angle Ranking = 7.523 + 0.276 * Mean Duration st 4

5.6.2.6 Impact of Human Influencing Factors on Choice and Execution of Action

A Spearman’s rank-order correlation was run to determine the relationship between the human
influencing factors. Several high, positive and statistically significant correlations were found, which led
to the exclusion of Number of Operated Flights in Last Twelve Months, Cumulated Single Engine Flight
Duration, Cumulated Single Engine Flight Duration in the Last Twelve Months, Cumulated Time Using
FSX and Cumulated Time on Professional Flight Simulator regarding the regression analysis.

A multiple, stepwise regression was run to predict Ln Mean Flight Duration from the remaining human
influencing factors. The factors Cumulated Flight Duration on Cessna and Realistic Flight Behavior®?
were found to statistically significantly predict Ln Mean Flight Duration, F(2, 11) = 8.249, p = .006,
adj. R? = .527. Increased experience with flying a Cessna and a less realistic flight behavior led to higher
flight durations.

A multiple, stepwise regression was run to predict Ln SD Flight Duration from the remaining human
influencing factors. The factors Cumulated Flight Duration on Cessna and Realistic Flight Behavior were
found to statistically significantly predict Ln SD Flight Duration, F(2, 11) = 12.857, p = .001, adj.
R? = .646. Increased experience with flying a Cessna and a less realistic flight behavior led to higher
variation of flight duration.

A multiple, stepwise regression was run to predict Ln Mean Sum of Inputs from the remaining human
influencing factors. Perceived Difficulty of Landing Maneuver statistically significantly predicted Ln
Mean Sum of Inputs, F(1, 12) = 6.078, p = .030, adj. R* = .281. Pilots perceiving the task of landing

32 The variable Realistic Flight Behavior was assessed within the interview of phase four. Thereby, the participants were asked to rate their
flight behavior on a five-point Likert-scale reaching from “as in reality” to “different to reality”.
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an airplane within the simulator more difficult than in reality needed a higher number of inputs to
operate the landing.

A multiple, stepwise regression was run to predict Ln Mean Jerkiness from the remaining human
influencing factors. Qualification PPL, Flight Simulation Experience and Age statistically significantly
predicted Ln Mean Jerkiness, F(1, 10) = 27.385, p < .005, adj. R? = .859. Jerkiness increases with age,
but decreases with experience with flight simulators as well as for pilots holding a PPL.

A multiple, stepwise regression was run to predict Ln SD Jerkiness from the remaining human
influencing factors. Qualification CPL statistically significantly predicted Ln SD Jerkiness, F(1, 12) =
4.865, p = .048, adj. R*> = .229. Pilots holding a CPL showed higher variations of their jerkiness.

The impact of human influencing factors on execution of action was described through the following
regression equations:

Ln Mean Flight Duration = 6.111 + 0.001 * Cumulated Flight Duration on Cessna + 0.089 * Realistic
Flight Behavior

Ln SD Flight Duration = 2.081 + 0.007 * Cumulated Flight Duration on Cessna + 0.595 * Realistic
Flight Behavior

Ln Mean Sum of Inputs = 15.741 + 0.459 * Perceived Difficulty of Landing Maneuver

Ln Mean Jerkiness = 8.535 — 1.197 * Qualification PPL — 0.150 * Flight Simulation Experience + 0.232 *
Age

Ln SD Jerkiness = 65.033 + 1.187 * Qualification CPL

Even though low correlations between human influencing factors and choice of action were found, no
predictors could be derived (Oberle, Konig et al., 2017). Thus, human influencing factors have only a
low impact on choice of action.

5.6.2.7 Impact of Human Influencing Factors on Technical System

A multiple, stepwise regression was run to predict Ln Mean Velocity from the remaining human
influencing factors. The factors Change of Fatigue, Level of Education and Age were found to statistically
significantly predict Ln Mean Velocity, F(3, 10) = 13.694, p = .001, adj. R? = .746. Increased Age and
Level of Education in combination with a decrease of Change of Fatigue resulted into a higher stress.

A multiple, stepwise regression was run to predict Ln SD Velocity from the remaining human influencing
factors. Cumulated Overall Flight Duration in Last Twelve Months statistically significantly predicted Ln
SD Velocity, F(1, 12) = 5.630, p = .035, adj. R? = .263. Increased overall training time led to a decreased
variation of resulting stress.

A multiple, stepwise regression was run to predict Angle Ranking from the remaining human influencing
factors. Cumulated Overall Flight Duration in Last Twelve Months statistically significantly predicted
Angle Ranking, F(1, 12) = 4.969, p = .046, adj. R? = .234. Increased overall training time led to a lower
rank regarding the angles on touchdown, signifying a decrease of the resulting stress.

The impact of human influencing factors on the resulting stress on the landing gear was described
through the following regression equations:

Ln Mean Velocity = -0.367 - 0.381 * Change of Fatigue + 0.248 * Level of Education + 0.185 * Age
Ln SD Velocity = 0.527 - 0.014 * Cumulated Overall Flight Duration in Last Twelve Months
Angle Ranking = 27.651 - 0.241 * Cumulated Overall Flight Duration in Last Twelve Months
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5.6.2.8 Resulting Regression Mode/

Figure 5-11 depicts the resulting working model for the description of the interrelations between human
influencing factors, choice of action, execution of action and technical system for study two. Regression
models and predictors for all relations were found, except for the relation between human influencing
factors and choice of action. In this case, only low correlations were found.
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Figure 5-11. Regression model for the description of the relationship between the influencing factors and the resulting stress
on the system.

5.7 Discussion of Results of Study Two

Study two yields several findings. For one instance, the overall resulting stress was identified and
quantified to be lognormal distributed. Also, all variables characterizing the variation of execution of
action were identified to be lognormal distributed. Quantification of these variables therefore showed a
skewed distribution with most values close to a minimum stress, but also with broad interval boundaries
leading to single and high possible values compared to the actual mean. This again supports the
hypotheses that human induced uncertainty is best described through means of a lognormal distribution,
with the restriction of an existing absolute zero point for the uncertainty.

Summarizing, Mean Velocity was predicted by the flight duration and the combination of age, level of
education and change of fatigue. The impact of flight duration seems reasonable, since pilots taking
more time for the landing imply to have difficulties handling the aircraft or orienting themselves to find
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the airport. These insecurities impact on flight performance and stress on touchdown. Also, the factor
age was already mentioned to possibly interfere with flight performance (cf. Hardy et al., 2007), thus,
impact on stress seems reasonable, too. For the level of education, no previous data indicated a possible
impact. Unexpected is the fact that higher education correlated with higher stress. The factor Change of
Fatigue was expected to impact on stress (cf. Rosekind et al., 2000). But again, data showed that with
high change of fatigue, representing an increase of fatigue over the experiment, correlated with a
reduction of stress, not the other way around as would be expected. An interpretation could be that
pilots who stated to have perceived an increase of fatigue possess a higher ability of self-assessment and
by noticing an increase of fatigue also started to concentrate more on the task to negate effects of
perceived fatigue.

SD Velocity was predicted by overall training time and by following the most probable path. Both
findings are reasonable. Training was expected to be an impacting factor prior to the experiment (cf.
Vidulich et al., 2010). Following the overall most probable path, which represented the suggested path
(cf. Oberle & Bruder, 2015), implies that pilots were accustomed to flight procedures and were not
distracted by experimental conditions. Thus, having the capability to focus on the landing maneuver
itself and reducing the variation of resulting stress.

As for the dependent variable Angle Ranking the factors SD Flight Duration and again overall training
time were found as predictors, the latter confirming its importance for flight performance. Like the
overall flight duration, high variation of flight duration led to an increased stress. High variation of flight
duration implies unfamiliarity with flight procedures or the flight simulator, which surely impacts on the
resulting stress.

For the process execution of action, the predictors Most Probable Path Probability, experience on a Cessna
and Perceived Difficulty of Landing Maneuver were found. Thereby, pilots who exhibited low variation
of the taken sequence of action throughout all flights needed less inputs on the yoke to operate the
landing. This seems reasonable, as this implies increased familiarity with flight procedures, as already
discussed above for the factor Followed Most Probable Path. Experience on Cessna impacted both on
mean and variation of flight duration. Pilots familiar with the Cessna are expected to need less time to
accommodate to the simulator and further would be expected to fly more intuitively, on a skill-based
level (Rasmussen, 1983). Therefore, needing less time to land is reasonable. Finally, pilots who stated
landing within the simulator to be more difficult than in reality, needed more inputs on the yoke to do
so. This seems reasonable. Even though, as the perceived difficulty was assessed after all flights, it is
hard to discern if the higher number of inputs is cause for or effect of perceived difficulty.

Regarding the Markov model, predictors for the resulting stress were found within specific states. As the
states 10 and 11 are congruent to the flight phases of final approach and landing (cf. Figure 5-1), it
seems reasonable that factors of these states are predictors for the resulting stress. Even though, relying
on a predictor from state 11 is not applicable, as the state ends with the actual touchdown and possible
interventions based on a predictor would come too late to adhere to. More so, the predictors found
within the states 8 and 4 seem useful for application, but are limited because both states are only
operated when not following the suggested action sequence.

Concluding, based on the regression model and the above stated equations, prediction of the resulting
stress is facilitated and the uncertainty of the resulting stress due to human interaction is further
explained.
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Nevertheless, the results must be handled carefully. For instance, to run a regression analysis a bigger
sample size would be favorable and was only done due to the explorative character of the study.
Therefore, conducting a study with a higher sample size is advisable prior to an application of the
assessed data.

Also, a possible impact of the used flight simulator on the data must be considered, which was indicated
by the measures Perceived Difficulty of Landing. A majority of 83.4% of the participating pilots stated
that operating a landing maneuver within the simulator was more difficult than operating a landing
maneuver in real. Of course, for this statement it is hard to discern whether pilots performed poorer
because using the simulator was trying or if the pilots who thought about their landings to have gone
amiss used this rating as a kind of excuse. Still, some pilots commented that the head tracking system
used for the enhancement of view was rather irritating.

Even though 66,7% of the pilots stated that they behaved similar within the simulator compared to
operating a real landing, simulation is likely to foster unrealistic behavior. This is due to the negligible
consequences of failure and unsafe behavior within a simulation. The fact is somehow confirmed by the
number of crashes which happened during the experimental flights (13 crashes compared to a total
number of 210 operated flights). It is to be hoped that within a real world experiment no crashes would
have occurred and that pilots would have stopped the approach when feeling unsure about landing
unharmed.

Generally, all results must be regarded with care when trying to apply the findings to real world landings.
To be precise, all data just state which factors and to which amount contribute to the stress of the landing
gear when operated within the used flight simulator. Therefore, the investigated task wasn’t “landing an
airplane”, but “landing an airplane within a flight simulator”. For this reason, further research is needed
to see if the findings can be applied to a landing maneuver operated within the real world.

Concluding, the method of HUMEAn was applied successfully for study two. Also, display of the
uncertainty for choice of action using the concept of Markov models was appropriate. Based on the
findings for the intraindividual assessment of human induced uncertainty recommendations for its
reduction can be derived. Thus, increased training of the pilots or applying for more complex pilot
licenses leads to a reduction of uncertainty. Besides, findings regarding the action sequence could be
applied to develop additional human-machine interfaces, which inform the pilot about the current state
of his landing maneuver and implicate possible outcomes for the resulting stress on touchdown. The
general idea to implement additional human-machine interfaces for the reduction of the resulting human
induced uncertainty is addressed in study three (see chapter 6).

5.8 Summary of Chapter 5

Within the past chapter, a second study for the evaluation of the HUMEAn was conducted. Thereby, the
complex task of landing an airplane was investigated and divided into several subtasks. The task was
identified as predominantly discriminatory, independent of real or simulated, and thus the human sub-
process choice of action in combination with a focus on intraindividual influences was selected as the
uncertainty mode. HUMEAn was applied successfully and the resulting human induced uncertainty was
quantified. Like for study one, the human induced uncertainty was represented as a lognormal
distribution. Additionally, several predictors for the resulting uncertainty were identified from the group
of influencing factors as well as for certain states of the Markov model. Based on the findings,
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implications for the future reduction of human induced uncertainty regarding the investigated context
were derived.

Concluding, study one and study two both contributed to answer the second research questions. The
developed method of HUMEAn thus represents an applicable methodology for the assessment and
quantification of human induced uncertainty. Also, first implications for the third research question, how
human induced uncertainty can be controlled, were identified. For a final treatment of the third research
question a third study is conducted to investigate the impact of additional human-machine interfaces for
the reduction of uncertainty.

5 Application of HUMEAN for Choice of Action 100



6 Reduction of Human Induced Uncertainty through Appropriate Interaction Design

Within the following chapter, a third study for the investigation of the impact of appropriate feedback
design is conducted. First, the objective and the investigated hypotheses are presented. Second, the
method used for the development and design of the appropriate feedback system, the experimental
setup, procedure and the sample size are discussed. Third, the results of the study are presented and
fourth discussed. The chapter concludes with a summary.

It must be noted, that the following chapter only represents a brief overview over the third study. A
complete account can be found in Oberle, and Sommer et al. (2017).

6.1 Objective and Hypotheses of Study Three

Based on the various references concerning the importance of feedback and especially human-centered
feedback design for HMIs (e.g. Bainbridge, 1983; Grote & Roy, 2009; Johnson, 2003; Neufville & Weck,
2004; Norman, 1990; Vélkel, 2005), study three investigates the impact of different types of feedback
onto human induced uncertainty. Based on the references literature, the following two main
hypotheses®* are derived and tested:

H1: Additional feedback results into a reduced system stress as well as a reduced amount of uncertainty
in comparison to natural feedback.

H2:  Appropriate feedback, designed with regard to the user-needs, results into a reduced system stress as
well as a reduced amount of uncertainty in comparison to feedback not designed with regard to the
user.

For this purpose, the tripod introduced in study one is applied again as the technical system. Thereby,
the task is adopted to the stacking of two identical weights, where at different types of feedback are
presented to the participants after the first placement to inform them about their impact on the system.
As the focus of study three solely relies on the impact of the different feedback types, independent of
direct human influencing factors, the first three steps of the HUMEAn are treated brevity.

Regarding the specification of the task, only the above stated adaption of the task goal is performed. As
the task is kept constant throughout the experiment, all influencing factors of the task are neglected.
The task is not divided into subtasks.

Again, the environmental factors are neglected as the task is executed within a laboratory study.
Regarding the technical subsystem, the resulting system strain is assessed through the mean and
standard deviation of the resulting maximum force as well as on the mean and SD of eccentricity. The
maximum force is thereby focused on the resulting maximum force during the placement of the second
weight. Instead of the resulting static weight distribution after the second placement eccentricity is
calculated as the proportional improvement of the distance from the center between the first to the
second placement®. Regarding the technical subsystem, the human-machine interface differs from study
one, as a monitor is installed for the presentation of feedback. Thus, the output of the system is changed
to visual information.

33 The conduction of the feedback study was supported by the work of Sommer (2016).
34 For a better legibility, the null hypotheses are not specified.
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As the focus of study three is on the interface design, not on the direct human impact on uncertainty,
step three of the HUMEAn is neglected. No specific uncertainty mode is selected as well as no human
influencing factors. Still, to reduce possible influences, the sample size is reduced to right-handed male
aging from 18 to 30.

6.2 Experimental Investigation of Study Three

Following, the experimental investigation of study three is described. Initially, the experimental setup is
described, presenting the different types of feedback. Then, the test procedure and the participants are
presented.

6.2.1 Experimental Setup of Study Three

The used experimental setup resembles the setup presented in chapter 4.5.1 and involves the placement
of weights onto the surface of the tripod. In contrast to study one, the weights remain unchanged at
1.7 kg and the task is fixed to place the weights as centrally and softly as possible. To allow the possibility
to change the resulting stress on the tripod in compliance with given feedback, the task is further changed
to the stacking of two identical weights, whereat a possible feedback is given after the first placement.

Three different types of feedback are used. The first type does not involve any additionally feedback and
thus subjects must rely on their sensory modalities to evaluate the first placement (referred to as
NoFeedback). Second, a digital feedback is presented on a monitor, which depicts the measured forces
as a time-continuous graph for each leg of the tripod (referred to as Feedbackl). This mode of

presentation is thereby directly derived from the original measurement-software of the tripod (see Figure
6-1).
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Figure 6-1. Feedback1, consisting of a curve chart depicting exerted force per leg across time as well as maximum of exerted
forces.

6 Reduction of Human Induced Uncertainty through Appropriate Interaction Design 102



Third, another digital feedback is presented on a monitor (referred to as Feedback2), which is specifically
designed according to the human-centered design process (cf. DIN EN ISO 9241-210, 2011)%. Thereby,
the resulting stress of the tripod is presented dedicated to each sub-goal as a bar-diagram (softness) and
an optical representation of the relative position of the first weight on the tripod’s surface (centrality).
The mode of presentation is depicted in Figure 6-2.
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Figure 6-2. Feedback2, consisting of a bar chart depicting force per sensor (left) and an optical representation of the position
of the weights in relation to the tripod (right).

6.2.2 Procedure of Study Three

The test procedure is structured into four sequential phases: introduction, preparation, test execution
and farewell.

Within the first phase of introduction, the participant is welcomed and the objective and procedure of
the experiment is presented. Then the participant is introduced to the setup, the weights and the general
task.

Within the second phase, the participant is handed a questionnaire, asking for demographic data.
Meanwhile, the first run of the experiment is prepared.

During phase three, the actual experiment takes place. Prior to each run, the participant is handed
another questionnaire, giving instructions on the tested feedback type as well as checking the
understanding of the current type through a small test. Thereafter, each participant has two trials to
actively test the presented feedback type. Then, the actual test starts and each participant must stack the
weights three times. This procedure is repeated three times, once for each feedback type. After all runs,
the participant is handed a final questionnaire asking for a subjective rating of the three different
feedback types.

36 The development and evaluation of the third feedback version was supported by the work of Guseva (2015).
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Within the fourth phase, the participant is given a small compensation for his participation and bid
farewell.

To ensure comparable study conditions and reduce secondary effects, the sequence of the feedback type
is permuted between participants. Further, a checklist is used to track all steps of the study, also
containing standardized phrases for instruction. The questionnaires and materials of study three are
presented in Appendix J.

6.2.3 Participants of Study Three

A total of 32 right-handed men with an age ranging from 19 to 29 years (M = 23.8, SD = 2.5)
participated at the study. The complete experiment took about 45 minutes for each participant. For the
analysis, one participant had to be excluded due to missing data, reducing the number of valid
measurements to 31.

6.3 Results of Study Three

The descriptive results for the human induced uncertainty in relation to the three different types of
feedback are depicted in Figure 6-3. Descriptively, the different types of feedback did not impact on the
exerted maximum force of the tripod (softness). For the resulting eccentricity, an improvement can be
seen for both digital feedback types, whereas Feedback2 further depicts a higher, positive effect than
Feedback].
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Figure 6-3. Left: Boxplot depicting the mean of the maximum force for each feedback type for the placing of the second
weight; Right: Boxplot depicting the mean proportional improvement of eccentricity after placing the second weight.

Statistical analysis confirms that the different feedback types have no significant impact on the resulting
maximum force (softness). In case of eccentricity, hypothesis H1 can be confirmed, as a highly significant
difference of the mean values exists between the natural feedback and both digital feedback types
(p < .001)%. Regarding hypothesis H2, only a marginally significant effect (p = .058) was found and

37 A complete review of the results of study three can be found in Oberle, Sommer, and Konig (2017).
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thus the hypothesis remains unconfirmed. Otherwise, analysis of the questionnaire data showed a high
subjective preference of Feedback2 over Feedback]1.

6.4 Discussion of Results of Study Three

Concluding, the study shows that through the implementation of appropriate feedback the resulting
human induced uncertainty can be affected and respectively reduced. Thereby, enhancing the amount
of information concerning an HMI lead to a decrease of uncertainty.

However, it should be noted that mere enhancement of the amount of information may also lead to an
increase of complexity and likewise uncertainty. Thus, the importance of human-centered feedback-
design is highlighted.

6.5 Summary of Chapter 6

Within chapter 6, a brief review of study three was given. Thereby, the task of stacking two weights on
a tripod with varying types of feedback was to evaluate the possible impact of appropriate interaction
design onto human induced uncertainty. The study was successful and confirmed the positive impact of
feedback onto the reduction of uncertainty.

Concluding, study three adds to the third research question concerning possible means to control
uncertainty by introducing the possibility to actively design human-machine interfaces for the reduction
of uncertainty.
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7 Discussion and Conclusion

Following, the results of the present work are discussed. As the specific results of the studies were already
discussed in the chapters 4.7, 5.7 and 6.4, the following chapter concentrates on a general discussion of
the applicability of the HUMEAn as well as limitations of the method and the used methodological
approach. First, the applicability of the human uncertainty modes and effects analysis, based on the
conducted studies, is discussed. Second, the limitations of the HUMEAn are debated. Third and last, the
present work is concluded.

7.1 Discussion on the Applicability of HUMEAN

Based on the studies described within this work, a general applicability of the developed method is
confirmed. Thereby, the results depict the possibility to quantify the amount of human induced
uncertainty, especially regarding the studies one and two (see chapters 4 and 5). Further, it is confirmed
that the human induced uncertainty can be ascribed to specific influencing factors, allowing for a
prediction of uncertainty if the identified factors are known. Thereby, the approach of the HUMEAn for
the reduction of possible influencing factors based on task characteristics holds validity. Based on the
results of the HUMEAN, suggestions for the reduction and control of human induced uncertainty through
selection, training or, as exemplified with study three, through appropriate interface design can be
derived.

An interesting result of all studies was the fact that the resulting human induced uncertainty was
represented by a lognormal distribution. As discussed before, this circumstance is first only supported in
case of an existing zero-point for the resulting system stress.

Even though a quantification of the impact of the human sub-processes choice of action and execution of
action onto the human induced uncertainty was possible within the second study, the human influencing
factors were found to affect the human induced uncertainty far more effectively. Additionally, the human
influencing factors were found to have a high impact on execution of action, whereas the prior sub-
process choice of action showed only a marginally effect. Generally, this is positive for applicability, as
knowing the influence of human factors facilitates prediction prior to an observation. Predictions may
therefore be done independently of an analysis. On the other hand, this may indicate a false selection of
parameters for the description of the inherent uncertainty of the two human sub-processes.

Another explanation for the fact that the human sub-processes were less relevant for the overall human
induced uncertainty within study two in comparison to the direct impact of the human influencing
factors may be reasoned with the general complexity of the observed task. As the main task was
subdivided into several subtasks, both, choice of action and execution of action, were represented through
the single subtasks. Thus, confounding of the overall impact of the sub-processes in comparison to the
impact of single and specific subtasks seems probable. At this, the concept of Markov models was
successfully applied to describe and quantify the uncertainty within the human sub-process choice of
action. Also, a relation between action patterns and personal traits was found and within four states of
the assessed Markov model predictors for the resulting stress on touchdown were identified. The latter
supports the hypotheses that for a sequence of actions, single sub actions have a higher explained
contribution to human induced uncertainty than the overall parameters of human sub-processes.
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Additionally, the further application of the HUMEAn to investigate the impact of feedback highlights the
importance of adequate information exchange between human and machine regarding uncertainty.
Thus, implementation of appropriate feedback, designed specifically regarding the needs of an operator
and the related task, results into a significant reduction of human induced uncertainty. The positive
influence of feedback onto HMI is not a novelty and thus already addressed within the literature (e.g.
Degani, 2004; Dismukes, 2010; Johnson, 2003; Norman, 1990; Wickens et al., 2014). The evaluation
with HUMEAn allows for a quantification of the impact of appropriate feedback design. Even though
prediction of human induced uncertainty based on mode of uncertainty or even regarding the impact of
specific influencing factors allows for measures like prior selection or adequate training of operators, the
use of appropriate feedback represents an easy and holistic approach. As feedback was found to reduce
uncertainty independently of further influencing factors, appropriate interface design may lead to a
general reduction of uncertainty without prior investigations. Of course, a prior analysis of the human
influence may positively affect the appropriate design and successful implementation of feedback and
information systems. Therefore, a combination of both approaches seems most promising for a reduction
of uncertainty.

The conducted studies and their findings are valid for the observed tasks, within the specific
environments and regarding the employed population of subjects. The applicability of the results to real
tasks without a controlled field has yet to be evaluated, but can be expected to yield different results due
to further influences onto task execution. This represents one limitation of this work’s results and is
discussed in detail within the following chapter.

7.2 Limitations of HUMEAN and the methodological approach

As indicated above, the work so far focused on laboratory studies including selective samples for the
controlled assessment of uncertainty. Thus, the findings are valid for the investigated tasks, study
conditions and subject populations. For example, when changing weather conditions of study two to
windy and clouded, different results for uncertainty are to be expected, even when investigated with the
same flight simulator. As this was a necessity to allow the measurement of the impact of single
influencing factors onto human induced uncertainty, further field applications of the approach need to
regard a higher number of factors, which would increase complexity. Transferability of the proposed
approach for the assessment of human induced uncertainty within field investigations has to be
evaluated.

Further, systemic investigations are generally limited to the inherent simplification of an observation, as
stated in chapter 2.1 when defining the concept of systems. Thus, simplifications represent a necessary
evil. Without simplifications, investigations would need to include every detail and aspect, resulting in
unmeasurable complexity. On the other hand, simplification always results into a loss of information.
Regarding the HUMEARN, the reduction of human influencing factors according to a selected uncertainty
mode holds the danger to erroneously neglect an import factor. Regarding the studies, influence of the
selected factors was assessed and confirmed or refused. But this does not eliminate the possibility that a
neglected factor might also contribute to human induced uncertainty. Still, verification is only possible
by conducting a study involving all influencing factors, which contradicts the approach of this work to
facilitate uncertainty investigation and finally leads to an impossible study design due to an untreatable
sample size. As the studies showed, application of the developed method for the reduction of the
experimental complexity is valid. Expansion of the number of selected influencing factors is therefore
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only necessary, if no effect on the human induced uncertainty is assessable based on the initially selected
factors.

Concerning the model for the description of human induced uncertainty (see Figure 3-6), the contained
influencing factors represent a first accumulation of possibly relevant factors. As argued in chapter 2.4,
more influencing factors can possibly be added to the model, especially for the environment which was
of minor importance for the present work. Also, additional distinction and definition of the influencing
factors are possible. Furthermore, the inherent relations and interdependencies of the influencing factors
remain disregarded so far. Systematic investigation of those interdependencies could lead to
supplemental insights concerning possible immediate or intermediate effects between the factors and
thus onto uncertainty. Still, the presented model and the derived HUMEAn represent a first, valid
approach for the systematic assessment of human induced uncertainty.

7.3 Conclusion

The present work focused on the investigation of the human impact onto the uncertainty of human-
machine interaction. After an initial literature research, certain deficits concerning the knowledge about
the human contribution to uncertainty were identified as represented by the following research
questions:

1. How can human induced uncertainty be characterized?
2. How can human induced uncertainty be assessed and quantified methodically?
3. How can human induced uncertainty be controlled?

For the characterization of human induced uncertainty, a descriptive model was developed including a
total of 67 influencing factors allocated to specific model elements. Based on the model, the
methodological approach of the human uncertainty modes and effects analysis was derived. The
HUMEAn allows for the selection of an uncertainty mode as well as the selection of predominant
influencing factors based on the type of investigated task.

Based on the HUMEAnN, the human induced uncertainty for the task of placing weights onto a tripod was
assessed and successfully quantified within a first study. Thereby, several influencing factors, like
strength, dexterity and placed weight, were identified as significant predictors for the resulting
uncertainty. A second study was conducted for the application of HUMEAn for the investigation of the
complex task of landing an airplane within a simulator. Based on the selected uncertainty mode, the
variation of taken actions and the resulting sequence were successfully assessed through the
development and use of a Markov model. Again, several influencing factors, like experience and fatigue,
were identified as significant predictors of the resulting uncertainty. Additionally, specific Markov states
were identified as predictors, too. At last, another study was conducted to quantify the impact of
feedback onto the resulting human uncertainty. The findings implicate that appropriate feedback of the
resulting system stress, which is designed according to the needs of an operator, results into a significant
reduction of uncertainty. Appropriate feedback is thus found as a promising approach to reduce human
induced uncertainty through a stronger involvement of the operator. Also, identified predictors onto
human induced uncertainty can be manipulated, e.g. through intensive training or selection of operators,
to treat and reduce uncertainty.

The present work further confirmed the working paradigm of the CRC 805 that uncertainty occurs in
processes. This was shown especially with study two, where the resulting stress on the system could be
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predicted by measures from the human sub processes of choice of action and execution of action. Thereby,
the quantified uncertainty of the conducted studies confirms the general possibility for a structured and
methodologic assessment of human induced uncertainty in relation to specific influencing factors.

The assumption that the human induced uncertainty is best characterized by a lognormal distribution in
case of an existing absolute zero point for a system’s stress remains valid and was supported by study
one and two (see chapters 4.6.1 and 5.6.1). If approved prospectively, implications are essential for the
work with human induced uncertainty, as resulting stress always incorporates a skewed distribution.
Thus, high values of stress far off a regarded mean must be considered as probable, but may be
characterized and calculated based on a lognormal distribution.

Further, the sole knowledge of the HUMEAnN and the associated model represents an opportunity to treat
and reduce uncertainty, especially for engineers not proficient with human factors. Through the
definition of the observed task and the connected selection of the uncertainty mode, influencing factors
are promoted and can be regarded with care during product development. Further, the overall model
depicts the different sources of uncertainty and thus helps to understand the human contribution,
negative as well as positive, to the resulting stress of technical systems and the underlying uncertainty.

In contrast to the concept of risk, dealing with and reducing uncertainty not solely focuses on (human)
error, but further investigates the general human influence on a system’s stress. Thereby, increasing
knowledge about HMIs still leads to the reduction and prevention of errors but additionally sheds light
onto the positive effects of the human part of HMIs. The concept of uncertainty therefore addresses a
broader field than risk and its application on HMIs further contributes to the resilience of a system.

Concluding, the present work contributes to the treatment of uncertainty through the development of
knowledge concerning the human influence on uncertainty of HMIs and further presents a new tool for
the methodologic assessment, quantification and control of human induced uncertainty. With this, the
stated research questions were treated successfully.

Still, the present work represents only a first contribution to the understanding of the human impact on
uncertainty. Thus, new questions arose during the work, which are topic of the following chapter.
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8 Implications for Future Work

Following, implications for the application of the findings of the present work and for future research
discussed.

8.1 Implications for Application

Based on the conducted studies, first implications for the application can be derived. Thus, study one
showed that the factors strength and dexterity affect predominantly physical tasks. Further, the
importance of the task definition itself was shown. A reduction of human induced uncertainty can thus
be achieved through proficient manipulation of a task’s goal, like the content of instructions.

Regarding study two, the identified predictors based on the Markov model could be applied for the
development of a feedback interface for pilots. Thereby, the interface could inform pilots whether the
current state of the landing maneuver would probably lead to an increased stress of the system.
Additionally, knowledge about the human influencing factors and their impact on uncertainty could be
applied to discern different types of information presentation, e.g. based on the expertise of the current
pilot. Unexperienced pilots would thus be presented with more information and possible
countermeasures to reduce the resulting stress, whereat proficient pilots are confronted with less
information, possibly increasing the acceptance of such a system.

Anyway, direct application of the study results and the identified predictors for uncertainty should be
done with care due to the laboratory character. Besides this, further implications for the application of
the present work’s findings exist.

Besides the specific application of the assessed data within this work, generated data and predictors
using the HUMEAn are applicable for several purposes. For example, found predictors based on human
influencing factors could be used to specifically train possible operators of an HMI to achieve a reduction
of uncertainty. Besides training, also the selection of operators may be a possible solution for high-risk
environments and situations.

Furthermore, identified and proved influencing factors can be regarded within product design to
eliminate possible influences. Independent of a human operator, predictors found within the three
human sub-processes can be used to establish real-time feedback loops to further support the human
operator. Appropriate feedback design and implementation may enable a human to positively contribute
to uncertainty. Also, the design approach is independent of humans and with this interesting if prior
training or selection of operators is impossible.

Additionally, results of uncertainty analysis can be transferred to other fields, like CAD construction (cf.
Zocholl et al., 2015). Quantified human induced uncertainty can be used as input for FEM-analysis of a
system’s stress and thus introduce the option to simulate the human impact on uncertainty.

Further to the direct application of data assessed through HUMEAn, the development of a database for
the accumulation and exchange of quantified human induced uncertainty is suggested. One source for
uncertainty relies within the fact that for several influencing factors no comprehensive data exists or is
accessible. Thereby, a database could contribute to the development of knowledge on several levels. For
instance, a database would possess the possibility to easily add definitions or specify existing definitions
of influencing factors, add information about their relation to other factors and facilitate the above-
mentioned rating of inherent attributes. Further, conducted studies could be related to each observed
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influencing factor, including their impact on the quantified uncertainty. Thus, comparison of influencing
factors and their overall importance and occurrence for specific uncertainty modes could be tracked,
leading to additional insights concerning human induced uncertainty.

Apart from the above, the HUMEAn proved itself to be valuable for the planning and design of
experimental studies. Based on this approach, consideration and operationalization of variables is
facilitated and the chance to overlook relevant influencing factors for an experiment is reduced due to
the catalogue of allocated factors.

8.2 Implications for Future Research

As discussed in chapter 7.2, the conducted studies are subject to limitations regarding the used sample
size, restricted population and the general constraints of laboratory studies. Thus, repetition of the
conducted experiments with an increased sample size to confirm the findings is suggested. Also, the
expansion of the studies to involve a broader population would lead to a broader understanding of the
human induced uncertainty. Finally, the transfer of the studies into real situations would lead to new
insights. For example, the conduction of an experiment with real aircrafts under genuine conditions is
suggested. Through comparison of the data assessed in the field to the data assessed under controlled
laboratory conditions the general transferability of laboratory studies to genuine applications could be
investigated.

Besides further studies to evaluate the findings of this work, additional studies should be conducted to
further apply the method of HUMEAn on different tasks. Especially the investigation of tasks relating to
the human sup-process of perception remain disregarded. So far, the applicability of the HUMEAn for
such task types remains unsettled. Same applies to tasks related to choice of action, which are not
subdivided into single subtasks. Also, an application to investigate the uncertainty of creative tasks
constitutes an interesting yet challenging topic for further research, because in this case nearly all
influencing factors must be regarded. Successful application for creative tasks would further allow for
an expansion of HUMEAn to the phase of product development. Additionally, further studies are needed
to investigate whether the lognormal distribution of human induced uncertainty remains unchallenged
and can thus be raised to a new paradigm.

The influencing factors represent another field for prospective research. Further possibilities for the
categorization of influencing factors are imaginable. As noted in chapter 2.4, the factors could be
arranged according to a primary or secondary effect on human induced uncertainty. Therefore, the
interdependencies between the influencing factors need to be addressed and clarified in detail.
Diversification of the environmental factors regarding the current group of social factors is suggested.
New aspects like team work or a distinction into organizational, individual and cultural aspects seem
reasonable and were only postponed due to the focus on the human contribution to uncertainty.

Also, categorization of all influencing factors in compliance with their specific attributes could lead to
an improved knowledge of uncertainty®®. Additional attributes of the influencing factors could be their

3 A first investigation of such an approach was already tried within the student work of Stolz (2015). Findings depicted that the derived
categories are generally reasonable, but allocation of each influencing factor failed due to the complexity to rate each factor within all
categories.
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measurability, the amount of information known about a specific factor (existing studies, possible
distribution within a specific population) and the external suggestibility.

Another possibility for further research is the transfer of the HUMEAn for the assessment of human
induced uncertainty for the phase of product manufacturing. Therefore, characterization of the
uncertainty for the human sub-process execution of action could be applied on predetermined motion
time systems, like MTM UAS. Instead of focusing on the defined time values, a quantification of human
induced uncertainty for each basic motion could be investigated. For example, the component “grab”
could be investigated regarding specific characteristics and their relation to the resulting uncertainty
based on different parameters like weight, shape or texture of the grabbed object. In case quantification
of uncertainty would be successful, such predetermined motion time systems could be expanded to
include predictors for human induced uncertainty for each basic motion in addition to the predetermined
time values, allowing for a prior estimation of uncertainty during construction planning. Still, extraction
of uncertainty for single motions seems difficult due to the varying execution and influences between
different individuals.

A further field of research is represented by the detailed investigation of feedback for the treatment and
reduction of human induced uncertainty. Besides additional studies to confirm the positive effect of
feedback onto uncertainty, a systematic approach for the development of an uncertainty-driven and
human oriented product development process is suggested. Through systematic variation of interface
designs, the uncertainty of specific concepts could be quantified with the help of the HUMEAn. Also, the
impact of certain influencing factors onto the understanding of feedback could lead to new insights.
Based on such studies, successful design elements and human-machine interfaces could be identified,
abstracted and lastly transformed into a methodological approach for the derivation of design measures.
Regarding the work of the CRC 805, two additional topics for prospective research exist. First, the latest
version of the process model of the CRC 805 could be combined with the model for the description of
human induced uncertainty to further consider working appliances (see chapter 3.2.2). Thus,
investigation regarding the influence of working appliances onto the human induced uncertainty can be
conducted. Second, a holistic investigation of uncertainty of HMIs regarding all elements (human,
environment and technical subsystem) has yet to be conducted. Even though this represents a
challenging approach due to the multitude of involved influencing factors and thus would need careful
planning and preparation.

Finally, further research for an uncertainty unrelated topic is proposed. Within the first study, the data
of the Box-and-Block Test, which was used to assess the dexterity of the subjects, showed a significant
offset to the table data attached to the BBT (see chapter 4.7). It was discussed that this effect could be
related to a decrease of manual dexterity of present generations in comparison to the data assessed 30
years past. Therefore, conduction of a study to investigate whether the table data of the BBT continues
to be valid for present generations as well as for women is suggested.

Concluding, the present work represents a small contribution to the development of knowledge
concerning human induced uncertainty, its assessment and its treatment. No matter how much studies
are conducted and influencing factors investigated, in the end, uncertainty will prevail. As initially stated
by David Hume:
“All knowledge resolves itself into probability.”
- David Hume (A treatise of Human Nature, 1739)

8 Implications for Future Work 112



9 References

Ajzen, 1. (1991). The theory of planned behavior. Organizational Behavior and Human Decision Processes,
50(2), 179-211. doi:10.1016/0749-5978(91)90020-T

Akerstedt, T., & Gillberg, M. (1990). Subjective and objective sleepiness in the active individual. The
International journal of neuroscience, 52(1-2), 29-37.

Akerstedt, T., Anund, A., Axelsson, J., & Kecklund, G. (2014). Subjective sleepiness is a sensitive
indicator of insufficient sleep and impaired waking function. Journal of Sleep Research, 23(3),
240-252. doi:10.1111/jsr.12158

Allport, A. (1993). Attention and Control: Have We Been Asking the Wrong Questions? A Critical Review
of Twenty-five Years: Attention and Performance XIV (Silver Jubilee Volume). In D. E. Meyer &
S. Kornblum (Eds.) (pp.183-218). Cambridge, MA, USA: MIT Press. Retrieved from
http://dl.acm.org/citation.cfm?id=165852.165864

Amabile, T. M. (1983). The Social Psychology of Creativity. New York, NY: Springer New York.
Anderson, J. R. (1983). The Architecture of cognition. Mawhaw, New York: Lawrence Erlbaum.

Annett, M. (1985). Left, right, hand and brain: The right shift theory. London: Lawrence Erlbaum
Associates.

Baddeley, A. (1993). Working Memory or Working Attention? I A. Baddeley & L. Weiskrantz (Red.). In
A. D. Baddeley & L. Weiskrantz (Eds.), Attention: Selection, Awareness, and Control. Oxford
University Press.

Badke-Schaub, P., Hofinger, G., & Lauche, K. (2008). Human Factors: Psychologie sicheren Handelns in
Risikobranchen: mit 17 Tabellen. Heidelberg: Springer.

Bainbridge, L. (1983). Ironies of automation. Automatica, 19(6), 775-779. doi:10.1016/0005-
1098(83)90046-8

Becker-Carus, C., Dorsch, F., Hacker, H. O., & Stapf, K.-H. (2009). Dorsch Psychologisches Worterbuch
(15., Gberarb. und erw. Aufl.). Bern: Huber.

Berger, C. R., & Burgoon, M. (1995). Communication and social influence processes. East Lansing:
Michigan State University Press.

Bernard, B. P. (Ed.). (1997). Musculoskeletal Disorders and Workplace Factors: A Critical Review of
Epidemiologic Evidence for Work-Related Musculoskeletal Disorders of the Neck, Upper Extremity,
and Low Back. Cincinnati, OH: U.S.: Department of Health and Human Services.

Bernotat, R. (2008). Das Forschungsinstitut fiir Anthropotechnik - - Aufgaben, Methoden und
Entwicklung. In L. Schmidt, J. Grosche, & C. M. Schlick (Eds.), Ergonomie und Mensch-Maschine-
Systeme (pp.1-16). Berlin, Heidelberg: Springer Berlin Heidelberg. Retrieved from
http://dx.doi.org/10.1007/978-3-540-78331-2_1

Boeing. (2016). Statistical Summary of Commercial Jet Airplane Accidents: Worldwide Operations | 1959-
2015. Retrieved from http://www.boeing.com/resources/boeingdotcom/company/about_bca/
pdf/statsum.pdf

9 References i



Bogner, M. S. (Ed.). (1994). Human error in medicine. Hillsdale, NJ [u.a.]: Erlbaum.

Bowerman, B. L., & O'Connell, R. T. (1990). Linear statistical models: An applied approach (2nd ed.). The
Duxbury advanced series in statistics and decision sciences. Boston: PWS-Kent Pub. Co.

Brown, I. D. (1994). Driver Fatigue. Human Factors: The Journal of the Human Factors and Ergonomics
Society, 36(2), 298-314. d0i:10.1177/001872089403600210

Bubb, H. (2005). Human reliability: A key to improved quality in manufacturing. Human Factors and
Ergonomics in Manufacturing, 15(4), 353-368. doi:10.1002/hfm.20032

Bubb, H. (Ed.). (1992). Menschliche Zuverldssigkeit: Definitionen, Zusammenhdnge, Bewertung (1. Aufl.).
Landsberg: Ecomed.

Cahan, S., & Cohen, N. (1989). Age versus Schooling Effects on Intelligence Development. Child
Development, 60(5), 1239. doi:10.2307/1130797

Carroll, J. M., & Olson, J. R. (Eds.). (1987). Mental Models in Human-computer Interaction: Research
Issues About What the User of Software Knows. Washington, DC, USA: National Academy Press.

Casner, S. M. (2010). General Aviation. In E. Salas & D. E. Maurino (Eds.), Human Factors in Aviation
(2nd ed., pp. 595-628). Amsterdam, Boston: Academic Press/Elsevier.

Celik, M., & Cebi, S. (2009). Analytical HFACS for investigating human errors in shipping accidents.
Accident Analysis & Prevention, 41(1), 66-75. doi:10.1016/j.aap.2008.09.004

Cellier, J.-M., Eyrolle, H., & Marine, C. (1997). Expertise in dynamic environments. Ergonomics, 40(1),
28-50. doi:10.1080,/001401397188350

Charness, N., & Schultetus, R. S. (1999). Knowledge and expertise. In F. T. Durso & R. S. Nickerson
(Eds.), Handbook of applied cognition (pp. 57-81). Chichester, New York: Wiley.

Chiang, H. C., Ko, Y. C., Chen, S. S., Yu, H. S., Wu, T. N., & Chang, P. Y. (1993). Prevalence of shoulder
and upper-limb disorders among workers in the fish-processing industry. Scandinavian journal of
work, environment & health, 19(2), 126-131.

Chidester, T. R., Helmreich, R. L., Gregorich, S. E., & Geis, C. E. (1991). Pilot personality and crew
coordination: implications for training and selection. The International Journal of Aviation
Psychology, 1(1), 25-44. doi:10.1207/515327108ijap0101_3

Chou, C.-C., Madhavan, D., & Funk, K. (1996). Studies of Cockpit Task Management Errors. The
International Journal of Aviation Psychology, 6(4), 307-320. doi:10.1207/s15327108ijap0604 1

Crane, D. (Ed.). (1997). Dictionary of aeronautical terms (3rd ed). Newcastle (Washington): Aviation
Supplies & Academics.

Crano, W. D., & Prislin, R. (2006). Attitudes and persuasion. Annual review of psychology, 57, 345-374.
doi:10.1146/annurev.psych.57.102904.190034

Crano, W. D., & Prislin, R. (2008). Attitudes and attitude change. Frontiers of social psychology. New York,
London: Psychology Press.

9 References i



Dambier, M., & Hinkelbein, J. (2006). Analysis of 2004 German general aviation aircraft accidents
according to the HFACS model. Air Medical Journal, 25(6), 265-269.
d0i:10.1016/j.am;j.2006.03.003

Dambock, D. (2013). Automationseffekte im Fahrzeug — von der Reaktion zur Ubernahme (Dissertation).
Technische Universitat Miinchen, Miinchen.

Davies, D. R., Matthews, G., Stammers, R. B., & Westerman, S. J. (2000). Human Performance: Cognition,
Stress, and Individual Differences. Hove: Psychology Press.

Deacon, T., Amyotte, P. R., & Khan, F. I. (2010). Human error risk analysis in offshore emergencies.
Situation Awareness and Safety, 48(6), 803-818. d0i:10.1016/j.ssci.2010.02.013

Deary, L. J., Spinath, F. M., & Bates, T. C. (2006). Genetics of intelligence. European journal of human
genetics : EJHG, 14(6), 690-700. doi:10.1038/sj.ejhg.5201588

Degani, A. (2004). Taming HAL ;Designing interfaces beyond 2001. Gordonsville: Palgrave Macmillan.

Dekker, S. W., & Woods, D. D. (2010). The High Reliability Organization Perspective. In E. Salas & D.
E. Maurino (Eds.), Human Factors in Aviation (2nd ed., pp. 123-143). Amsterdam, Boston:
Academic Press/Elsevier.

Dekker, S., Hollnagel, E., Woods, D., & Cook, R. (2008). Resilience Engineering: New directions for
measuring and maintaining safety in complex systems. Final Report 2008. Retrieved from
https://www.msb.se/Upload/Kunskapsbank/Forskningsrapporter/Slutrapporter/2009%20Resil
ience%20Engineering%20New%20directions%20for%20measuring%20and%20maintaining%?2
Osafety%20in%20complex%20systems.pdf

Dekker, Sidney W. A. (2002). Reconstructing human contributions to accidents: the new view on error
and performance. Journal of Safety Research, 33(3), 371-385. do0i:10.1016/S0022-
4375(02)00032-4

Diaz Meyer, M. (2008). Modellierung von Bewegungen und ihre Auswirkungen auf den Menschen bei der
Handhabung delikater Objekte. Bericht aus dem Institut fiir Arbeitswissenschaft der TU Darmstadt.
Stuttgart: Ergonomia.

DIN 33402-2 (2005). Berlin: Beuth.

DIN EN ISO 9241-210. (2011). Ergonomie der Mensch-System-Interaktion. Teil 210: Prozess zur Gestaltung
gebrauchstauglicher interaktiver Systeme. Berlin: Beuth.

Dismukes, R. K. (2009). Human error in aviation. Farnham, Surrey: Ashgate.

Dismukes, R. K. (2010). Understanding and Analyzing Human Error in Real-World Operations. In E.
Salas & D. E. Maurino (Eds.), Human Factors in Aviation (2nd ed., pp. 335-374). Amsterdam,
Boston: Academic Press/Elsevier.

Dorner, D. (1999). Bauplan fiir eine Seele (1. Aufl). Reinbek bei Hamburg: Rowohlt.

Dupuis, H. (1981). Mechanische Schwingungen und Stof3e. In Lehrbuch der Ergonomie. 2. bearb. und
erg. Aufl., pp. 222-235. Miinchen: Carl Hanser Verlag.

9 References iii



Durso, F. T., & Alexander, A. L. (2010). Managing Workload, Performance, and Situation Awareness in
Aviation Systems. In E. Salas & D. E. Maurino (Eds.), Human Factors in Aviation (2nd ed.,
pp. 217-247). Amsterdam, Boston: Academic Press/Elsevier.

Durso, F. T., Rawson, K. A., & Girotto, S. (2007). Comprehension and Situation Awareness. In F. T.
Durso, R. S. Nickerson, S. T. Dumais, S. Lewandowsky, & T. J. Perfect (Eds.), Handbook of Applied
Cognition (pp. 163-193). Chichester, UK: John Wiley & Sons Ltd.

EASA. (2012). Certification Specifications for Aeroplane Flight Simulation Training Devices. CS-FSTD(A).
Retrieved from https://www.easa.europa.eu/system/files/dfu/CS-
FSTD%28A%29%20Initial%20Issue.pdf

Ebermann, H.-J., & Scheiderer, J. (2013). Human factors on the flight deck: Safe piloting behaviour in
practice. Berlin, New York: Springer.

Edwards, C. L., Fillingim, R. B., & Keefe, F. (2001). Race, ethnicity and pain. Pain, 94(2), 133-137.
doi:10.1016/S0304-3959(01)00408-0

Eifler, T., Enss, G. C., Haydn, M., Mosch, L., Platz, R., & Hanselka, H. (2011). Approach for a Consistent
Description of Uncertainty in Process Chains of Load Carrying Mechanical Systems. Applied
Mechanics and Materials, 104, 133-144. doi:10.4028/www.scientific.net/AMM.104.133

Endsley, M. R. (1995). Toward a Theory of Situation Awareness in Dynamic Systems. Human Factors:
The Journal of the Human Factors and Ergonomics Society, 37(1), 32-64.
doi:10.1518/001872095779049543

Engelhardt, R., Birkhofer, H., Kloberdanz, H., & Mathias, J. (2009). Uncertainty-Mode-And-Effects-
Analysis: An Approach to analyse and estimate Uncertainty in the Product Life Cycle. In ICED-
International Conference on Engineering Design (pp. 191-202).

Engelhardt, R., Koenen, J. F., Enss, G. C., Sichau, A., Platz, R., Kloberdanz, H., . . . Hanselka, H. (2010).
A Model to Categorise Uncertainty in Load-Carrying Systems. In Ist MMEP International
Conference on Modelling and Management Engineering Processes (pp. 53-64).

Enss, G. C., Kohler, M., Krzyzak, A., & Platz, R. (2016). Nonparametric quantile estimation based on
surrogate models. IEEE Transaction on Information Theory, 5727-5739.

Ericsson, K. A. (Ed.). (2007). The Cambridge handbook of expertise and expert performance (Reprint).
Cambridge: Cambridge University Press.

Fischer, P., & Hofer, P. (2011). Lexikon der Informatik. Berlin, Heidelberg: Springer-Verlag Berlin
Heidelberg.

Fishbein, M., & Ajzen, 1. (1975). Belief, attitude, intention, and behavior: An introduction to theory and
research. Addison-Wesley series in social psychology. Reading, Mass: Addison-Wesley Pub. Co.

Fleishman, E. A. (1972). On the relation between abilities, learning, and human performance. American
Psychologist, 27(11), 1017-1032. doi:10.1037/h0033881

Franz, B. (2014). Entwicklung und Evaluation eines Interaktionskonzepts zur mandverbasierten Fiihrung
von Fahrgzeugen. TU Darmstadt, Institut fiir Arbeitswissenschaft, Darmstadt.

Freund, T., Wiirtenberger, J., Calmano, S., Hesse, D., & Kloberdanz, H. (2014). Robust design of active
systems - An Approach to Considering Disturbances within the Selection of Sensors. In T. J.

9 References iv



Howard & T. Eifler (Eds.): Proceedings of the International Symposium on Robust Design,
Proceedings of the International Symposium on Robust Design 2014 (pp. 137-147). Copenhagen,
Denmark.

Geilller, B., Hagenmeyer, L., Erdmann, U., & Muttray, A. (2007). Sekundenschlaf — eine unterschétzte
Gefahr? ErgoMed, 31, 16-22.

Gert, B., & Gert, J. (2016). The Definition of Morality. In E. N. Zalta (Ed.), The Stanford Encyclopedia of
Philosophy (2016th ed.). Metaphysics Research Lab, Stanford University.

Geschka, H., & Reibnitz, U. v. (1990). Vademecum der Ideenfindung eine Anleitung zum Arbeiten mit
Methoden der Ideenfindung. Frankfurt am Main: Battelle-Inst.

Giesa, H.-G., & Timpe, K.-P. (2002). Technisches Versagen und menschliche Zuverlassigkeit: Bewertung
der VerlaBlichkeit in Mensch_Maschine-Systemen. In K.-P. Timpe, T. Jiirgensohn, & H. Kolrep
(Eds.), Mensch-Maschine-Systemtechnik. Konzepte, Modellierung, Gestaltung, Evaluation (2nd ed.,
pp. 63-106). Diisseldorf: Symposion Publishing.

Goldberg, L. R. (1993). The structure of phenotypic personality traits. The American psychologist, 48(1),
26-34.

Gotz, B., Platz, R., & Melz, T. (2017). Consistent approach to describe and evaluate uncertainty in
vibration attenuation using resonant piezoelectric shunting and tuned mass dampers. In :
Mechanics & Industry, 2017, 2nd International Symposium on Uncertainty Quantification and
Stochastic Modeling (pp. 108-122).

Green, S. B. (1991). How Many Subjects Does It Take To Do A Regression Analysis. Multivariate
behavioral research, 26(3), 499-510. doi:10.1207/s15327906mbr2603_7

Greene, J. D. (2013). Moral tribes: Emotion, reason, and the gap between us and them. New York: The
Penguin Press.

Greif, S. (1989). Arbeits- und Organisationspsychologie: Internationales Handbuch in Schliisselbegriffen.
Miinchen: Psychologie-Verl.-Union.

Groche, P., Calmano, S., Felber, T., & Schmitt, S. O. (2015). Statistical analysis of a model based product
property control for sheet bending. Production Engineering Research and Development, 9, 25-34.
Retrieved from http://tubiblio.ulb.tu-darmstadt.de/70940/

GroB3, D., Hauger, W., Schroder, J., & Wall, W. (2010). Technische Mechanik: Band 3: Kinematik.
Heidelberg: Springer.

Grote, G. (2014a). Adding a strategic edge to human factors/ergonomics: Principles for the management
of uncertainty as cornerstones for system design. Applied Ergonomics, 45(1), 33-39.
doi:10.1016/j.apergo.2013.03.020

Grote, G. (2014b). Promoting safety by increasing uncertainty — Implications for risk management. Safety
Science. doi:10.1016/j.ssci.2014.02.010

Grote, G., & Roy, R. (2009). Management of uncertainty: Theory and application in the design of systems
and organizations. Decision Engineering. London: Springer-Verlag; Springer London.

Gruber, H. (1999). Erfahrung als Grundlage kompetenten Handelns (1. Aufl). Aus dem Programm Huber:
Psychologie-Forschung. Bern [u.a.]: Huber.

9 References Y]



Guilford, J. P. (1974). Personlichkeit: Logik, Methodik u. Ergebnisse ihrer quantitativen Erforschung (6.
Aufl.). Beltz-Studienbuch: Vol. 3. Weinheim, Basel: Beltz.

Hacker, W. (1980). Allgemeine Arbeits- und Ingenieurpsychologie: Psychische Struktur und Regulation von
Arbeitstdtigkeiten (3., durchges. u. erg. Aufl.). Berlin: Deutscher Verlag d. Wiss.

Hacker, W. (1984). Psychische Fehlbeanspruchung psychische Ermiidung, Monotonie, Sdttigung und Stref3;
mit 31 Tabellen (Spezielle Arbeits- und Ingenieurpsychologie in Einzeldarstellungen;2). Berlin:
Springer.

Hammond, K. R. (1996). Human judgment and social policy: Irreducible uncertainty, inevitable error,
unavoidable injustice. New York: Oxford University Press.

Hanselka, H., & Platz, R. (2010). Ansdtze und Malinahmen zur Beherrschung von Unsicherheit in
lasttragenden Systemen des Maschinenbaus: Controlling Uncertainties in Load Carrying Systems.
VDI-Zeitschrift Konstruktion, (Ausgabe November/Dezember 11/12-2010), 55-62.

Hardy, D. J., Satz, P., D'Elia, L. F., & Uchiyama, C. L. (2007). Age-Related Group and Individual
Differences in Aircraft Pilot Cognition. The International Journal of Aviation Psychology, 17(1),
77-90. doi:10.1080/10508410709336938

Hastings, D., & McManus, H. (2004). A Framework for Understanding Uncertainty and its Mitigation
and Exploitation in Complex Systems. In MIT Engineering Systems Symposium, March 2004.

Hauptmanns, U., & Werner, W. (1991). Engineering risks: Evaluation and valuation. Berlin, Heidelberg,
New York, London, Paris, Tokyo, Hong Kong, Barcelona: Springer.

Heckhausen, H., & Gollwitzer, P. M. (1987). Thought Contents and Cognitive Functioning in
Motivational versus Volitional States of Mind. Motivation and Emotion, 2(11).

Heckhausen, H., & Heckhausen, J. (2010). Motivation und Handeln: Mit 45 Tabellen; (4., iiberarb. und
erw. Aufl). Springer-Lehrbuch. Berlin [u.a.]: Springer.

Heimrich, F., & Anderl, R. (2016). Approach for the Visualization of Geometric Uncertainty of Assemblies
in CAD-Systems. Journal of Computers, 11(3), 247-257.

Hinckley, C. M. (1994). A global conformance quality model. A new strategic tool for minimizing defects
caused by variation, error, and complexity. Washington, D.C., Oak Ridge, Tenn.: United States.
Dept. of Energy; Distributed by the Office of Scientific and Technical Information, U.S. Dept. of
Energy.

Hoaglin, D. C., Iglewicz, B., & Tukey, J. W. (1986). Performance of Some Resistant Rules for Outlier
Labeling. Journal of the American Statistical Association, 81(396), 991. doi:10.2307/2289073

Holm-Hadulla, R. M. (Ed.). (2000). Kreativitdt. Berlin, Heidelberg: Springer Berlin Heidelberg.

Hopfner, S., & Naumann, V. (2009). AGG: Das Allgemeine Gleichbehandlungsgesetz: ein Leitfaden fur die
arbeitsrechtliche Praxis (3. Aufl.). Karlsruhe [Germany]: VVW.

Jeske, T. (2013). Entwicklung einer Methode zur Prognose der Anlernzeit sensumotorischer Tdtigkeiten.
Industrial engineering and ergonomics: Vol. 13. Aachen: Shaker.

9 References vi



Jez, U. (2005). Intelligenz als Determinante menschlicher Zuverldssigkeit und deren Implikation in die
Entwicklung von Fiihrungskrdften (Dissertation). Brandenburgische Technische Universitat
Cottbus, Cottbus.

Johnson, C. W. (2003). The Failure of Safety-Critical Systems: A Handbook of Accident and Incident
Reporting. Retrieved from http://www.dcs.gla.ac.uk/~johnson/book/

Johnson, M. (1997). Moral imagination: Implications of cognitive science for ethics. Chicago: University of
Chicago Press.

Jirgens, H. W. (1990). International data on anthropometry: English ed. of the research report
Internationaler anthropometrischer Datenatlas. Occupational safety and health series: Vol. 65.
Geneva: Internat. Labour Off.

Kahneman, D. (1973). Attention and Effort. Englewood Cliffs: Prentice-Hall.

Keidel, W. D. (1971). Sinnesphysiologie: Teil I; allgemeine Sinnesphysiologie; visuelles System. Heidelberger
Taschenbiicher: Vol. 97. Berlin [u.a.]: Springer.

Khoo, Y.-L., & Mosier, K. (2005). Searching for Cues: An Analysis on Factors Effecting the Decision
Making Process of Regional Airline Pilots. Proceedings of the Human Factors and Ergonomics
Society Annual Meeting, 49(3), 578-581. do0i:10.1177/154193120504900377

Kirwan, B., & Ainsworth, L. K. (1992). A Guide to task analysis. London, Washington, DC: Taylor &
Francis.

Kleinbeck, U. (Ed.). (2010). Arbeitspsychologie [Elektronische Ressource] hrsg. von Uwe Kleinbeck ...
Gottingen [u.a.]: Hogrefe.

Knetsch, T. (2006). Unsicherheiten in Ingenieurberechnungen. Berichte aus der Verfahrenstechnik. Aachen:
Shaker.

Knight, F. (1921). Risk, Uncertainty, and Profit. Mifflin, Boston, New York.

Kohler, M., Krzyzak, A., & Walk, H. (2014). Nonparametric recursive quantile estimation. Statistics and
Probability Letters, 93, 102-107.

Konig, C., Oberle, M., & Hofmann, T. (2016). "Mein Telefon ist resilient?" - Resilienz als Chance zur
Gestaltung von Arbeitsmitteln. In 62. Friihjahrskongress der Gesellschaft fiir Arbeitswissenschaft.

Krech, M., & Groche, P. (2016). A numerical and experimental analysis of a rotary swaging process for
manufacturing smart structures. In MSE-Congress.

Krey, N. C. (2007). 2007 Nall Report: Accident Trends and Factors for 2006. Retrieved from
https://www.aopa.org/-/media/files/aopa/home/training-and-safety/nall-report/07nall.pdf

Levy, J., & Nagylaki, T. (1972). AMODEL FOR THE GENETICS OF HANDEDNESS. Genetics, 72(1), 117—
128. Retrieved from http://www.genetics.org/content/72/1/117

Lewandowsky, S., Little, D., & Kalish, M. L. (2007). Knowledge and Expertise. In F. T. Durso, R. S.
Nickerson, S. T. Dumais, S. Lewandowsky, & T. J. Perfect (Eds.), Handbook of Applied Cognition
(pp- 83-109). Chichester, UK: John Wiley & Sons Ltd.

9 References vii



Liebau, H., & Landau, K. (2007). Ubung. In K. Landau (Ed.), Lexikon Arbeitsgestaltung. Best Practice im
Arbeitsprozess (1st ed., pp. 1254-1256). Stuttgart: Gentner.

Luczak, H. (1974). Belastungsmodelle. In H. Luczak (Ed.), Verhaltensmodelle des Piloten. Bericht iiber die
15. Sitzung des DGLR-Fachausschusses "Anthropotechnik" am 18.4.1976 in Meckenheim (pp. 67—
95). Koln: DLR.

Luczak, H. (1975). Untersuchungen informatorischer Belastung und Beanspruchung des Menschen.
Fortschritt-Berichte der VDI-Zeitschriften [VDI-Zeitschrift. Fortschritt-Berichte]: R. 10, Nr 2.

Luczak, H. (1989). Wesen menschlicher Leistung. In Institut fiir angewandte Arbeitswissenschaft e. V.
(Ed.), Arbeitsgestaltung in Produktion und Verwaltung. Taschenbuch fiir den Praktiker (pp. 39-69).
Koln: Wirtschaftsverlag Bachem.

Mackie, J. L. (1966). The Direction of Causation. The Philosophical Review, 75(4), 441.
doi:10.2307/2183223

Mainzer, J. (1982). Ermittlung und Normung von Korperkrdften - dargestellt am Beispiel der statischen
Betdtigung von Handrddern (Als Ms. gedr). Fortschrittberichte der VDI-Zeitschriften: Reihe 17,
Biotechnik: Vol. 12. Diisseldorf: VDI-Verlag.

Mallis, M. M., Banks, S., & Dinges, D. F. (2010). Aircrew Fatigue, Sleep Need and Circadian Rhythmicity.
In E. Salas & D. E. Maurino (Eds.), Human Factors in Aviation (2nd ed., pp.401-436).
Amsterdam, Boston: Academic Press/Elsevier.

Maérki, H., Maas, M., Kauer-Franz, M., & Oberle, M. (2016). Increasing Software Security by Using
Mental Models. In D. Nicholson (Ed.), Advances in intelligent systems and computing: volume 501.
Advances in Human Factors in Cybersecurity. Proceedings of the AHFE 2016 International
Conference on Human Factors in Cybersecurity, July 27-31, 2016, Walt Disney World®, Florida,
USA. Springer.

Masak, D. (2007). SOA?: Serviceorientierung in Business und Software. X.media.press. Berlin: Springer-
Verlag.

Mathiowetz, V., Federman, S., & Wiemer, D. (1985). Box und block test of manual dexterity: norms for
6-19 years old. CJOT, 52(5), 241-245.

Mathiowetz, V., Volland, G., Kashman, N., & Weber, K. (1985). Adult norms for the box and block test
of manual dexterity. The American Journal of Occupational Therapy, 36(6), 386-391.

McMahon, C., & Busby, J. (2005). Risk in the design process. In J. Clarkson & C. Eckert (Eds.), Design
process improvement: A review of current practice (pp.286-305). London: Springer London.
Retrieved from http://dx.doi.org/10.1007/978-1-84628-061-0 12

Melzer, C. M., Krech, M., Kristl, L., Freund, T., Kuttich, A., Zocholl, M., . . . Platz, R. (2015). Methodical
Approaches to Describe and Evaluate Uncertainty in the Transmission Behavior of a Sensory Rod.
In Applied Mechanics and Materials (Vol. 807, pp.205-217). Trans Tech Publications,
Switzerland.

Menard, S. W. (2002). Applied logistic regression analysis (2nd ed.). Sage university papers. Quantitative
applications in the social sciences: no. 07-106. Thousand Oaks, Calif.: Sage Publications.

Miller, G. A. (1960). Plans and the structure of behavior. New York: Holt.

9 References viii



Milliken, F. J. (1987). Three Types of Perceived Uncertainty about the Environment: State, Effect, and
Response Uncertainty. The Academy of Management Review, 12(1), 133-143. Retrieved from
http://www.jstor.org/stable/257999

Molesworth, B. R. C., & Chang, B. (2010). Predicting Pilots' Risk-Taking Behavior Through an Implicit
Association Test. Human Factors: The Journal of the Human Factors and Ergonomics Society, 51(6),
845-857. doi:10.1177/0018720809357756

Moray, N. (1999). Mental Models in Theory and Practice. In D. Gopher & A. Koriat (Eds.), Attention and
performance: Vol. 14. Attention and performance XVII. Cognitive regulation of performance,
interaction of theory and application (pp. 223-258). Cambridge, Mass.: MIT Press.

Muckler, F. A. (1984). Human factors review, 1984. Santa Monica, Calif.: Human Factors Society.

Miiller, J. (1990). Arbeitsmethoden der Technikwissenschaften: Systematik, Heuristik, Kreativitdt. Berlin:
Springer.

Myers, R. H. (1990). Classical and modern regression with applications (2nd ed.). Duxbury classic series.
Pacific Grove, CA.: Duxbury/Thompson Learning.

Nagel, D. C. (1988). Human Error in Aviation Operations. In E. L. Wiener & D. C. Nagel (Eds.), Cognition
and Perception. Human Factors in Aviation (pp. 263-303). San Diego: Academic Press. Retrieved
from http://dx.doi.org/10.1016/B978-0-08-057090-7.50015-1

Nerdinger, F. W., Blickle, G., & Schaper, N. (2008). Arbeits- und Organisationspsychologie. Springer-
Lehrbuch. Heidelberg: Springer-Medizin-Verlag. Retrieved from http://scans.hebis.de/HEBCGI/
show.pl?19777790_kap-1.pdf

Neufville, R. de & Weck, O. de. (2004). Uncertainty Management for Engineering Systems Planning and
Design. Monograph, Engineering Systems Symposium, MIT, Cambridge, MA, Mar. 2004.

Norman, D. A. (1990). The ‘problem’ with automation: inappropriate feedback and interaction, not ‘over-
automation’. In D. E. Broadbent, J. T. Reason, & A. D. Baddeley (Eds.), Oxford science publications.
Human factors in hazardous situations. Proceedings of a Royal Society Discussion Meeting held on
28 and 29 June 1989 (pp. 137-146). Oxford, New York: Clarendon Press; Oxford University
Press.

Norris, J. R. (2006, c1997). Markov chains. Cambridge series on statistical and probabilistic mathematics.
Cambridge, UK, New York: Cambridge University Press.

Nyhuis, P., Ullmann, G., & Potthast, J.-M. (2012). Zirkadiane Leistungsschwankungen in der Produktion.

Logistics Journal nicht-referierte Verdffentlichungen.
doi:10.2195/]j NotRev_nyhuis de 201210 01

Oberle, M., & Bruder, R. (2014). Untersuchung des menschlichen Einfluss auf die Unsicherheit der
Nutzung. In GfA (Ed.), Gestaltung der Arbeitswelt der Zukunft (Vol. 40, pp. 665-667).

Oberle, M., & Bruder, R. (2015). Process model for the investigation of human uncertainty during the
usage of load bearing systems. In Proceedings 19th Triennial Congress of the IEA.

Oberle, M., Helfert, M., Konig, C., & Bruder, R. (2017). Experimentelle Untersuchung des menschlichen
Einflusses auf die Unsicherheit in der Mensch-Technik-Interaktion. In 63. Kongress der
Gesellschaft fiir Arbeitswissenschaft.

9 References ix



Oberle, M., Konig, C., & Bruder, R. (2017). Investigation of the Action Sequence of Pilots during Landing
using Markov Models. In M. Schwarz & J. Harfmann (Eds.), Proceedings of the 32nd Conference
of the European Association for Aviation Psychology (pp. 336-350). Groningen, NL.

Oberle, M., Sommer, E., & Konig, C. (2017). Reduction of Human Induced Uncertainty Through
Appropriate Feedback Design. In L. I. Nunes (Ed.), Advances in Human Factors and System
Interactions: Proceedings of the AHFE 2016 International Conference on Human Factors and System
Interactions, July 27-31, 2016, Walt Disney World®, Florida, USA (pp. 43-55). Cham: Springer
International Publishing. Retrieved from http://dx.doi.org/10.1007/978-3-319-41956-5 5

O'Connor, P. D. T., & Kleyner, A. (2012). Practical reliability engineering (5th ed.). Hoboken, NJ: Wiley.

Osman, M. (2010). Controlling uncertainty: a review of human behavior in complex dynamic
environments. Psychological Bulletin, 136(1), 65-86. doi:10.1037/a0017815.

Oxford University Press. (2017a). English Oxford Living Dicornaries. Retrieved from
https://en.oxforddictionaries.com/definition/genetics

Oxford University Press. (2017b). English Oxford Living Dictonaries. Retrieved from
https://en.oxforddictionaries.com/definition/age

Perissinotto, E., Pisent, C., Sergi, G., Grigoletto, F., & Enzi, G. (2002). Anthropometric measurements in
the elderly: Age and gender differences. British Journal of Nutrition, 87(02), 177.
doi:10.1079/BJN2001487

Peters, H. (2007). Qualifikation. In K. Landau (Ed.), Lexikon Arbeitsgestaltung. Best Practice im
Arbeitsprozess (1st ed., pp. 1055-1058). Stuttgart: Gentner.

Plomin, R., DeFries, J. C., Knopik, V. S., & Neiderhiser, J. M. (2013). Behavioral Genetics (6th ed.). New
York: Worth Publishers.

Pritchett, A. R. (2010). The System Safety Perspective. In E. Salas & D. E. Maurino (Eds.), Human Factors
in Aviation (2nd ed., pp. 65-94). Amsterdam, Boston: Academic Press/Elsevier.

Raftery, J. (2003). Risk analysis in project management. London, New York: E & FN Spon.

Rasmussen, J. (1983). Skills, rules, and knowledge; signals, signs, and symbols, and other distinctions
in human performance models. IEEE Transactions on Systems, Man, and Cybernetics, SMC-13(3),
257-266. doi:10.1109/TSMC.1983.6313160

Reason, J. T. (1990). Human error. Cambridge [England], New York: Cambridge University Press.

Reichart, G. (2001). Menschliche Zuverldssigkeit beim Fiihren von Kraftfahrzeugen (Als Ms. gedr).
Fortschritt-Berichte / VDI Mensch-Maschine-Systeme: Nr. 7. Diisseldorf: VDI-Verl.

Reuter, U. (2013). Ungewissheit im Bauingenieurwesen - Spezifikation, Modellierung und Berechnung.
In S. Jeschke, E.-M. Jakobs, & A. Droge (Eds.), Exploring Uncertainty: Ungewissheit und
Unsicherheit im interdisziplindren Diskurs (pp.179-208). Wiesbaden: Springer Fachmedien
Wiesbaden. Retrieved from http://dx.doi.org/10.1007/978-3-658-00897-0 8

Richland, L. E., Linn, M. C., & Bjork, R. A. (2007). Instruction. In F. T. Durso, R. S. Nickerson, S. T.
Dumais, S. Lewandowsky, & T. J. Perfect (Eds.), Handbook of Applied Cognition (pp. 553-583).
Chichester, UK: John Wiley & Sons Ltd.

9 References X



Rigby, L. V. (1970). The Nature of Human Error. In Annual technical Conference Transactions of the ASQC
(pp- 457-466). Pittsburgh.

Rohmert, W. (1983). Formen menschlicher Arbeit. In Praktische Arbeitsphysiologie. 3., neubearb. Aufl,
pp. 5-29. Stuttgart [u.a.]: Thieme.

Rohmert, W. (1984). Das Belastungs-Beanspruchungskonzept. Zeitschrift fiir Arbeitswissenschaft, (38),
193-200.

Rohmert, W. (1988). Ergonomie, was ist das? Koln: Berufsgenossenschaft der Feinmechanik und
Elektrotechnik.

Rohmert, W. (1989). Korperkréfte. In Institut fiir angewandte Arbeitswissenschaft e. V. (Ed.),
Arbeitsgestaltung in Produktion und Verwaltung. Taschenbuch fiir den Praktiker (pp. 76-88). Koln:
Wirtschaftsverlag Bachem.

Rohmert, W., & Rutenfranz, J. (1983). Erholung und Pause. In Praktische Arbeitsphysiologie. 3.,
neubearb. Aufl, pp. 86-93. Stuttgart [u.a.]: Thieme.

Rohmert, W., Riickert, A., & Schaub, K. (1992). Kérperkrdfte des Menschen. Darmstadt: Technische
Hochschule, Institut fiir Arbeitswissenschaft.

Rosekind, M. R., Co, E. L., Gregory, K. B., & Miller, D. L. (2000). Crew Factors in Flight Operations XIII:
A Survey of Fatigue Factors in Corporate/Executive Aviation Operations. TM-2000-209610. Moffett
Field, CA: NASA.

Sanders, A. F. (1983). Towards a model of stress and human performance. Acta Psychologica, 53, 61-97.
doi:10.1016,/0001-6918(83)90016-1

Sansone, C. (2007). Intrinsic and extrinsic motivation: The search for optimal motivation and performance
(3. print. - transfer. to digit. print). Educational psychology series. San Diego [u.a.]: Acad. Press.

Sarter, N. B., & Woods, D. D. (1995). How in the World Did We Ever Get into That Mode?: Mode Error
and Awareness in Supervisory Control. Human Factors: The Journal of the Human Factors and
Ergonomics Society, 37(1), 5-19. doi:10.1518/001872095779049516

Saziorski, W. M. (1984). Biomechanik des menschlichen Bewegungsapparates. Berlin: SVB Sportverl.

Sbarra, D. A., & Emery, R. E. (2005). The emotional sequelae of nonmarital relationship dissolution:
Analysis of change and intraindividual variability over time. Personal Relationships, 12(2), 213—
232.doi:10.1111/§.1350-4126.2005.00112.x

Schaub, K., Caragnano, G., Britzke, B., & Bruder, R. (2013). The European Assembly Worksheet.
Theoretical Issues in Ergonomics Science, 14(6), 616-639. doi:10.1080/1463922X.2012.678283

Scheele, B., & Groeben, N. (1988). Dialog-Konsens-Methoden zur Rekonstruktion subjektiver Theorien: Die
Heidelberger  Struktur-Lege-Technik  (SLT), konsensuale Ziel-Mittel-Argumentation und
kommunikative Flussdiagramm-Beschreibung von Handlungen. Tiibingen: A. Francke.

Scheiderer, & Ebermann. (2011). Human Factors im Cockpit: Praxis sicheren Handelns fiir Piloten. Berlin
Heidelberg: Springer.

Schlick, C., Bruder, R., & Luczak, H. (2010). Arbeitswissenschaft (3., vollst. iiberarb. und erw. Auflage).
Berlin [u.a.]: Springer.

9 References Xi



Schmauder, M. (1996). Hdindigkeitsgerechte Gestaltung der Mensch-Maschine-Schnittstelle: Mit 9 Tabellen.
IPA-IAO-Forschung und -Praxis: Bd. 237. Berlin, Heidelberg, New York, Barcelona, Budapest,
Hongkong, London, Mailand, Paris, Santa Clara, Singapur, Tokio: Springer.

Schmauder, M. (1999). Hdndigkeitsgerechte Gestaltung von Arbeitsmitteln: Denkanstofse fiir
Produktgestalter, Kontrukteure und Designer. Technik: Organisation, Arbeit, Gesundheit,
Qualifikation + Technik: Vol. 19. Dortmund: Bundesanst. fiir Arbeitsschutz und Arbeitsmedizin.

Schmauder, M. (2007). Handigkeit. In K. Landau (Ed.), Lexikon Arbeitsgestaltung. Best Practice im
Arbeitsprozess (1st ed., pp. 625-627). Stuttgart: Gentner.

Schmidt, L. (2007). Mentale Modelle. In K. Landau (Ed.), Lexikon Arbeitsgestaltung. Best Practice im
Arbeitsprozess (1st ed., pp. 854-856). Stuttgart: Gentner.

Schmidt-Huber, M., Dorr, S., & Maier, G. W. (2014). Die Entwicklung und Validierung eines
evidenzbasierten Kompetenzmodells effektiver Fiihrung (LEaD: Leadership Effectiveness and
Development). Zeitschrift fiir Arbeits- und Organisationspsychologie A&O, 58(2), 80-94.
doi:10.1026/0932-4089/a000138

Schmidtke, H. (1965). Die Ermiidung: Symptome, Theorien, Messversuche. Bern: Huber.

Schmitt, S., Avemann, J., & Groche, P. (2012). Development of manufacturing process chains
considering uncertainty. Enabling Manufacturing Competitiveness and Economic Sustainability, 2,
111-116.

Schneider, J. H. (2010). Modellierung und Erkennung von Fahrsituationen und Fahrmanévern fiir
sicherheitsrelevante Fahrerassistenzsysteme. Chemnitz: Univ.-Verl.

Schonpflug, W., & Schonpflug, U. (1997). Psychologie: Allgemeine Psychologie und ihre Verzweigungen in
die Entwicklungs-, Personlichkeits- und Sozialpsychologie; ein Lehrbuch fiir das Grundstudium (4.
Aufl.). Psychologie Lehrbuch. Weinheim: Beltz [u.a.].

Schriver, A. T., Morrow, D. G., Wickens, C. D., & Talleur, D. A. (2008). Expertise Differences in
Attentional Strategies Related to Pilot Decision Making. Human Factors: The Journal of the Human
Factors and Ergonomics Society, 50(6), 864-878. doi:10.1518/001872008X374974

Schulte, K. L. (2012). Grundlagen des Fluges: 081 Principles of Flight - ein Lehrbuch fiir Piloten nach
europdischen Richtlinien (1. Aufl). Kéln: K.L.S. Publ.

Schulz-Schaeffer, 1. (2000). Sozialtheorie der Technik. Campus Forschung: Bd. 803. Frankfurt, New York:
Campus.

Scott, G., Leritz, L. E., & Mumford, M. D. (2004). The effectiveness of creativity training: A quantitative
review. Creativity Research Journal, 16(4), 361-388. do0i:10.1080/10400410409534549

Sheldon, W. H. (1970). The Varieties of Human Physique: An Introduction to Constitutional Psychology (2.
Aufl.). Darien, Conn.: Hafner Pub. Co.

Sheridan, T. B. (2010). The system perspective on human factors in aviation. In E. Salas & D. E. Maurino
(Eds.), Human Factors in Aviation (2nd ed.). Amsterdam, Boston: Academic Press/Elsevier.

Silverstein, B. A., Fine, L. J., & Armstrong, T. J. (1986). Hand wrist cumulative trauma disorders in
industry. British Journal of Industrial Medicine, 43(11), 779-784.

9 References Xii



Singer, R. N., & Rieder, H. (1985). Motorisches Lernen und menschliche Leistung. Bad Homburg: Limpert
Verlag.

Smith, R. (2010). Cessna 172: A pocket history (1. publ). Stroud: Amberley.

Smith, T. J., Henning, R., Wade, M., & Fisher, T. (2015). Variability in human performance. Human
factors and ergonomics. Boca Raton, FL: Taylor and Francis.

Sobkowicz, P., Thelwall, M., Buckley, K., Paltoglou, G., & Sobkowicz, A. (2013). Lognormal distributions
of user post lengths in Internet discussions - a consequence of the Weber-Fechner law? EPJ Data
Science, 2(1). doi:10.1140/epjds14

Soros, G. (2013). Fallibility, reflexivity, and the human uncertainty principle. Journal of Economic
Methodology, 20(4), 309-329. do0i:10.1080/1350178X.2013.859415

Stamatis, D. H. (2003). Failure mode and effect analysis: FMEA from theory to execution (2nd ed.).
Milwaukee, Wisc.: ASQ Quality Press.

Sternberg, R. J. (1999). Successful intelligence finding a balance. Trends in Cognitive Sciences— Vol. 3,
436-442.

Stich, S. (1993). Moral Philosophy and Mental Representation. In R. Michod, L. Nadel, & M. Hechter
(Eds.), The Origin of Values (pp. 215-228). Aldine de Gruyer.

Stirling, A. (2001). On Science and Precaution in the Management of Technological Risk. Report for the
European Commission Forward Studies Unit. Sevilla.

Stirling, A. (2003). Risk, Uncertainty and Precaution: Some Instrumental Implications from the Social
Sciences. In F. Berkhout, I. Scoones, & M. Leach (Eds.), Negotiating environmental change. New
perspectives from social science. Aldershot: Edward Elgar.

Stréter, O. (1997). Beurteilung der menschlichen Zuverldssigkeit auf der Basis von Betriebserfahrung. GRS:
Vol. 138. Koln, Garching b. Miinchen [u.a.].

Strayer, D. L., & Drews, F. A. (2007). Attention. In F. T. Durso, R. S. Nickerson, S. T. Dumais, S.
Lewandowsky, & T. J. Perfect (Eds.), Handbook of Applied Cognition (pp. 29-54). Chichester, UK:
John Wiley & Sons Ltd.

Szadkowski, D. (1984). Arbeitsmedizin und Verkehrsmedizin. In H.-J. Wagner (Ed.), Verkehrsmedizin:
Unter Einbeziehung aller Verkehrswissenschaften (pp.208-217). Berlin, Heidelberg: Springer
Berlin Heidelberg. Retrieved from http://dx.doi.org/10.1007/978-3-642-93243-4 9

Tavanti, M., & Bourgois, M. (2006). Control Tower Operations: A literature review of task analysis
studies. EEC note, 5.

Teipel, D. (1988). Diagnostik koordinativer Fdhigkeiten: Eine Studie zur Struktur und querschnittlich
betrachteten Entwicklung fein- und grobmotorischer Leistungen. Reihe Wissenschaft. Schwerpunkt
Psychologie: Bd. 13. Miinchen: Profil.

Thurston, D. B. (1995). Design for flying (2. ed.). New York, NY [u.a.]: TAB Books.

Tsang, P. S. (2003). Assessing cognitive aging in piloting. In P. S. Tsang & M. A. Vidulich (Eds.), Human
factors in transportation. Principles and practice of aviation psychology (pp.507-546). Mahwah,
N.J.: Lawrence Erlbaum.

9 References xiii



Turiel, E. (2007). The Development of Morality. In W. Damon & R. M. Lerner (Eds.), Handbook of Child
Psychology. Hoboken, NJ, USA: John Wiley & Sons, Inc.

Tversky, A., & Kahneman, D. (1974). Judgment under Uncertainty: Heuristics and Biases. Science (New
York, N.Y.), 185(4157), 1124-1131. doi:10.1126/science.185.4157.1124

Ulich, E. (2005). Arbeitspsychologie (6., liberarb. und erw. Aufl.). Ziirich Stuttgart: Vdf, Hochschulverl.
an der ETH Schaffer-Poeschel.

Ungerer, D. (1971). Zur Theorie des sensomotorischen Lernens Dieter Ungerer. Beitrdge zur Lehre und
Forschung der Leibeserziehung: Vol. 36. Schorndorf bei Stuttgart: Hofmann.

van Cott, H. (1994). Human Errors: Their Causes and Reduction. In M. S. Bogner (Ed.), Human error in
medicine (pp. 53-91). Hillsdale, NJ [u.a.]: Erlbaum.

VDL. (1980). Handbuch der Arbeitsgestaltung und Arbeitsorganisation. Diisseldorf: VDI-Verlag.

Vicente, K. J. (1999). Cognitive work analysis: Toward safe, productive, and healthy computer-based work.
Mahwah, NJ [u.a.]: Erlbaum.

Vidulich, M. A., Wickens, C. D., Tsang, P. S., & Flach, J. M. (2010). Information Processing in Aviation.
In E. Salas & D. E. Maurino (Eds.), Human Factors in Aviation (2nd ed., pp. 175-215).
Amsterdam, Boston: Academic Press/Elsevier.

Viertl, R., & Yeganeh, M. S. (2013). Mathematische Modelle fiir Ungewissheit. In S. Jeschke, E.-M.
Jakobs, & A. Droge (Eds.), Exploring Uncertainty: Ungewissheit und Unsicherheit im
interdisziplindren Diskurs (pp.271-280). Wiesbaden: Springer Fachmedien Wiesbaden.
Retrieved from http://dx.doi.org/10.1007/978-3-658-00897-0 11

Volkel, A. (2005). Evolutiondre Optimierung von Mensch-Maschine-Schnittstellen. Berlin: Logos-Verl.
Wakula, J. (2016, May 2). Strength Measurement (Oral).

Wakula, J., Berg, K., Schaub, K., Bruder, R., Glitsch, U., & Ellegast, R. (2009). Der montagespezifische
Kraftatlas. BGIA-Report: Vol. 2009,3. Hannover, Sankt Augustin: Deutsche Gesetzliche
Unfallversicherung (DGUV).

Wallace, K., Ahmed, S., & Bracewell, R. (2005). Engineering knowledge management. In J. Clarkson &
C. Eckert (Eds.), Design process improvement: A review of current practice (pp. 326-343). London:
Springer London. Retrieved from http://dx.doi.org/10.1007/978-1-84628-061-0 14

Waters, T. R., Putz-Anderson, V., Garg, A., & Fine, L. J. (1993). Revised NIOSH equation for the design
and evaluation of manual lifting tasks. Ergonomics, 36(7), 749-776.
doi:10.1080,/00140139308967940

Weck, O. de, Eckert, C., & Clarkson, P. J. (2007). A classification of uncertainty for early product and
system design. In Proceedings of the 16th International Conference on Engineering Design
(ICED’07). Retrieved from http://oro.open.ac.uk/13284/

Wehner, T., & Dick, M. (2007). Wissen und Erfahrung. In K. Landau (Ed.), Lexikon Arbeitsgestaltung.
Best Practice im Arbeitsprozess (1st ed., pp. 1315-1318). Stuttgart: Gentner.

9 References Xiv



Weinert, A. B. (1992). Motivation. In E. Gaugler & W. (. Weber (Eds.), Engzyklopddie der
Betriebswirtschaftslehre: Vol. 5. Handwérterbuch des Personalwesens (2nd ed., pp. 1429-1442).
Stuttgart: Poeschel.

Weil3, J., & Kilian, U. (Eds.). (2003). Der Brockhaus Naturwissenschaft und Technik. Mannheim, Leipzig:
Brockhaus.

Welford, A. T. (1968). Fundamentals of skill. Methuen's manuals of modern psychology. London: Methuen.

WHO. (1946). Preamble to the Constitution of the World Health Organization as adopted by the
International Health Conference, New York, 19-22 June, 1946; signed on 22 July 1946 by the
representatives of 61 States (Official Records of the World Health Organization, no. 2, p. 100) and
entered into force on 7 April 1948.

WHO. (1986). Ottawa Charta for health promotion: An international conference on health promotion: the
move towards a new public health: Ottawa, Canada, November 17-21, 1986. Ottawa.

WHO. (2014). Mental health: a state of well-being. Retrieved from
http://www.who.int/features/factfiles/mental_health/en/

Wickens, C. (2007). Aviation. In F. T. Durso, R. S. Nickerson, S. T. Dumais, S. Lewandowsky, & T. J.
Perfect (Eds.), Handbook of Applied Cognition (pp. 361-389). Chichester, UK: John Wiley & Sons
Ltd.

Wickens, C. D., & Hollands, J. G. (2000). Engineering Psychology and Human Performance (3. ed.). New
Jersey: Prentice Hall.

Wickens, C. D., Gordon, S. E., & Liu, Y. (2004). An introduction to human factors engineering (2nd ed).
Upper Saddle River, N.J.: Pearson Prentice Hall.

Wickens, C. D., Gordon, S. E., Liu, Y., & Lee, J. (2014). An introduction to human factors engineering
(Pearson new International edition, second edition). Harlow: Pearson Education Limited.

Wickens, C. D., Hollands, J. G., Banbury, S., & Parasuraman, R. (2012). Engineering psychology and
human performance (Fourth edition).

Wiebel, M., Eifler, T., Mathias, J., Kloberdanz, H., Bohn, A., & Birkhofer, H. (2013). Modellierung von
Unsicherheit in der Produktentwicklung. In S. Jeschke, E.-M. Jakobs, & A. Droge (Eds.),
SpringerLink: Biicher. Exploring Uncertainty. Ungewissheit und Unsicherheit im interdisziplindren
Diskurs (pp. 245-270). Wiesbaden: Springer Gabler.

Wiggins, J. S., & Pincus, A. L. (1992). Personality: structure and assessment. Annual review of psychology,
43, 473-504. doi:10.1146/annurev.ps.43.020192.002353

Wilson, W. C. (1963). Development of Ethnic Attitudes in Adolescence. Child Development, 34(1), 247.
doi:10.2307/1126845

Wing, R. R., Adams-Campbell, L. L., Marcus, M. D., & Janney, C. A. (1993). Effect of Ethnicity and
Geographical Location on Body Weight, Dietary Restraint, and Abnormal Eating Attitudes.
Obesity Research, 1(3), 193-198. doi:10.1002/j.1550-8528.1993.tb00611.x

Wiirtenberger, J., Freund, T., Lotz, J., & Kloberdanz, H. (2016). Development of a methodical approach
to handle uncertainty during the process of product modelling. In Proceedings of the 14th

9 References XV



International Design Conference DESIGN 2016 (pp.579-588). Dubrovnik. Retrieved from
http://tubiblio.ulb.tu-darmstadt.de/80832/

Yacavone, D. W., Borowsky, M. S., Bason, R., & Alkov, R. A. (1992). Flight experience and the likelihood
of U.S. Navy aircraft mishaps. Aviation, space, and environmental medicine, 63(1), 72-74.

Yin, P., Luo, P., Lee, W.-C., & Wang, M. (2013). Silence is also evidence: interpreting dwell time for
recommendation from psychological perspective. In R. L. Grossman, R. Uthurusamy, I. Dhillon,
& Y. Koren (Eds.), the 19th ACM SIGKDD international conference (p. 989).

Zhang, X., & Xue, H. (2013). Pilot Performance Models. In D. Hutchison, T. Kanade, J. Kittler, J. M.
Kleinberg, F. Mattern, J. C. Mitchell, . . . V. G. Duffy (Eds.), Lecture Notes in Computer Science.
Digital Human Modeling and Applications in Health, Safety, Ergonomics, and Risk Management.
Healthcare and Safety of the Environment and Transport (pp.134-140). Berlin, Heidelberg:
Springer Berlin Heidelberg.

Zimbardo, P. G., Gerrig, R. J., & Hoppe-Graff, S. (2003). Psychologie: Mit 70 Tabellen (7., neu iibers. und
bearb. Aufl.). Springer-Lehrbuch. Berlin [u.a.]: Springer.

Zocholl, M., Heimrich, F., Oberle, M., Wiirtenberger, J., Bruder, R., & Anderl, R. (2015). Representation
of Human Behaviour for the Visualization in Assembly Design. Applied Mechanics and Materials,
807, 183-192. doi:10.4028/www.scientific.net/AMM.807.183

Zocholl, M., Trinkel, T., & Anderl, R. (2014). Methode zur Beherrschung von Unsicherheit in expliziten
3D-CAD Geometrien. In 12. Gemeinsames Kolloquium Konstruktionstechnik (KT 2014). Methoden
in der  Produktentwicklung:  Kopplung von  Strategien —und  Werkzeugen im
Produktentwicklungsprozess (pp. 173-182). Bayreuth.

Zofel, P. (2011). Statistik fiir Psychologen: Im Klartext ([Nachdr.]). PS - Psychologie. Miinchen [u.a.]:
Pearson, Higher Education.

References of Supportive Student Works

Antos, V., Garcia, M., Yorur, C., Yazir, M., & Zhao, K. (2015). Plannung und Durchfiihrung eines
Vorversuchs zur Untersuchung der menschbedingten Nutzungsunsicherheit (Advanced Design
Project). Institute of Ergonomics & Human Factors, TU Darmstadt, Darmstadt.

Biiddefeld, M., Weber, M., Fetten, A. v., Junghans, K., Miiller, A., & Noll, G. (2013). Entwicklung und
Inbetriebnahme eines Flugsimulators auf Basis von Flight Simulator X von Microsoft. (Advanced
Design Project). Institute of Ergonomics & Human Factors, TU Darmstadt, Darmstadt.

Guseva, V. (2015). Uberarbeitung und Evaluation der Verstindlichkeit eines Feedbacksystems zur
Darstellung von Belastungszustdnden (Bachelorthesis). Institute of Ergonomics & Human
Factors, TU Darmstadt, Darmstadt.

Hu, Y.-M. S. (2016). Experimentelle Untersuchung des Einfluss von Geschicklichkeit auf die
menschbedingte Nutzungsunsicherheit (Bachelorthesis). Institute of Ergonomics & Human
Factors, TU Darmstadt, Darmstadt.

Keitz, P. v. (2014). Experimentelle Untersuchung des Einflusses von Erfahrung und Qualifikation auf die
Fahrwerksbelastung von Flugzeugen (Bachelorthesis). Institute of Ergonomics & Human Factors,
TU Darmstadt, Darmstadt.

9 References XVi



Manalili, J. (2014). Experimentelle Untersuchung des Einflusses von Ermiidung und Ubung auf die
Fahrwerksbelastung von Flugzeugen (Bachelorthesis). Institute of Ergonomics & Human Factors,
TU Darmstadt, Darmstadt.

Peinemann, P., & Keil, N. (2014). Entwicklung eines Versuchskonzeptes zur Analyse der
menschbedingten Varianz der Fahrwerksbelastung von Flugzeugen (Bachelorthesis). Institute of
Ergonomics & Human Factors, TU Darmstadt, Darmstadt.

Pertz, J. (2016). Experimentelle Untersuchung des Einfluss von Kraftvermogen auf die menschbedingte
Nutzungsunsicherheit (Bachelorthesis). Institute of Ergonomics & Human Factors, TU Darmstadst,
Darmstadt.

Rosner, A., Kaupe, T., Li, P., Zierk, M., & Mautes, N. (2015). Erweiterung und Konstruktion eines
Versuchsstands zur Untersuchung der menschbedingten Nutzungsunsicherheit (Advanced
Design Project). Institute of Ergonomics & Human Factors, TU Darmstadt, Darmstadt.

Sommer, E. (2016). Untersuchung des Einflusses verschiedener Feedbackvarianten auf die
Systembelastung (Bachelorthesis). Institute of Ergonomics & Human Factors, TU Darmstadt,
Darmstadt.

Sprenger, E. R. (2016). Experimentelle Untersuchung des Einfluss der Armbewegung auf die
menschbedingte Nutzungsunsicherheit (Bachelorthesis). Institute of Ergonomics & Human
Factors, TU Darmstadt, Darmstadt.

Stolz, N. (2015). Entwicklung einer Methode zur Unsicherheitsbewertung von Tatigkeiten auf Basis
menschlicher Einflussgrof3en (Studienarbeit). Institute of Ergonomics & Human Factors, TU
Darmstadt, Darmstadt.

Wang, H., Coskun, R., Da, J., & Bahyl, A. (2014). Konzeptionierung und Teilumsetzung eines
Versuchsstands zur Untersuchung der menschlichen Unsicherheit (Advanced Design Project).
Institute of Ergonomics & Human Factors, TU Darmstadt, Darmstadt.

Wang, X. (2016). Analyse von Handlungsabldufen von Piloten bei der Flugzeuglandung mittels Markov-
Chains (Masterthesis). Institute of Ergonomics & Human Factors, TU Darmstadt, Darmstadt.

Wolf, H. M. (2013). Entwicklung eines Prozesskettenmodells zu reguldren Landemanovern in der
Luftfahrt (Bachelorthesis). Institute of Ergonomics & Human Factors, TU Darmstadt, Darmstadt.

9 References XVii



Appendix

A Operationalization of Variables for Study One

Type Variable Measurement Method Unit/ . Scale
Categories
Independent Placing Weight Active Variation 1 kg; 3 kg Nominal
Instruction Active Variation centrally; softly; Nominal
centrally &
softly
Arm Strength in A+ Force Measurement Rig N Ratio
BBT-Score Box-and-Blocks Test Transitions in ~ Ratio
60 seconds
Hotwire Rank Hotwire Apparatus Rank of Time Ordinal
and Errors
Dependent = Mean of Fmax over all 6 runs Tripod - Force Sensors N Ratio
Std. deviation of Fmax over all 6 Tripod - Force Sensors N Ratio
runs
Mean of Eccentricity over all 6 Tripod - Calculation cm Ratio
runs through force
distribution
Std. deviation of Eccentricity over Tripod - Calculation cm Ratio
all 6 runs through force
distribution
Covariate Age Questionnaire Years Ratio
Body Weight Questionnaire kg Ratio
Body Height Questionnaire cm Ratio
Sporting Activity Questionnaire no sport; Ordinal
monthly;
weekly; daily
Sporting Activity Today Questionnaire Yes; No Nominal
Caffeine Consumption Today Questionnaire Yes; No Nominal
Perceived Effort Questionnaire 7-pointed Likert Ratio
Scale
Perceived Concentration Questionnaire 7-pointed Likert Ratio
Scale
Perceived Motivation Questionnaire 7-pointed Likert Ratio
Scale
Pedestal Height Direct Measurement cm Ratio
Initial Task Checklist A,B,C,D,Eor Nominal
F
Degree Program Questionnaire Text Nominal
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B Questionnaire of Study One

Laumummer | 001 Name

Datum Alter

Gewicht Grolie
1. Probandencode

Um die beantworteten Fragen spater den entsprechenden Messwerten aus dem Versuch zuordnen zu
kénnen, wird jedem Probanden ein individueller Probandencode zugewiesen. Des Weiteren kann
dadurch in Zukunft festgestellt werden, ob der Proband an weiteren Versuchen am Dreibein teilnimmt.
Durch den Probandencode kann nicht auf die Identitat des Probanden geschlossen werden.

1. Bitte gebe die letzten beiden Buchstaben des Vornamens deiner Mutter an.

Beispiel: Thre Mutter heift Sandra. Bitte gebe ,ra“ an.

2. Bitte gebe den Tag an, an dem du geboren wurdest.

Beispiel: Du wurdest am 08.12.1989 geboren. Bitte gebe ,08“ an.

3. Bitte gebe die ersten beiden Buchstaben deines Geburtsortes an.

Beispiel: Du wurdest in Darmstadt geboren. Bitte gebe ,.Da“ an.

2. Fragebogen: Vor dem Versuch

. Treibst du regelmallig Kraft- und/oder Ausdauersport?

O Ja, taglich

T Ja, wichentlich
T Ja, monatlich
O Nein

Hast du heute Sport betrieben?

. Hast du heute Koffein oder ahnliche Mittel zu dir genommen?

0 Ja:
T Nein

. Hast du korperliche Einschrankungen?

0Ja:
O Nein

Laufnummer 001 | Datum:
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5. 'Wie bist du auf uns aufmerksam geworden?
O Plakat
O Flyer
O personlicher Kontaks
T Soziale Netmwerke
0 Sonstiges

&. Was studierst du?

7. Hast du bereits an einem Dreibein Versuch teilgenommen?
OJa

O Nein

Laufnummer 001 | Datum: 2
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3. Nach dem 2. Durchgang

Wie anstrengend findest du den Versuch bisher?

gar nicht anstrengend

Wie konzentriert bist du auf den Versuch?

gar nicht konzentriert _

Wie motiviert bist du, den Versuch weiterzufithren?

gar nicht motiviert _

sehr anstrengend

sehr konzentriert

sehr motiviert

Laufmummer 001 | Datum:
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4. Nach dem 4. Durchgang

Wie anstrengend findest du den Versuch bisher?

gar nicht anstrengend

O o (o] o O o O

[
(%]
o+
w
e |

Wie konzentriert bist du auf den Versuch?

gar nicht konzentriert _

Wie motiviert bist du, den Versuch weiterzufithren?

gar nicht motiviert _

sehr anstrengend

sehr konzentriert

sehr motiviert

Laufnummer 001 | Datum:
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5. Nach dem 6. Durchgang

Wie anstrengend findest du den Versuch bisher?

gar nicht anstrengend

Wie konzentriert bist du auf den Versuch?

gar nicht konzentriert _

Wie motiviert bist du, den Versuch weiterzufithren?

gar nicht motiviert

sehr anstrengend

sehr konzentriert

sehr motiviert

Laufmummer 001 | Datum:

Appendix - Questionnaire of Study One
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C Checklist and Additional Material for Study One

1. Vorbereitungen fur Probanden

Geschicklichkeitstests

Kamera fiir den BBT ausrichten.
Kamera fiir den Hotwire ausrichten.
Alle Blocke auf eine Seite bringen.
Zahler auf null stellen.

0o oon

CAPTIV

Desinfizieren aller Gerate/Sensoren.

Sensoren anschalten.

Zuordnung der Sensoren zu den T-LOG Kanilen.
Sensornummer und zugeordneter Kanal notieren.

Hansaplast-Streifen vorbereiten

{10 O I I

Sensornummer Nummer in T-Log

Kraftsensoren
FS-0069
Bewegungssensoren
MO-0148

MO-0150

MO-0151

MO-0152
Pulsmessgerat
CF-0081
Beschleunigungssensor
AC-0064

Allgemein
O Schild raushangen.

O Auf Ordnung im Labor achten: Stehen die Stithle richtig? Ist aufgeraumt?

Probandencode: -

Laufnummer 006 | Datum:
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2. Einfuhrung des Probanden

O Begriiung des Probanden, Vorstellung (Eric, Jan, Sylvia)

O Bist du Rechtshiander und zwischen 20 und 24 Jahre alt?*

O Den Proband darauf hinweisen, dass es Kekse und etwas zu trinken gibt.
O ,Mach es dir bequem, deine Tasche kannst du hier abstellen.“

D Einverstindniserklirung

O ,Jetzt werde ich dir kurz etwas zum Versuch erzdhlen. Du wirst heute mehrere kleinere
Versuche durchfithren. Dazu gehoren das Kraftmessgestell, das Dreibein und der Hot-Wire-
sowie der Box-Block-Test.

Der Sonderforschungsbereich 805 untersucht die Unsicherheit in lasttragenden Systemen
des Maschinenbaus. Wenn Unsicherheit beherrscht werden kann, kann auch die Qualitat der
Produkte erhdht werden. Unsicherheit ist ein Phanomen, das iiberall vorkommt. Unsicherheit
bedeutet nichts anderes als einen Mangel an Informationen. Das IAD betrachtet dabei die
Unsicherheit im menschlichen Handeln. Deswegen machen wir heute einen Versuch, um die
Unsicherheit quantifizieren zu kénnen. Ihr leistet also mit eurer Teilnahme einen Beitrag zur
Beherrschung der Unsicherheit im Maschinenbau. Das Ziel unserer Bachelorarbeiten ist es,
verschiedene menschliche Einflussgrofien (Kraftvermogen, Armbewegung, Geschicklichkeit)
und deren Wirkung auf die Belastung des Dreibeins zu untersuchen. Hast du noch Fragen
dazu?“

O ,Bist du bereit ununterbrochen den ca. 50-miniitigen Versuch durchzufithren oder méchtest du
vor dem Versuch auf die Toilette?“

O ,Schalte bitte dein Handy jetzt auf lautlos.”

Laufnummer 006 | Datum: 2
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3. Kraftmessgestell

Begrilfung des Probanden und Prasentation des Kraftmessgestell

Die Hohe der Querstrebe an den Probanden anpassen

Achten, dass der Proband nicht das Kabel der Sensoren beriihrt

Ellenbogen im 90°, Unterarm senkrecht zum Oberkérper und gerader Riicken

Entfernung zwischen Proband und Sensorik iiberpriifen

Anweisung an Proband:

. Bitte mit maximaler Kraft und festem Zugreifen in Richtung A+/C+ driicken. Dabei die Kraft
nur aus der Arm und nicht aus dem Oberkorper nehmen, d.h. der Korper sollte sich nicht
bewegen. Maximalkraft bedeutet, dass es unangenehm ist, aber nicht weh tut.©
Rilckfragen vom Probanden beantworten

Beim WIDAAN Client auf , Start* klicken (Proband 1, aufrecht A+, Messung 4s)

Nach der Messung dffnet sich wieder ein neues Fenster - Tabelle schliefen

|58 [ I I I 8 B

oo

Ll

Name der abgespeicherten Datei fiir A+ notieren

Zuriickkehren zum WIDAAN Client
Beim WIDAAN Client auf , Start” klicken (Proband 1, aufrecht C+, Messung 4s)
Nach der Messung 6ffnet sich wieder ein neues Fenster - Tabelle schliefen

(S R |

(W]

Name der abgespeicherten Datei fiir C+ notieren

Laufnummer 006 | Datum: 3
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4. Captiv-System
| Anbringen des Captiv-Systems  Erledig?
1 - Anbringen des Pulsmessgerats an der Brust mit Fixierung
3 - Keine Knicke im Kabel, nicht zu straff
4 | Pritfen, ob Kupplungsstellen der Sensorkabel isoliert sind
5 | Handschuh anziehen
6 | Priifen, ob Sensomummer notiert ist.
7 Sensoren befestigen
- Nacken
- Oberarm
-Unterarm
| -Hand
8 Beschleunigungssensoren an Gewichte anbringen
9 - Auf aufrechte achten, entspannte Hand - Kalibrieren
X 0152
o151 AN . . Ae i
N D el |
%!
<\ 5 / "
o1s0 s 0k
\ /
0148 ~! '; | { 2 N
Laufnummer 006 | Datum: 4
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5. Dreibein

Position der Beine dberpriifen und Anweisungen auf Bildschirm anzeigen lassen.

Begriilfung des Probanden am Versuchsstand. Wenn alles in Ordnung ist, wird die Tiir
geschlossen.

Versuchsleiter: , Bevor wir mit dem Versuch beginnen, muss der Versuchstisch an deine
Korpermalfle angepasst werden.”

Versuchsleiter: | Stell dich bitte mit der rechten Seite zum Stab an den Versuchstisch.

Nun wird die Verstellung des Podestes in z-Richtung vorgenommen. Dazu wird der vertikale
Abstand zwischen der Tischplatte und der Unterkante des Handgelenkes des Probanden mit
Hilfe eines Messstabs bestimmt.

Versuchsleiter: , Winkel den Unterarm in einem 90° Winkel an.“ Am Messstab kann direkt die
notwendige Podesthohe abgelesen werden.

Podesthéhe

Versuchsleiter: | AnschlieRend streckst du deinen Arm auf Schulterhéhe aus und entfernst dich
soweit vom Tisch (in x-Richtung), dass du den Stab bequem greifen kannst.”

Die Abstandsvorrichtung des Versuchsstandes mit dem Laser wird nun so weit ausgefahren,
dass der Laserstrahl die Fullspitzen des Probanden beriihrt.

Nun stellt der Versuchsleiter das Podest in x- und z-Richtung anhand der vorher bestimmten
Werte ein. Die Abstandsvorrichtung wird wieder in ihre Ausgangsposition gebracht.

Versuchsleiter: , Nun beginnt der Hauptversuch. Bitte stell dich so auf das Podest, dass deine
Fullspitzen die rote Markierung berithren. Die Anweisungen werden dir auf dem Monitor
angezeigt. Starte erst, wenn ich , los“ sage. Danach hast du 10 Sekunden Zeit, die Masse
abzustellen. Es gibt 6 Anweisungen, die jeweils 6 Mal ausgefiihrt werden. Fir das Auflegen
und Abstellen geben wir dir jedes Mal ein Signal. (Auflegen und Ablegen der Gewichte nur bei
[Ready’. Bei Please wait* keine Aktion vornehmen.)

Rilckfragen des Probanden beantworten.
T-Log Hauptmenii: Record Data on SD Card > Record
Kamera anschalten.

T Laufmummer in die Kamera halten.
T Fiir 4s moglichst fest die Hantel am Griff packen (Maximal beim Zupacken)

Flash zum Synchronisieren auslésen und in die vordere Kamera halten.

Die Software GSVReVis offnen - Settings - Path, File Name einstellen > Measurment -
Start measuring - Recording (ab jetzt speichert das Programm die Datei) - ,Los!“ - nach 10
Sekunden: ,Jetzt abstellen bitte.”

Zum Beenden Recording driicken

~Gewicht runternehmen bitte.“ - Zuriick zu 8. - Settings (2. Messung startet)

Laufnummer 006 | Datum: 5
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Aufgaben nach dem Versuch | Erledigt?
Flash an T-Log emeut auslosen und in vordeme Kamera halten |
Aufnahme stoppen
Kameras ausschalten

' Daten von Kamera und T-Log auf PC ibertragen
Sensoren abnehmen

Lo S R

lkg | Anzahl 3kg | Anzahl

sanft _ A D
mittig B E
sanft und mittig C P
6. Box-Block-Test
| Aufgaben vor dem Versuch | Erledigt?

1 Alle Blocke auf die rechte Seite bringen (unsortiert) — nicht stapeln!
2 Priifen, ob die Videokamera ausgerichtet ist
3 | Box muss mittig stehen

Priifen, ob der Abstand zur Box stimmt: _Strecke bitte deine Arme aus!“

. Wir testen beim Box Block Test deine Geschicklichkeit. Ziel ist es, die Blocke so schnell wie
moglich auf die andere Seite zu bringen.“

_Heb* einen Block auf die andere Seite der Box und lass ihn dort fallen. Achte darauf, dass
deine Fingerspitzen die Trennwand iiberqueren. Schau, ich zeige es dir.*

(Der Versuchsleiter zeigt es dem Probanden und hebt 3 Blacke iiber die Trennwand.)

~Wenn du mehrere Blocke gleichzeitig riiberbringst, wird dies als ein Block gewertet. Wenn du
Blocke unabsichtlich auf den Boden fallen ldsst, nachdem du sie dber die Trennwand gehoben
hast, zdhlen diese trotzdem. Verschwende keine Zeit damit diese aufzuheben. Wenn du Blocke
auf die andere Seite bringst ohne dass die Fingerspitzen die Trennwand iiberqueren, zdhlen
diese Blocke nicht. Bevor wir beginnen kannst du 15 Sekunden iiben. Hast du noch Fragen?”

.Leg die Hande links und rechts neben die Box. Beim Versuch bleibt die linke Hand bitte links
neben der Box liegen. Zum Testbeginn sage ich zuerst Fertig‘ und danach Los".“

Der Proband hat nun 15 Sekunden Zeit zu iiben. Falls er dabei Fehler macht, so korrigiert der
Versuchsleiter diese.

Videokamera einschalten. Probandennummer auf dem Zettel in die Kamera halten.

[N

,Der Test beginnt jetzt und dauert 60 Sekunden. Es gelten die gleichen Anweisungen wie bei
der Ubung. Sei so schnell, wie du kannst. Fertig? Los!* — Nach einer Minute: ,Stopp“.

Aufgaben nach dem Versuch Erledigt?
il vNoﬂerm,wieoftdethbanddenUbexganggemachthat
2 Notieren, wieviele Klotzchen er ritbergebracht hat
3 Videokamera ausschalten
. Anzahl der Ubergénge
' Anzahl der Blocke
Laufnummer 006 | Datum: 6
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7. Hot-Wire-Test

Priifen, ob Kamera ausgerichtet ist.

USB-Stecker an Hotwire und an den Laptop anschlieffen.

Excel Tabelle 6ffnen und _Inhalt aktivieren® oben im Fenster driicken.

2-3 Mal den obersten Schalter driicken, bis , Tasten riicksetzen® steht.

,Das Ziel ist es, die Ose so schnell wie méglich vom Anfang bis zum Ende des Drahtes zu
fithren und den Draht moglichst nicht zu beriihren. Es wird dabei die Zeit und die Anzahl der
Fehler gemessen. Bei einem Kontakt ertont ein Signal. Die Zeit startet, sobald du den
Startkontakt berithrst und endet, sobald du den Endkontakt beriihrst.“ (Versuchsleiter zeigt
dem Probanden die Start- und Endkontakze.)

Serz* dich bitte hin und strecke deinen Arm auf Schulterhéhe aus. Dein Arm sollte auf Héhe
des Drahtes zwischen den Hockem des Kamels liegen. Ist das nicht der Fall, so kannst du den
Stuhl hoch oder runterstellen.”

~Achte bitte darauf, dass du den Startkontakr und den Endkontakr nicht zu lange beriihrst, da
sonst das Programm spinnt. Ich sage dir Bescheid, ab wann du anfangen kannst. Hast du noch
Fragen zum Vorgehen?*

Kamera einschalten.

»Du kannst jetzt anfangen.”
Nachdem der Proband fertig mit dem Test ist, ,Ergebnis abspeichemn* driicken.

Ll

Aufgaben nach dem Versuch Erledigt?
1 Zeit notieren
2 Berithrungen mit dem heilfen Draht notieren
3 Stab wieder an Anfang zuriickfithren
4 Videokamera ausschalren
1 2 3 < 5 6
Zeit
Anzahl der Fehler
Auf Hotwire
angezeigte Nummer
Auf Hotwire
angezeigte Zeit
O Vergiitungsbestatigung unterschreiben lassen
O Présent iibergeben
Laufnummer 006 | Datum: 7
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8. Nachbereitungen Proband:

Allgemein

Schild abhangen.

Laufzettel einheften.
Vergiitungsbestatigung einheften.
Einverstandniserklarung einheften.
Digitalisieren der Laufzettel.

Geschicklichkeitstests
O Videos speichem und benennen.
Krassmessgestell
T Widaan-Daten auf externen Speichergerit sichern

[ I S I

Laufnummer 006 | Datum: 8
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Test of Normality of the four dependent variables

D Additional Test-tables and Figures for Study One

Tests of Normality

Kolmogorov-Smirnov? Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Mean of Fmax over all 6 158 348 000 701 348 000
runs [N]
Std. deviation of Fmax over 184 348 000 720 348 000
all 6 runs [cm]
Mean of Eccentricity over all 269 348 000 469 348 000
6 runs [N]
Std. deviation of
Eccentricity over all 6 runs ,266 348 ,000 ,517 348 ,000
[cm]
a. Lilliefors Significance Correction
Test of normality for Ln(AVs)
Tests of Normality
Kolmogorov-Smirnov? Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Ln(Mean of Fmax over all 6
,034 305 ,200° ,996 305 ,723
runs [N])
Ln(Std. deviation of Fmax N
,033 305 ,200 ,993 305 ,145
over all 6 runs [cm])
Ln(Mean of Eccentricity
,034 305 ,200° ,994 305 ,326
over all 6 runs [N])
Ln(Std. deviation of
Eccentricity over all 6 runs ,034 305 ,200" ,994 305 ,304
[cm])
*. This is a lower bound of the true significance.
a. Lilliefors Significance Correction
Quantification of Uncertainty
Check Strength Measurement
Correlation A+ vs. C+
Tests of Normality
Kolmogorov-Smirnov? Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
F_rightArm_A+ ,067 42 ,200" ,987 42 ,917
F_rightArm_C+ 121 42 ,128 ,975 42 ,489

*. This is a lower bound of the true significance.

a. Lilliefors Significance Correction
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Correlations

F rightArm A+ | F rightArm C+
Pearson Correlation 1 ,551™
F_rightArm_A+  Sig. (2-tailed) ,000
N 42 42
Pearson Correlation ,551™ 1

F_rightArm_C+  Sig. (2-tailed) ,000
N 42 42

**_Correlation is significant at the 0.01 level (2-tailed).

Correlation single-handed vs. two-handed

Tests of Normality

Kolmogorov-Smimov® Shapirc-Wilk
Statistic df Sig. Statistic df Sig.
F_rightArm_A+_twoHands 123 16 200 939 16 341
F_rightArm_A+ oneHand VAT 16 200 933 16 275

* This is a lower bound of the true significance.

a. Lilliefars Significance Correction

Correlations

F_rightArm_A F_rightArm_A
+ twoHands + oneHand
F_rightArm_A+ twoHands  Pearson Correlation 1 911
Sig. (2-tailed) ,000
N 16 16
F_rightArm_A+_oneHand Pearson Correlation :911” 1
Sig. (2-tailed) ,000
N 16 16

**_Correlation is significant at the 0.01 level (2-tailed).

Appendix - Additional Test-tables and Figures for Study One XXXIII



Correlation A+ vs. Parasitic Forces

Tests of Normality

K0|m0g0I'OV—SmiI'HOVa Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
F_rightArm_kor_part 055 58 ,200' 993 58 J985
F_rightArm_res_part 052 o8 ,2[]{]“ 992 58 964
* This is a lower bound of the true significance.
a. Lilliefors Significance Correction
Correlations
F_rightArm_k F_rightArm_re
or_part s_part
F_rightArm_kor_part Pearson Correlation - 1 - :998"
Sig. (2-tailed) ,000
N 58 58
F_rightArm_res_part Pearson Correlation ,998" 1
Sig. (2-tailed) 000
N 58 58
**_Correlation is significant at the 0.01 level (2-tailed).
Check Dexterity Measurement
Compare BBT-Score to Table-Data of Mathiowitz
Tests of Normality
Kolmogorov-Smirnov® Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
BBT-Score ,103 58 ,198 ,969 58 ,150
a. Lilliefors Significance Correction
One-Sample Test
Test Value = 88
t df Sig. (2-tailed) | Mean Difference 95% Confidence Interval of the
Difference
Lower Upper
UV _BBT partScore -10,055 57 ,000 -10,914 -13,09 -8,74
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Check influence of subject of study

Independent Samples Test

Levene's Test t-test for Equality of Means
for Equality of
Variances
F Sig. t df [ Sig. (2-]| Mean Std. 95% Confidence Interval of
tailed) | Differen | Error the Difference
ce Differen Lower Upper
ce
Equal
variances 1,783 ,187| 2,582 56 ,012 5,358 2,075 1,201 9,516
BBT-Score assumed
Equal 50.6
variances not 2,548 67 ,014 5,358 2,103 1,136 9,581
assumed
Correlation between BBT and Hotwire
40,00
o
o
o
(o] o (o] (o]
o
30,00 o]
© o oo
= o}
] o
14 o o]
[ [ @ O
g o] o O
0‘ 20,00 o o] °
L o]
: e .
T o o
= (o] = o]
2 o o
(o] o] o]
10,00 o o o o o o
o
o
(o]
]
o]
o
00

=
=B

60

T
a0

UV_BBT_partScore

Correlations

20

UV_BBT_partS | UV_Hotwire_pa
core rtRank
Correlation Coefficient 1,000 -,036
UV_BBT_partScore Sig. (2-tailed) . ,788
Spearman's rho N 58 °8
Correlation Coefficient -,036 1,000
UV_Hotwire_partRank Sig. (2-tailed) ,788 .
N 58 58
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Check for practicing effect
Practicing effect for eccentricity

Test Statistics?

N 337
Chi-Square 6,986
df 5
Asymp. Sig. ,222

a. Friedman Test

Practicing effect for Maximum Force

Test Statistics?

N 337
Chi-Square 8,618
df 5
Asymp. Sig. ,125

a. Friedman Test

Check for Effects form motivation, effort and concentration

Check for change of the factors

Descriptive Statistics

Percentiles
N 25th 50th (Median) 75th
Effart_T1 58 1,00 1,50 2,00
Effort_T2 58 1,00 2,00 3,00
Effort_T3 58 2,00 2,00 3.00

Friedman Test

Ranks
Mean Rank
Effort_T1 1,54
Effort T2 2,05
Effort T3 2,41

Test Statistics®

N
Chi-Square
df
Asymp. Sig.

58
43,197
2

000

a. Friedman Test
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Descriptive Statistics

Percentiles
N 25th 50th (Median) 75th
Mativation_T1 58 5,00 6,00 7,00
Mativation_T2 58 5,00 6,00 7,00
Motivation_T3 58 5,00 6,00 7,00

Friedman Test

Ranks

Mean Rank

Motivation_T1 2,18
Motivation_T2 2,05
Motivation_T3 1,77

Test Statistics®

N 58
Chi-Square 15,662
df 2
Asymp. Sig. 000

a. Friedman Test
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Impact of Influencing Factors on Strain
On Ln Mean Maximum Force

Variables Entered Removed®
Yariables Yariables
Madel Entered Removed Method
1 Placing Stepwise
Weight (Criteria:
Probabhility-of-
F-to-enter ==,
nan,
Probability-of
F-to-remove
== 100).
2 Instruction_so Stepwise
ftly (Criteria:
Probability-of
F-to-enter ==,
nan,
Probability-of-
F-to-remaove
== 100).
3 Change of Stepwise
Perceived (Criteria:
Mativation Probability-of
F-to-enter ==,
nan,
Probability-of
F-to-remove
== 100).
4 Mechanical Stepwise
Engineering (Criteria:
Degree Probability-of-
Progam vs. F-to-enter ==,
Others 040,
Probability-of
F-to-remaove
== 100).
a. DependentVariable: LniMean of Fmax over all &
runs M)
Model Summary®
Change Statistics
Adjusted R Std. Error of R Square
Maodel R R Square Square the Estimate Change F Change df1 df2 Sig. F Change
1 4847 235 232 ,38662 235 100,818 1 329 .ooo
2 495° ,249 2458 ,38251 014 6,376 1 3zg 012
3 545° 297 ,290 37072 048 22198 1 3z7 iu[i]
4 5549 307 ,299 lif:1a1a ;010 4 865 1 326 028

a. Predictors: (Constant), Placing Weight

h. Predictors: (Constant), Placing Weight, Instruction_softly

¢. Predictors: (Constant), Placing Weight, Instruction_softly, Change of Perceived Motivation

d. Predictors: (Constant), Placing Weight, Instruction_softly, Change of Perceived Motivation, Mechanical Engineering Degree Progam

vs. Others

e. DependentVariable: Ln(Mean of Fmax over all & runs [M])
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ANOVA®

Sum of
Maodel Squares df Mean Square F Sig.
1 Regression 14,882 1 1448482 100,818 ,[J[J[Jb
Residual 43,824 32 1448
Total 63,916 330
2 Regression 15,825 2 7a82 54,421 .oon®
Residual 47,881 323 46
Total 63,916 330
3 Regression 18,876 3 6,325 46,025 ,[J[J[Jd
Residual 44 940 a7 37
Total 63,916 330
4 Regression 19,635 4 49049 36,139 .0on®
Residual 44,281 326 136
Total 63,916 330
a. Dependent Variable: LniMean of Fmax over all & runs [MN])
. Predictors: (Constant), Placing Weight
¢. Predictors: (Constant), Placing Weight, Instruction_softly
d. Predictors: (Constant), Placing Weight, Instruction_softly, Change of Perceived
Motivation
e. Predictors: (Constant), Placing Weight, Instruction_softly, Change of Perceived
Mativation, Mechanical Engineering Degree Progam vs. Others
Coefficients®
Standardized
Unstandardized Coefficients Coefficients 95 0% Confidence Interval for B Correlations Collinearity Statistics
Model B Std. Error Eeta t Sig. Lower Bound | UpperBound | Zero-order Fartial Part Tolerance VIF
1 (Constant) 533 047 11,246 000 440 G626
Placing Weight 3 il 484 10,041 000 AT 255 484 484 484 1,000 1,000
2 (Constant) 571 049 11,571 000 AT4 GBS
Flacing Weight 213 021 484 10,123 000 A71 254 484 488 484 1,000 1,000
Instruction_softly -113 045 121 -2,525 012 -,200 -025 =121 - 138 121 1,000 1,000
3 (Constant) 529 049 10,898 000 434 625
Placing Weight 213 020 484 10,445 000 A73 253 484 500 484 1,000 1,000
Instruction_softly -113 043 121 -2,605 010 -198 -028 =121 - 143 121 1,000 1,000
Change of Perceived 14 024 218 4711 .0o0 066 61 218 252 218 1,000 1,000
Motivation
4 (Constant) 480 0582 9,511 000 ,389 591
Placing Weight 3 020 484 10,506 000 A73 253 484 603 484 1,000 1,000
Instruction_softly - 113 043 -121 -2,821 009 - 197 -028 -121 - 144 -121 1,000 1,000
Change of Perceived 107 024 205 4,407 000 059 154 218 237 ,203 983 1,018
Motivation
Mechanical Engineering 080 a1 10z 2,203 028 010 A7 130 A1 10z 883 1,018
Degree Progam vs
Others

a. Dependent Variable: Ln(Mean of Fmax over all 6 runs [N])
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Histogram

Dependent Variable: Ln(Mean of Fmax over all 6 runs [N])
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Scatterplot

Dependent Variable: Ln{Mean of Fmax over all 6 runs [N])
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Model

YWariahles
Entered

YWariahles
Remaoved

Method

Placing
Weight

Arm Strength
in A+ [M]

Instruction_so
fly

Change of
Perceived
Mativation

Stepwise
(Criteria:
Probability-of
F-to-enter ==
asan,
Probabhility-of-
F-to-remave
== 100).
Stepwise
(Criteria:
Probability-of
F-to-enter ==,
0a0,
Probability-of
F-to-remove
== 100).
Stepwise
(Criteria:
Prabability-of
F-to-enter ==,
0&0,
Probability-of
F-to-remove
== 100).
Stepwise
(Criteria:
Probabhility-of-
F-to-enter ==,
0s0,
Probability-of
F-to-remove
== 100).

a. DependentVariable: Ln{Std. deviation of Frmax over
all G runs [M])
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Model Summary®

Change Statistics
Adjusted R Std. Error of R Square
Maideal R R Sguare Square the Estimate Change F Change df1 df2 Sig. F Change
1 3907 152 1580 478745 1562 57,855 1 323 .0a0o
2 408° 164 159 ATT1 012 4,586 1 322 033
3 418° 75 67 AT476 011 4197 1 Ky 041
4 4340 188 178 AT160 013 5319 1 320 022
a. Predictors: (Constant), Placing Weight
b. Predictors: (Constant), Placing Weight, Arm Strength in A+ [M]
c. Predictors: (Constant), Placing Weight, Arm Strength in A+ [M], Instruction_softly
d. Predictors: (Constant), Placing Weight, Arm Strength in A+ [M], Instruction_softly, Change of Perceived Motivation
e. DependentVariable: Ln(Std. deviation of Fmax over all 6 runs [M])
ANOVA®
Sum of
Maodel Squares df Mean Square F Sig.
1 Fegrazsion 13,3349 1 13,339 57,955 ,[]EI[]':'
Fesidual 74,342 323 230
Total a7, 682 324
2 Regression 14,383 2 719 31,692 .0on°®
Fesidual 73,2949 322 228
Total av.682 324
3 Fegrazsion 15,329 3 5110 22,670 ,IZ]IZIIIIII':|
Fesidual 72,353 M 225
Total a7, 682 324
4 Fegression 16,512 4 4128 18,561 .oog®
Fesidual 71,169 320 222
Total av.682 324
a. Dependent Variable: Ln(Std. deviation of Frmax over all 6 runs [M])
. Predictors: (Constant), Placing Weight
c. Predictors: (Constant), Placing Weight, Arm Strength in A+ [M]
d. Predictors: (Constant), Placing Weight, Arm Strength in A+ [M], Instruction_softly
e. Predictors: (Constant), Placing Weight, Arm Strength in A+ [M], Instruction_softly,
Change of Perceived Motivation
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Coefficients™

Standardized
Unstandardized Coefficients Coefficients 95,0% Confidence Interval for B Correlations Collinearity Statistics

Model B Std. Error Beta t Sig. Lower Bound | UpperBound | Zero-order | Partial Part Tolerance VIF
1 (Constant) -7 060 -5,330 000 - 434 -,200

Placing Weight 203 027 1390 7.613 000 150 255 390 1390 1390 1,000 1,000
2 (Constant) - &70 132 4,314 000 -830 -310

Placing Weight ,203 026 ,380 7,655 ,0oo 151 255 ,380 392 ,380 1,000 1,000

Arm Strength in A+ [MN] 001 000 109 2141 033 ,000 002 109 A18 109 1,000 1,000
3 (Constant) - 532 133 4,006 000 - 794 =271

Placing Weight 203 026 1390 7,693 000 A5 254 390 1395 1390 1,000 1,000

Arm Strength in A+ [M] 001 000 109 2182 032 .ooo 002 108 119 109 1,000 1,000

Instruction_softly =114 056 -104 -2,049 04 -224 -,005 - 104 -114 -104 1,000 1,000
4 (Canstant) - 528 132 -3,997 000 - 787 - 268

Placing Weight 203 026 1390 7,744 000 A5 254 390 1397 1390 1,000 1,000

Arm Strength in A+ [M] 001 000 096 1,892 059 .ooo 002 108 108 095 987 1,013

Instruction_softly -114 055 -104 -2,062 040 224 -.005 -104 115 -104 1,000 1,000

Change of Perceived 072 031 AT 2,308 022 O 133 128 128 16 987 1,013

Mativation

a. DependentVariable: Ln(Std. deviation of Fmax over all & runs [M])

Histogram Scatterplot
Dependent Variable: Ln(Std. deviation of Fmax over all 6 runs [N]) Dependent Variable: Ln(Std. deviation of Fmax over all 6 runs [N])
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Model Summarny’

Change Statistics
Adjusted R Std. Error of R Square
Maodel R R Square Square the Estimate Change F Change df df2 Sig. F Change
1 377e 142 139 ,39058 142 52915 1 320 ,000
2 401 b 60 1565 38694 018 7,044 1 i 008
3 425° 181 73 38286 020 7,837 1 e 005
4 4649 216 206 37521 035 14106 1 N7 ,000
5 478% 229 217 ,37260 013 5,442 1 316 020
a. Predictors: (Constant), Instruction_softly
h. Predictors: (Constant), Instruction_softly, Arm Strength in A+ [M]
c. Predictors: (Constant), Instruction_softly, Arm Strength in A+ [M], BET-Score
d. Predictors: (Constant), Instruction_softly, Arm Strength in A+ [M], BET-Score, Age
e. Predictors: (Constant), Instruction_softly, Arm Strength in A+ [M], BET-Score, Age, Change of Perceived Effort
f. Dependent Variahle: Ln{Mean of Eccentricity over all & runs [cm])
ANOVA®
Sum of
Madel Squares df Mean Square F Sig.
1 Regression 3,072 1 3,072 52,914 ,DDDb
Fesidual 48,816 a0 1563
Total 56,889 M
2 Regression 9127 2 4 6563 30,4749 oon®
Fesidual 47 762 349 150
Total 56,889 M
3 Fegression 10,276 3 3,425 23,367 ,EIIEIIIZII':I
Fesidual 46,613 s 147
Total 56,888 a2
4 Fegrassion 12,261 4 3,065 21,774 .000®
Residual 44627 N7 141
Total 56,889 M
] Fegression 13,017 5 2,603 18,752 ,EIIEZIEIIf
Fesidual 43,871 MG 139
Total 56,8849 M
a. Dependent Variahle: LniMean of Eccentricity over all & runs [cmy])
b. Predictors: (Constant), Instruction_softly
c. Predictors: (Constant), Instruction_softly, Arm Strength in A+ [M]
d. Predictors: (Constant), Instruction_softly, Arm Strenagth in A+ [M], BET-Score
e. Predictors: (Constant), Instruction_softly, Arm Strength in A+ [M], BET-Score, Age
f. Predictors: (Constant), Instruction_softly, Arm Strength in A+ [M], BET-Scare, Age,
Change of Perceived Effort
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Coefficients™

Standardized
Unstandardized Coefficients Coefficients 95 0% Confidence Interval for B Correlations Collinearity Statistics
Model B Std. Error Beta t Sig. Lower Bound | UpperBound | Zero-order | Partial Part Tolerance VIF
1 (Constant) -1,328 027 -43,811 ,0oo -1,380 -1,278
Instruction_softly 36 046 Rer 7,274 000 245 427 37T s Rer 1,000 1,000
2 (Constant) 1584 100 15,856 000 1,780 1,387
Instruction_softly 336 046 377 7,343 oo (246 426 377 1380 377 1,000 1,000
Arm Strangth in A+ [M] 001 000 136 2,654 o8 000 o2 136 147 136 1,000 1,000
3 (Constant) -1,087 212 -4.981 000 -1,475 -640
Instruction_softly 336 045 377 7,421 oo 247 425 77 384 377 1,000 1,000
Arm Strength in A+ [M] 001 0o 158 3,085 o2 000 o2 136 A7 157 G974 1,026
BBT-Score -007 003 S 144 2,789 005 013 -,002 -118 - 155 -142 974 1,026
4 (Constant) -013 347 -,038 969 -, 697 )
Instruction_softly 336 044 37T 7,572 000 249 423 37T 39 37T 1,000 1,000
Arm Strength in A+ [M] 001 oo 74 3,445 o1 001 o2 136 190 172 4968 1,033
BBT-Score -.007 o3 -137 2,708 o7 012 -,002 .18 150 -135 973 1,028
Age -0489 013 - 188 -3,756 000 -075 -024 180 -,206 187 891 1,009
i (Constant) -139 349 -,397 682 -825 A48
Instruction_softly 36 044 Rer 7,625 000 ,248 423 37T 394 Rer 1,000 1,000
Arm Strength in A+ [M] 001 oo 175 3,482 o1 001 o2 136 192 172 4968 1,033
BBT-Score -007 003 -128 -2573 01 012 -,002 -118 143 -127 G968 1,032
Age -047 013 -178 -3,601 ,0oo - 073 -0 -180 - 199 -178 986 1,015
Change of Perceived - 062 027 =116 -2,333 020 - 115 -010 -135 -130 =115 990 1,010
Effort
a. Dependent Variable: Ln(Mean of Eccentricity over all 6 runs [crm])
Histogram Scatterplot
Dependent Variable: Ln(Mean of Eccentricity over all 6 runs [cm]) Dependent Variable: Ln(Mean of Eccentricity over all 6 runs [cm])
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On Ln SD Eccentricity

Variables EnteredRemoved®

Model

Variables
Entered

Yariables
Removed

Method

o]

Instruction_so
fily

BET-Score

Sporing
Activity Today

Stepwise
(Criteria;
Frohahility-of-
F-to-enter ==,
040,
Frobability-of
F-to-remove
== 100).
Stepwise
(Criteria:
Frohahility-of-
F-to-enter ==,
040,
Frohahility-of-
F-to-remove
== 100]).
Stepwise
(Criteria:
Frobability-of
F-to-enter ==,
040,
Frohahility-of-
F-to-remaove
== 100]).

a. DependentVariable: Ln(Std. deviation of
Eccentricity over all 6 runs [cm))

Model Summaryd
Change Statistics
Adjusted R Std. Error of F Square
Madel R R Square Square the Estimate Change F Change dfi df2 Sig. F Change
1 293% 0BG 083 A3654 086 29,787 316 ,000
2 18P 049 094 43409 013 4 587 315 033
3 ,335° A1z 104 43160 013 4642 314 032
a. Predictors: (Constant), Instruction_softly
h. Predictors: (Constant), Instruction_softly, BET-Scare
c. Predictors: (Constant), Instruction_softly, BET-Score, Sporting Activity Today
d. DependentVariable: Ln(Std. deviation of Eccentricity over all 6 runs [cm])
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ANOVA®

Sum of

Maodel Squares df Mean Square F Sig.

1 Regression 5,676 1 A EBTE 29,787 ,nuub
Residual 60,220 316 a1
Total 65,897 N7

2 Regression 6,541 2 3,270 17,356 .0on°®
Residual 58,356 314 188
Total 65,897 T

3 Regression 7.,4048 3 2,468 13,252 ,DDD':'
Residual 58,491 314 a6
Total 65,897 T

a. DependentVariahle: LniStd. deviation of Eccentricity over all & runs [cm])

b. Predictors: (Constant), Instruction_softly

¢. Predictors: (Constant), Instruction_softly, BBT-Score

d. Predictors: (Constant), Instruction_softly, BET-Score, Sporting Activity Today

Coefficients®
Standardized
Unstandardized Coefficients Coeflicients 95,0% Confidence Interval for B Correlations Collinearity Statistics
Model B Std. Errar Beta t Sig. Lower Bound | UpperBound | Zero-order | Partial Part Tolerance VIF
1 (Constant) -2,342 030 -78,125 000 -2.401 -2,283
Instruction_saofty 283 052 263 5458 000 RES 386 293 293 293 1,000 1,000
2 (Constant) -1,852 231 -8,019 000 -2,306 -1,398
Instruction_softy 283 052 293 5489 ooo 182 385 293 295 1293 1,000 1,000
BBT-Score -.006 003 -115 22142 033 012 -.001 -115 -120 - 115 1,000 1,000
3 (Canstant) -1,8189 1230 7,803 ooo 2,272 -1,366
Instruction_softly 283 051 263 5520 000 182 384 293 287 753 1,000 1,000
BBT-Score -.007 003 -118 2,220 027 -012 -001 -115 -124 118 894 1,001
Sporting Activity Today AT 080 -115 22164 032 -328 -015 -1 -2 -115 859 1,001
a. Dependent Variahle: Ln(Std. deviation of Eccentricity over all 6 runs [cm])
Histogram Scatterplot
Dependent Variable: Ln(Std. deviation of Eccentricity over all 6 runs [em]) Dependent Variable: Ln(Std. deviation of Eccentricity over all 6 runs [em])
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E Operationalization of Variables for Study Two

Type Variable Measurement Method Unit/ Scale
Category
Independent/ Mean Flight Duration Flight Simulator S Ratio
Dependent
Mean Jerkiness Flight Simulator Inputs Ratio
Yoke/ s
Mean of Inputs per Time Flight Simulator Inputs Ratio
Yoke/ s?
Mean of Input-Sum Flight Simulator Inputs Yoke Ratio
Std. Deviation of Flight Flight Simulator S Ratio
Duration
Std. Deviation of Inputs per Flight Simulator Inputs Ratio
Time Yoke/ s
Std. Deviation of Jerkiness Flight Simulator Inputs Ratio
Yoke/ s?
Std. Deviation of Input-Sum Flight Simulator Inputs Yoke Ratio
Most Probable Path Flight Simulator - % Ratio
Probability Calculation Markov Model
Followed Most Probable Path ~ Flight Simulator - Yes; No Nominal
Calculation Markov Model
Independent Training - Flight Hours within = Questionnaire h Ratio
Last Twelve Months on:
- Overall
- Single Engine Flights
- Cessna
Experience - Flight Hours: Questionnaire h Ratio
- Overall
- Single Engine Flights
- Cessna
Simulation Training - Hours in Questionnaire h Ratio
Last Three Months:
- Any Flight Simulation
- FSX

- Professional Flight Simulator
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Simulation Experience - Questionnaire h Ratio
Hours:
- Any Flight Simulation
- FSX
- Professional Flight Simulator
Fatigue Questionnaire - Karolinska  9-point Ordinal
Sleepiness Scale Score on
KSS
Qualification Questionnaire PPL; CPL; Ordinal
Misc.
License
Dependent Mean of Velocity over All Five  Flight Simulator m/s Ratio
Flights
Std. Deviation of Velocity over Flight Simulator m/s Ratio
All Five Flights
Ranking for All Flight-Angles  Flight Simulator - Rank Ordinal
over All Five Flights Calculation of Ranks
Covariate Age (grouped) Questionnaire Grouped in  Ordinal
10-Year-
Steps
Level of Education [Type] Questionnaire Text Ordinal
Self-assessment of Realistic Checklist 5-point Ordinal
Flight Behavior Scale
Perceived Difficulty of Landing Checklist 5-point Ordinal
Maneuver Scale
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F Documents and Material for Scenario of Study Two

Material for Flight Scenario
Map of Flight Route
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Flight Plan
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Map of Norden-Norddeich
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Additional Documents
Checklist

TECHNISCHE
, UNIVERSITAT
DARMSTADT

Protokoll I a D

Versuchsdurchfuhrung s 05
i e

Allgemeine Daten
Versuchsleiter:
Assistent:
Datum:
Versuchsbeginn:
Versuchsende:
Probandencode:

Checkliste Vorbereitung

Licht einschalten (Beide Lampen)

Liftung einschalten

Verpflegung positionieren

Eimer bereitstellen

Erhalt des Fragebogens checken (e-mail)

Mappe zusammenstellen

Protokoll Versuchsdurchfiihrung

Gesprachsleitfaden

Einverstandniserklarung

Fragebogen Qualifikation/ Erfahrung

Ubungsunterlagen ([JICOA- Karte, [lHandbuch, CIVFR- Karte, ZJTMETAR)
Briefingunterlagen ([JInstruktionen, CIFlugplan, [[Karte Flugplan)
Fragebogen Mudigkeit

Liste Verlosung/ weitere Versuche/ Benachrichtigung Versuchsergebnisse
Mappe positionieren

Seite 1/4 0001
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I
Simulator starten (kurzer Funktionscheck?)
Startall.bat ausfihren

Fly Now driicken

GPS: Server starten

GPS App starten (Tablet)

GPS: IP- Adresse tiberpriifen (Tablet)
GPS: App connecten (Tablet)

GPS: Stromanschluss Tablet uberpriifen
Flug laden (Platzrunde)

M- Panel roter Knopf nach links

Alle G- Schalter nach oben

Yoke, Throttle, Mixture, Pedale, Trimmrad
bewegen

Maus/ Tastatur unter Simulator legen

Funkmaus positionieren (incl. Batteriecheck)
Kamera bereitstellen (Stromanschluss und Funktion diberpriifen)
Diktiergerat bereitlegen (incl. Batteriecheck)

Kniebrett bereitlegen

Checkliste Durchfiihrung
Phase Durch- Anmerkungen
gefiihrt?

Begrifiung

Vorstellung des Versuchs

Einverstandniserklarung

Fragebogen Qualifikadon/
Erfahrung

Hinweis Simulatorkrankheit

Einarbeitung Ubungsfliige Dauer:

Seite 2/4 0001
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Einweisung Sitzverstellung,
Headtracking

Cockpiterklarung

Ubungsflug Platzrunde Dauer:
Geflogene Manéver:

Ubungsflug Gegenanflug Dauer:
(Mixture: 0,5; Throttle: 0,71)

Briefing

Emidungsfragebogen_1

Flug 1
(Mixture:0,475;
Throttle:0,847)
Flug 2

Flug 3

Emiidungsfragebogen 2

Flug 4

Flug 5

Ermidungsfragebogen 3

Exploration (kurzes
Gesprach)

Verlosung und
Verabschiedung

Seite 3/4 0001
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Anmerkungen Exploration:

Sonstige Anmerkungen:
Kaffeverzehr (Wann, wieviel?):
Toilettenbesuch (Wann?):

Seite 4/4 0001

Appendix - Documents and Material for Scenario of Study Two



Conversation Guideline

TECHNISCHE
UNIVERSITAT
DARMSTADT

Gesprachsleitfaden I a D

Versuchsdurchfuhrung ses s
.

Begriifung

Hallo/Guten Morgen/Guten Tag Herr !

Schon, dass Sie kommen konnten. Ich bin X, das ist mein Kollege Y. (Vornamen)
Zunachst nochmal vielen Dank, dass Sie an unserem Versuch teilnehmen. Thre Jacke
konnen Sie hier ablegen, wenn Sie Durst und Hunger haben bedienen Sie sich
einfach wann Sie wollen.

Vorstellung Versuch

Zu uns beiden: Wir sind beide Maschinenbau- Studenten und machen eine
Versuchsreihe an diesem Flugsimulator als Bachelorthesis. Nochmal kurz zum Zweck
des Versuchs, es geht generell um die Phase von Reiseflug bis zur abgeschlossenen
Landung. Das Ziel ist es, realistische Landeverlaufe nachzustellen. Damit soll
bewertet werden, wie hoch der menschliche Einfluss (z.B. Ermiidung und Erfahrung)
auf die Belastung des Fahrwerks bei der Landung ist.

Das lasst sich natirlich nur sinnvoll untersuchen, wenn die Daten von wirklichen
Piloten ,erflogen” werden. Und, natiirlich, dass Sie sich moglichst so verhalten, wie
Sie es auch in einem richtigen Flugzeug machen wiirden.

Die Flige werden an diesem Simulator stattfinden. Es wurde das Cockpit einer C172S
nachgebaut. Es gibt aber kleine Unterschiede zur Realitat, dazu spater mehr.
Einverstandniserklarung

Zunachst mal miissten Sie diese Einverstandniserklarung hier ausfiillen. Sie kénnen
sich gemne hier hinsetzen [Auf den Sitzplatz zeigen]. Fragen Sie bitte, wenn Thnen
etwas unklar ist.

Fragebogen Qualifikation/ Erfahrung

Haben Sie eigentlich den Fragebogen zu Erfahrung und Qualifikation, den wir ihnen
zugeschickt haben, schon ausgefillt?

Wenn ja, konnen Sie mir den bitte jetzt geben?

Wenn nicht, wiirden wir Sie bitten, das jetzt einfach schnell zu machen.

Seite 1/4 0001
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s s s
Kurz zu dem Probandencode: Der wird gebraucht, um die Versuchsteilnehmer
anonym zu unterscheiden und bei einer weiteren Versuchsteilnahme die Daten
zuzuordnen. Die Versuchsauswertung ist ja auch insgesamt komplett anonym.
Wichtig ware, dass Sie die Daten bitte vollstandig und moglichst genau ausfillen.
Wenn irgendwas unklar ist, fragen Sie bitte nach.

Hinweis Simulatorkrankheit

Kennen Sie eigentlich die Simulatorkrankheit? Die kann auftreten, weil die
Bewegungen von Bild und restlichem Cockpit im Simulator nicht iibereinstimmen.
Dabei kann es den Piloten iibel werden. Wenn es Ihnen ibel wird, sagen Sie bitte
kurz bescheid, wir brechen dann den Versuch ab.

Einarbeitung Ubungsfliige

Wir haben einiges Informationsmaterial zum Simulator und zum Flughafen fiir Sie
vorbereitet: einige relevante Seiten aus dem Cessna- Handbuch inklusive der
Landecheckliste, Kartenmaterial, in dem die Lage des Platzes ersichtlich ist und die
aktuelle METAR Meldung des nahegelegenen Flugplatzes in Wittmundhafen.

Der Zielflugplatz ist Norden-Norddeich (EDWS) an der Nordseekiiste. Man kann sich
gut an der Landschaft mit dem Hafenbecken orientieren.

Nehmen Sie sich so viel Zeit wie sie brauchen, um sich alles anzusehen (vor allem
falls Sie die 172SP noch nicht geflogen haben)

Einweisung Sitz und Headtracking

Wenn Sie fertig sind, setzen Sie sich bitte auf den Simulatorsitz.

Den Sitz kann man hier einstellen.

Die Miitze miissten Sie jetzt aufsetzen. Mit dem sogenannten Head- Tracking System
kann man das Sichtfeld beim Fliegen vergroffemn. Es erfasst die Kopfbewegung des
Piloten. Man kann das System mit diesem Schalter hier zentrieren (G1). Schauen Sie
am besten geradeaus nach vome und schalten Sie dann einmal den Schalter zum
einstellen.

Cockpiterklarung

Jetzt erklare ich Thnen mal den Cockpitaufbau (von rechts nach links):

¢ Klappenhebel: Einmaliges Bedienen des Schalters andert die Klappenstellung
um 10°, Klappenstufen bei der 172 sind 10°, 20°, 30°.

Der Hebel rastet nicht wie gewohnt ein. Mehrmaliges Driicken wird vom Panel
registriert, d.h. bei zweimaligem Betatigen verstellen sich die Klappen auf 20°
Position usw. Die Position kann am Panel abgelesen werden, 033=107,
066=20°, 100=30".

o Das hier ist Mixture, das hier ist Throttle. In der Mitte ist der Prop-Hebel: der
ist aber tberfliissig bzw. real nicht vorhanden. Darauf muss man achten, da
der Gemisch-Hebel bei der Cessna sonst direkt rechts neben dem Throttle ist.
Wenn man die reale Anordnung gewohnt ist, bedient man eventuell Prop und
nicht Mixture. Man kann sich aber an den standardisierten Griffen orientieren.

e Der Tankwahlschalter fehlt

e Landing Gear: Der Schalter ist iiberfliissig, die Cessna 172SP hat ja ein starres
Fahrwerk

Seite 2/4 0001
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e ,Switch Panel“: oben (von links nach rechts):
Master: Battery, Alternator (beide rot), Avionics, (elektrische) Fuel Pump, De-
Ice (in der Cessna aber nicht vorhanden) und Pitot Heat.

¢ Das Instrumentenbrett ist ein klassisches Sixpack; wie in Realitat sind links
Uhr und EGT, statt der Unterdruckanzeige (VAC) gibt es aber einen
Drehzahlmesser, weil der fiir die Motoreinstellung wichtg ist, der ware sonst

rechts vom Sixpack
¢ Das GPS dient zur Orientierung. Die Karte lasst sich vergroffern man kann im
Bild suchen.

o Funk gibt es in diesem Simulator nicht
¢ Beim Hohenmesser gibt es keine Einstellmoglichkeit, der ist aber in unseren
Fligen schon auf den Zielflughafen eingestellt
® Und es gibt keine Steuerdriicke
Ubungsflug Platzrunde

Wir haben jetzt eine Platzrunde zur Ubung vorbereitet.
Generell bei allen folgenden Fligen herrscht Windstille und 15°C Temperatur. Das
Flugzeug steht in Parkposition mit laufendem Motor. Sie kénnen auf die Startbahn 34
rollen, um schonmal ein Gefiihl firr die Pedale zu bekommen. Wir schlagen vor, dass
Sie eine Westplatzplatzrunde (Linksplatzrunde) mit Richtung 34 fliegen. Wir geben
Ihnen dafiir ungefahr zehn Minuten Zeit
(Vorschlage:

e Steigen bis 1500ft (Steigflug mit Steigflugkurven)

¢ Langsamflug

e Uberziehiibungen in Reiseflug- und Landekonfiguration

e Landeklappen

e Mixture

e Throttle

e Trim?

¢ Kurvenflug

e Sinken)
Ubungsflug Gegenanflug
Zur weiteren Ubung fliegen Sie jetzt einen Gegenanflug aus 700ft Hohe.
Briefing und Ermiidungsfragebogen_1
Wir hoffen, Sie konnten sich mit dem Simulator anfreunden. Jetzt kommen wir zu
den eigentlichen Versuchsfliigen. Wiirden Sie dazu bitte nochmal hier Platz nehmen?
[Schreibplatz] Hier sind alle notwendigen Informationen zum Flugszenario. Das wird
insgesamt finfmal geflogen.
Wenn Sie sich ausreichend vorbereitet haben, fiillen sie bitte noch diesen Bogen hier
aus [Ermidungsfragebogen_1 verdeckt auf den Tisch legen] und melden Sie sich
dann einfach kurz bei mir.
Flug 1
Wenn Sie auf Toilette miissen, dann ware jetzt der richtige Zeitpunkt, die nachste

Seite 3/4 0001

Appendix - Documents and Material for Scenario of Study Two LVIII



—
Moglichkeit ware dann so ca. in einer guten Stunde.

So, dann konnen wir jetzt anfangen. Bitte setzten Sie sich wieder in den Simulator.
Wir schalten jetzt auch die Kamera ein. Nochmal die kurze Anmerkung: Bitte fliegen
Sie einfach so, wie Sie es in Wirklichkeit auch machen wiirden.

Flug 2

Dann starten wir jetzt den zweiten Flug.

Flug 3

Dann starten wir jetzt den dritten Flug.

Ermiidungsfragebogen_2

Bitte fiillen Sie jetzt diesen Fragebogen [Emmudungsfragebogen_2 reichen] aus.
Flug 4

Dann starten wir jetzt den vierten Flug.

Flug 5

Dann starten wir jetzt den funfren Flug.

Ermiidungsfragebogen 3

So, dann sind wir jetzt fertig mit den Versuchsfliigen. Sie konnen geme nochmal hier
[Schreibplatz] Platz nehmen. Fiillen Sie dann bitte noch diesen Fragebogen
[Ermiidungsfragebogen_3 reichen] hier aus.

Exploration (kurzes, offenes Gesprich)

Hoffentlich hat ihnen der Versuch Spalt gemacht. Wir hatten dann noch ein paar
kurze Fragen an Sie:

¢ Wie realitatsnah haben Sie sich im Flugsimulator verhalten?

Genau wie o} &) O @) O komplett
in der Realitat verschieden

Wie haben Sie die Schwierigkeit einer Landung im Flugsimulator in Relation

zur Realitat empfunden?

im Simulator gleich in Realitat

viel einfacher = viel einfacher
O O O O O

¢ Wie sind Sie eigentlich auf unseren Versuch aufmerksam geworden?

¢ Und warum haben Sie an dem Versuch teilgenommen?
Verlosung und Verabschiedung
Dann bedanken wir uns nochmal, dass Sie teflgenommen haben. Als kleines
Danlkeschon haben wir noch was firr Sie vorbereitet. [Geschenk tberreichen]
Dazu brauchten wir dann hier noch eine Unterschrift aus Verwaltungsgriinden.
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G Questionnaire of Study Two

TECHNISCHE
UNIVERSITAT
DARMSTADT

Fragebogen zu Erfahrung I a D
und Qualifikation

Dieser Fragebogen dient der anonymisierten Erfassung ihrer individuellen Daten,
insbesondere Ihrer fliegerischen Qualifikationen und Erfahrungen.

Vorherige Versuchsteilnahme
Haben Sie bereits an einem Versuch im IAD- Flugsimulator teilgenommen?
Oja O nein

Demographische Daten

Alter:
O Bis 20 Jahre O 21-30 0 31-40 O 41-50
0O 51-60 O 61-70 O Uber 70 Jahre

Geschlecht:
O Weiblich O Mannlich

Hochste Ausbildung:

O Hauptschulabschluss (Berufsreife)
O Realschulabschluss (Mittlere Reife)
O Berufsausbildung

O Fachabitur

O Abitur

O Hochschulabschluss
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Probandencode
(Der Probandencode dient zur anonymisierten Zuordnung Ihrer Versuchsergebnisse bei emeuter
Teilnahme zu einem spateren Zeitpunkt.)

Bitte geben Sie die letzten beiden Buchstaben des Vornamens Threr Mutter an.
Beispiel: Ihre Mutter heifft Maria. Dann geben Sie bitte ,ja“ an.

Bitte geben Sie den Tag an, an dem Sie geboren wurden.
Beispiel: Sie wurden am 11.12.1970 geboren. Dann geben Sie bitte ,,11“ an.

Bitte geben sie die ersten beiden Buchstaben Ihres Geburtsorts an.
Beispiel: Sie wurden in Berlin geboren. Dann geben Sie bitte ,Be“ an.

Lizenzen
Welche der folgenden Lizenzen besitzen Sie? Geben Sie auch Lizenzen an, die zurzeit ungiiltg
sind.

[ Segelfluglizenz
[ Lizenz fuir Ulraleichtflugzeuge
[0 Motorfluglizenz
[J LAPL(A) nach Teil-FCL (EASA)
[0 PPL(A) national/ PPL(N)/ PPL(A) nach LuftPersV
[J PPL(A) ICAO
[0 PPL(A) nach JAR-FCL
[ PPL(A) nach Teil-FCL (EASA)
[0 US-PPL(A)/ PPL(A) nach FAA
[ Berufspilotenlizenz
[0 CPL(A)
O MPL
[0 ATPL
[0 Sonstige Lizenz:
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Berechtigungen:

Zusatzberechtigungen
Welche der folgenden Zusatzberechtigungen besitzen Sie? Bitte geben Sie fiir die Berechtigungen
IR, CVFR und Nachtflug an, ob diese zurzeit giiltig ist.

(J IR: Instrumentenflugberechtigung
Ogiiltig [Onicht giiltig

] CVFR: kontrollierter Sichtflug
Ogultig Onicht giiltig

[0 Nachtflug

Ogiltig ~ Cnicht giiltig

FI: Lehrberechtigungen fiir Lizenzen
[0 Lehrberechtigung(en) fiir:
[ Segelflug
[ PPL(A)
[J CPL(A)
0 MPL
[ ATPL

CRI: Lehrberechtigung fiir Klassenberechtigungen (Class Ratings) und Instrumentenflug (IR):
[ CRI Berechtigung(en) fir:

[ SEP
[ MEP
O T™MG
[ IRI: Lehrberechtigung fiir Instrumentenflug

Andere Lehrberechtigungen:
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Flugerfahrung

Bitte geben Sie nachfolgend moglichst genau die Zahl ihrer Flugstunden auf realen Flugzeugen
(demnach ausgenommen Simulatorflugstunden) an.

Gesamtflugzeit
Wie viele Stunden sind Sie in Threm Leben insgesamt schon geflogen (auf allen Klassen)?
Ungefahre Stundenzahl:

Davon innerhalb der letzten 12 Monate (Flugstunden auf allen Klassen):
Ungefahre Stundenzahl:

Wie viele Stunden .':ind Sie in..gesamt auf elnmotorigen Fluguugen mit Kolbentﬂebwerk (Klasse
SEP) geflogen?
Ungefahre Stundenzahl:

Davon innerhalb der letzten 12 Monate (Flugstunden auf einmotorigen Flugzeugen mit
Kolbentriebwerlk/SEP)
Ungefahre Stundenzahl:

Flugstunden auf der Cessna 172
Wie viele Stunden sind Sie insgesamt auf dem Flugzeugmuster ,Cessna 172“ geflogen?

Ungefahre Stundenzahl:

Davon innerhalb der letzten 12 Monate (Flugstunden auf dem Flugzeugmuster ,Cessna 172%)
Ungefahre Stundenzahl:
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Flugsimulatorerfahrung

Welche Flugsimulatoren haben Sie schon einmal genutzt?

[ Keine

[0 Flugsimulatorsoftware:
[0 Microsoft Flight Simulator X (FSX)
[J Andere Microsoftprodukte (z.B. Flight Simulator 2004)
[J Andere

[ Professioneller Flugsimulator (mit Cockpitnachbau)
[0 Motorflugzeug
[0 Verkehrsflugzeug

Hinweis: Die folgenden Fragen miissen Sie nur beantworten, wenn Sie schon einmal einen
Flugsimulator oder eine Flugsimulatorsoftware genutzt haben.

Flugsimulatorsoftware
Wie viele Stunden haben Sie in Ihrem Leben insgesamt eine Flugsimulatorsofware genutzt?

Ungefahre Stundenzahl:

Davon innerhalb der letzten drei Monate (Nutzung einer Flugsimulatorsoftware)
Ungefahre Stundenzahl:

Microsoft Flight Simulator X

Wie viele Stunden haben Sie in Threm Leben insgesamt die Software Microsoft Flight Simulator X
genutzt?

Ungefahre Stundenzahl:

Davon innerhalb der letzten drei Monate (Nutzung von Microsoft Flight Simulator X)
Ungefahre Stundenzahl:
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Professionelle Flugsimulatoren (mit itnachbau

Wie viele Stunden haben Sie in [hrem Leben insgesamt einen professionellen Flugsimulator (mit
Cockpitnachbau) genutzt?

Ungefahre Stundenzahl:

Davon innerhalb der letzten drei Monate (Nutzung eines professionellen Flugsimulators)
Ungefahre Stundenzahl:

Eingaberd

Maus/Tastatur
Wieviele Stunden haben Sie in Threm Leben insgesamt Maus/ Tastatur als Eingabegerat fir
Flugsimulatoren genutzt?

Ungefahre Stundenzahl:

Davon innerhalb der letzten drei Monate (Nutzung von Maus/ Tastatur)

Ungefahre Stundenzahl:

Joystick ebenenfalls mit Seitenrud en

Wieviele Stunden haben Sie in Ihrem Leben insgesamt einen Joystick als Eingabegerat fur
Flugsimulatoren genutzt?

Ungefahre Stundenzahl:

Davon innerhalb der letzten drei Monate (Nutzung eines Joysticks)

Ungefahre Stundenzahl:

Steuerhorn nenfalls mit Seitenruderpedalen oder itnachbau

Wieviele Stunden haben Sie in Threm Leben insgesamt ein Steuerhorn als Eingabegerat fiur
Flugsimulatoren genutzt?

Ungefahre Stundenzahl:

Davon innerhalb der letzten drei Monate (Nutzung eines Steuerhorns)
Ungefahre Stundenzahl:
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Karolinska Sleepiness Scale

TECHNISCHE
\ UNIVERSITAT
} DARMSTADT

Fragebogen zur Midigkeit I a D

58605 ..
1. Miidigkeitsabfrage

Bitte bewerten Sie Thre Miidighkeit in den letzten 10 Minuten, indem Sie den Kreis vor der entsprechenden Zahl
markieren. Benutzen Sie auch die Zwischenstufen.

o = sehr wach
= wach
= weder wach noch miide

= miide, aber keine Probleme wach zu bleiben

o
WONON RN

= sehr mide, grofe Probleme wach zu bleiben, mit dem Schlaf kampfend

2. Miidigkeitsabfrage

Bitte bewerten Sie Thre Miidighkeit in den letzten 10 Minuten, indem Sie den Kreis vor der entsprechenden Zahl
markieren. Benutzen Sie auch die Zwischenstufen.

o 1. = sehr wach

o 2.

o 3.=wach

o 4,

o 5. = weder wach noch miide

o 6.

o 7. = milde, aber keine Probleme wach zu bleiben

o 8.

o 9. = sehr miide, grofle Probleme wach zu bleiben, mit dem Schlaf kampfend
3. Miidigkeitsabfrage

Bitte bewerten Sie Thre Miidigkeit in den letzten 10 Minuten, indem Sie den Kreis vor der entsprechenden Zahl
markieren. Benutzen Sie auch die Zwischenstufen.

o 1. =sehrwach
o 2.
o 3.=wach
o 4,
o 5. = weder wach noch miide
o 6.
o 7. =milde, aber keine Probleme wach zu bleiben
o 8.
o 9. = sehr miide, grofle Probleme wach zu bleiben, mit dem Schlaf kampfend
FB_M_N Probandencode: «[D_Nummer»
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H Calculation of Rank for Pitch, Bank and Heading

The ranking represents a qualitative interpretation of all three angles on touchdown: pitch, bank and
heading. The basic idea for the ranking is the fact that for each angle an ideal value exists. Thus, the
resulting rank represents the deviation of a pilot from the ideal values. Thereby, a score for each single
angle is derived first, on which basis the overall value for Angle Rank is calculated.

Following, the ideal value for each angle is defined.

For the angle pitch, no best value exists as depending on the chosen style of approach, different values
are appropriate. But possible limits for pitch can be derived, as values above certain thresholds could
damage the airplane as the rear would make contact first. The assessment of this value was done
experimentally within the flight simulator by testing the safe margin during landing. A value of +0.5°
for the pitch was identified best to prevent possible damage during touchdown. Regarding the rank/
score for the angle pitch, only a penalty is introduced if the angle exceeds the defined limit. As further
each pilot is rated regarding all five operated flights, lastly 6 different groups can be derived:

¢ Pilots without penalty
e Pilots with one penalty (within one out of the five flights the limit of +0.5° was exceeded)

e Pilots with 5 penalties (when exceeding the limit on each flight)

Regarding bank, an optimal value can be defined at 0°. This signifies that the airplane is perfectly
horizontally and thus both wheels of the landing gear hit the ground simultaneously. Thereby, the
absolute difference between the ideal value and the actual value is calculated, meaning that -1° is the
same as +1°. Further, a limit value is defined at an angle of =20°, as with this angle the probability to
hit the ground first with one of the wings is very high. Exceedance of the upper limit leads to a penalty
of 1000.

For heading, the absolute difference to the angle of 340° is used as a quality indicator. Thereby, 340°
represents the position of the runway. When landing at this angle the lowest shear forces act upon the
landing gear, which is optimal regarding the stress. For heading, no upper limit exists.

In case a landing results into a crash, a penalty of 3000 points is awarded (1000 for each angle).
After defining the single rankings for each angle and each flight, the overall Angle Ranking is built by

adding all values and dividing them through the number of absolved flights. Thus, all pilots can be
related to each other regarding their quality of landing angles on touchdown.
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I Additional Test-tables and Figures for Study Two

Uncertainty of Technical Subsystem
Tests for normality of velocity values

Tests of Normality
Kolmaogarov-Smirnoy® Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Mean of Velocity over All 27 42 084 865 42 000
Five Flights [m/s]
Mean of Flight Duration 74 42 003 843 42 001
over All Five Flights [s]
Mean of Input-Sum over 61 42 oog 824 42 0o
All Five Flights [Inputs]
Mean of Inputs per Time 128 42 083 G54 42 041
over All Five Flights
[Inputs/s]
Mean of Jerkiness over All 158 42 010 Baz 42 oo
Five Flights [Inputsis™]
Std. Deviation of Velocity B0 42 00 842 42 000
over All Five Flights [mis]
Std. Deviation of Flight 287 42 .ooo B17 42 ano
Duration aver All Five
Flights [s]
Std. Deviation of Input- 215 42 000 726 42 ooo
Sum over All Five Flights
[Inputs]
Std. Deviation of Inputs 135 42 053 404 42 o0z
per Time over all Five
Flights [Inputs/s]
Std. Deviation of 67 42 005 845 42 ano
Jerkiness over All Five
Flights [Inputs/ 57
a. Lilliefors Significance Correction
Test for normality after transformation.
Tests of Normality
Kolmogarov-Smirnov? Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
A1 _Ln_Mean_vel_overs 074 42 ,2[][]' 579 42 610
AW1_Ln_SD_Vel_overs 073 42 ,2[][]' 980 42 656
AY2_Ln_Mean_FDauer_o 160 42 o018 846 42 046
Vers
AV2_Ln_Mean_sum_inpu 090 42 2007 074 42 441
ts_overd
AVZ_Ln_Mean_inputs_pe 080 42 200" 589 42 947
ITime_overs
AWZ_Ln_Mean_jerkiness 141 42 036 HEE 42 236
_overa
AW2_Ln_SD_FDauer_ove 128 42 oaz 936 42 021
s
AVZ_Ln_SD_sum_inputs 060 42 200 590 42 874
_overs
AV2_Ln_SD_inputs_perTi 114 42 a7 825 42 008
me_overs
AV2Z_Ln_SD_jerkiness_o 070 42 ,QDD' 978 42 B17
Vers

* This is a lower hound of the true significance.
a. Lilliefars Significance Correction
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Quantification of the Effect of Influencing Factors on Uncertainty
Controlling for Training Effects

Tests of Normality
Kolmogorov-Smirnov? Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Geschwindigkeit beim 162 36 018 821 36 000
Aufsetzen, Flug 1
Geschwindigkeit beim 136 36 080 926 36 014
Aufsetzen, Flug 2
Geschwindigkeit beim 226 42 Jono 783 42 000
Aufsetzen, Flug 3
Geschwindigkeit beim 146 4 028 837 41 025
Aufsetzen, Flug 4
Geschwindigkeit beim 1564 42 014 845 42 000
Aufsetzen, Flug &
a. Lilliefors Significance Correction
Ranks
Mean Rank
Geschwindigkeit beim 2,87
Aufsetzen, Flug 1
Geschwindigkeit beim 2,69
Aufsetzen, Flug 2
Geschwindigkeit beim 318
Aufsetzen, Flug 3
Geschwindigkeit beim 322
Aufsetzen, Flug 4
Geschwindigkeit beim 3,03
Aufsetzen, Flug &
Test Statistics®
M 32
Chi-Square 3,200
df 4
Asymp. Sig. 525
a. Friedman Test
Controlling for Training Effects
Tests of Normality
Kolmogorov-Smirnov? Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Fatigue, Befare First 280 42 000 876 42 ,0oo
Flight [K55-Rating]
Fatigue, After Three 229 42 ooa ane 42 003
Flights [K55-Rating]
Fatigue, After Five Flights 162 42 oov 944 42 039
[KSS-Rating]
a. Lilliefors Significance Correction
Ranks Test Statistics®
Mean Rank
: : M 42
Fatigue, Before First 1,73 . Ay me
Flight [KSS-Rating] Chi-Sguare 24,929
Fatigue, After Three 1,83 df 2
Flights [KS5-Ratin .
9 [ _ g]_ Asymp. Sig. Ralaly
Fatigue, After Five Flights 244 -
[K5S-Rating] a. Friedman Test
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Descriptive Statistics

Percentiles
I+l Mean Std. Deviation | Minimum | Maximum 25th A0th (Median) 75th
Fatigue, Before First 42 314 1,372 1 7 2,75 3,00 400
Flight [KSS-Rating]
Fatigue, After Three 42 3,33 1,625 1 7 2,75 3,00 5,00
Flights [KS3-Rating]
Fatigue, After Five Flights 42 3,88 1,824 1 g8 3,00 4.00 5,00
[KS5-Rating]
Ranks
[+l Mean Rank | Sum of Ranks
Fatigue, After Three Megative Ranks 42 5,00 20,00
Flights [KSS-Rating] - Positive Ranks g 7,25 58,00
Fatigue, Before First . .
Flight [K55-Rating] Ties 30
Total 42
Fatigue, After Five Flights Megative Ranks 39 1217 36,50
[KSS-Rating] - Fatigue, Positive Ranks 22¢ 13,11 288,50
Before First Flight [KSS- . f ' '
Rating) Ties 17
Total 42
Fatigue, After Five Flights Megative Ranks 149 8,00 2,00
[KSS-Rating] - Fatigue, Positive Ranks 1gh 10,63 202,00
After Three Flights [KSS- . i ' '
Rating] Ties 22
Total 42

a. Fatigue, After Three Flights [K55-Rating] = Fatigue, Before First Flight [K55-

Rating)

b. Fatigue, After Three Flights [KS5-Rating] = Fatigue, Befare First Flight [KS5-

Rating)

c. Fatigue, After Three Flights [KS5-Rating] = Fatigue, Before First Flight [KS55-

Rating)

d. Fatigue, After Five Flights [KS5-Rating] = Fatigue, Before First Flight [KS5-Rating]
a. Fatigue, After Five Flights [KS5-Rating] = Fatigue, Before First Flight [KS5-Rating)
f. Fatigue, After Five Flights [K55-Rating] = Fatigue, Before First Flight [KS3-Rating]

q. Fatigue, After Five Flights [KS5-Rating] = Fatigue, After Three Flights [KS5-Rating)
h. Fatigue, After Five Flights [KS5-Rating] = Fatigue, After Three Flights [KS5-Rating)
i. Fatigue, After Five Flights [KS5-Rating] = Fatigue, After Three Flights [KS5-Rating)

Test Statistics®
Fatigue, After Fatigue, After
Three Flights Five Flights Fatigue, After
[KS5-Rating] - | [KSS-Rating] - Five Flights
Fatigue, Fatigue, [kS5-Rating] -
Befare First Befare First Fatigue, After
Flight [K55- Flight [K55- Three Flights
RFating] RFating] [KS5-Rating]
i -1,632° -3,508° -3,818°
Asymp. Sig. (2-tailed) 125 ,0on ,0on
a. Wilcoxon Signed Ranks Test
. Based on negative ranks.
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Impact of Execution of Action on Technical System

Check for Correlations — AVs Execution

Correlations
Ln Std. Ln Std.
Ln Mean of Ln Mean of Ln Mean of Deviation of Deviation of
Input-Sum Inputs per Jerkiness Input-Sum Jerkiness
over Al Five Time over All over All Five over All Five over All Five
Flights Five Flights Flights Flights Flights
[Inputs] [Inputs/s] [Inputs/s3] [Inputs] [Inputs/ 57
Ln Mean of Input-Sum Pearson Correlation 1 ,921“ ,4?2“ ,T4T“ 31 7
over All Five Flights Sig. (2-tailed) 000 002 000 041
[Inputs]
M 42 42 42 42 42
Ln Mean of Inputs per Pearson Correlation 1 £81 BT 381
Time over All Five Flights Sig. (2-tailed) 000 000 000 013
[Inputsis]
il 42 42 42 42 42
Ln Mean of Jerkiness Pearson Correlation 472 581 1 305 655
over All Five Flights Sig. (2-tailed) 002 000 049 000
[Inputsisd
il 42 42 42 42 42
Ln 5td. Deviation of Input- Pearson Correlation TAT BT 308 1 424"
Sum over All Five Flights Sig. (2-tailed) 000 ooo 049 005
[Inputs]
il 42 42 42 42 42
Ln Std. Deviation of Pearson Correlation a7 381 655 424" 1
Jerkiness aver All Five : :
Sig. (2-tailed 041 013 ooo 0os
Flights [Inputs/ s7 9. ) ' ' ' '
il 42 42 42 42 42
** Correlation is significant atthe 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
REGRESSION EXECUCTION of Action on Technical System
Mean Duration on Mean Velocity
Variables Entered/Removed?
Variables Variables
Model Entared Removead Method
1 Ln Mean of Stepwise
Flight (Critaria:
Duration over Probability-of-
All Five F-to-enter <= |
Flights [s] -7- 0&0,
Probability-of-
F-lo-ramave
== 100).
a. Deperndent Variable: Ln Mean af Velacity over All Five Flights [mis]
b
Model Summary
Change Statisfics
Adjusied R Std. Error of R Sguare
Model R R Square Sguare the Eslimate Change F Change
1 3417 16 094 A5625 116 5269
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Model Eummarg,rh

Model

Change Statistics

df1

df2

Sig. F Change

1

40

27

a. Predictors: (Constant), Ln Mean of Flight Duration over All Five Flights [s] -7-

k. Dependent Variable: Ln Mean of Velocity over All Five Flights [mis]

ANOVA®
Sum of
Maodel Squares df Mean Square F 3ig.-
1 Regression 1,097 1 1,097 5,269 027"
Residual 8,327 40 208
Total 9423 41

a. Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]

b. Predictors: (Constant), Ln Mean of Flight Duration aver All Five Flights [s] -7-

Coefficients®
Standardized
Unstandardized Coefficients Coellicients
Maodel B Std. Ermor Beta t
1 (Constant) -5,376 2,899 -1,855
Ln Mean of Flight Duration 1,050 AT 41 2,285
over All Five Flights [s] -7-
Coefficients®
Collinearity Statistics
Model Sig. Tolerance VIF
1 (Constant) 071
Lr Mean of Flight Duration J27 1,000 1,000
over All Five Flights [s] -7-
a. Deperdent Variable: Ln Maan of Velocity over All Five Flights [mJs]
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Frequency

Histogram

Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]

_/\_

Mean = -2 80E-15
Std. Dev. =0.088

Scatterplot

Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]
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SD Duration on Ranking

Regression Standardized Residual
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Regression Standardized Predicted Value

Variables Entered/Removed?

Variables Variables
Model Entered Removad Method
1 Lr Std Stepwise
Deviation of {Critaria:
Flight Probability-of-
Duration over F-to-enter <=,
All Five 050,
Flights [s] -7- Probability-of-
F-to-remove
== 100).

T
o

a. Deperdent Variable: Ranking for All Flight-Angles aver All Five Flights

Model Summarg.rb

Change Statistics

Adjusied K Std. Error of R Sguare
Maodel R R Square Square the Estimate Change F Change
1 4507 203 183 11,090 203 10,176
Model Summarg.rb
Change Statistics
Maodel df1 df2 5ig. F Change
1 1 40 003

a. Predictors: (Constant), Ln Std. Deviation of Flight Duration over All Five Flights [s] -7-
b. Depandant Variable: Ranking for All Flight-Angles aver All Five Flights
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ANOVA?

Sum of
| Model Squares df Mean Square F Sig.
1 Regression 1251377 1 1251,377 10,176 :DDSb
Residual 4919,123 40 122,978
Total 6170.500 41

d. Depondent Variable: Ranking for All Flight-Angles over All Five Flights
b. Predictors: (Constant), Ln Std. Deviation of Flight Duration over All Five Flights [3] =7-

Duration aver All Five

Flights [5] -7-

a. Dependent Variable: Ranking for All Flight-Angles aver All Five Flights

Histogram

Dependent Variable: Ranking for All Flight-Angles over All Five Flights

10

Frequency

N

-1 o

T
3

Regression Standardized Residual

Mean = -G.02E-17
Std
N=4

Dev. = 0,088

Regression Standardized Residual

—

Scatterplot

Coefficients™
=tandardizen
Unstandardized Coefficients Coefficients
Maodel B Std. Ermor Beta t
1 (Constant) -3 055 7,886 -aaT
Ln Std. Deviation of Flight G 808 2134 450 3,190
LDuration over All Five
Flights [s] -?-
Coefficients?
Collinearity Statistics
Model Sig. Tolerances VIF
1 (Constant) oo
L Std. Deviation of Flight o003 1.000 1,000

Dependent Variable: Ranking for All Flight-Angles over All Five Flights

Regression Standardized Predicted Value
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Impact of Choice of Action on Technical System
Markov Model on Technical System

Model Summar:.uIh
Change Statistics
Adjusted R Std. Error of R Sguare
| Model R R Square Square the Estimate Change F Change
1 3607 130 a7 60042 130 5,817
b
Model Summiary
Change Statistics
Model df df2 5ig. F Change
1 1 39 021
a. Predictors: (Constant), Fallowsd mos! probable Path
b. Dependent Yariable: Ln 5td. Deviation of Velocity over All Five Flights [mi's]
ANOVA®
Sum of
Model Squares df Mean Square F Sig.
1 Regression 2,530 1 2,530 5,817 021°
Residual 16,959 39 435
Total 19,458 40
a. Dependent Yariable: Ln 3td. Deviation of Velocity over All Five Flights [mi's]
b. Predictors: (Canstant), Followed most probable Path
Coefficients®
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t
i {Constant) 26T 147 3,845
Followed most probable - 497 206 -, 360 -2412
Path
Coefficients®
Collinearity Statistics
Maodsl Sig. Tolerance VIF
1 {Constant) 000
Followead most probable 021 1,000 1,000
Fath

a. Depandent Variable: Ln 5td, Deviation of Velocity over All Five Flights [mi's]
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Histogram

Dependent Variable: Ln Std. Deviation of Velocity over All Five Flights [m/s]

Scatterplot
o - @,‘._Z“E._.: :EDE;E Dependent Variable: Ln $td. Deviation of Velecity over All Five Flights [m/s]
] N d ) :
E - £, 8 8
N B | 8
E .
i g7 & °
L] 1=
) R;gtessi-on Standardized Residu_al - o g5 0a 0s 10 s
Regression Standardized Predicted Value
Markov States on Technical System
State 4
Variables Entered Removed®
Wariables Wariables
Madel Entered Remaoved Method
1 rmarkoyv_durati Stepwise
on_4 (Criteria:
Probability-of-
F-to-enter ==,
nan,
Probability-of
F-to-remaove
== 100).
a. DependentVariable: Ranking for All Flight-Angles
over All Five Flights
Model Summary®
Change Statistics
Adjusted R Std. Error of R Square
Maodel R R Square Square the Estimate Change F Change df1 df2 Sig. F Change
1 6047 365 323 10,106 365 8,635 1 15 010
a. Predictors: (Constant), markov_duration_4
h. DependentVariable: Ranking for All Flight-Angles aver All Five Flights
ANOVA®
Sum of
Madel Squares df Mean Square F Sig.
1 Regression 281,834 1 881,834 8635 ,010':'
Residual 1631,930 14 102,129
Total 2413,7645 16
a. DependentVariahle: Ranking for All Flight-Angles over All Five Flights
b. Predictors: (Constant), markov_duration_4
Appendix - Additional Test-tables and Figures for Study Two LXXVI



Coefficients®

Standardized
Lnstandardized Coefficients Coefficients Collinearity Statistics
Madel B Std. Error Beta Sig. Tolerance YIF
1 (Constant) 7,523 4 868 1,545 143
markov_duration_4 276 094 604 2,938 010 1,000 1,000
a. Dependent Variable: Ranking for Al Flight-Angles over All Five Flights
Histogram Scatterplot

Dependent Variable: Ranking for All Flight-Angles over All Five Flights

Frequency
i

\

Mean=017
Std. Dev.=1,195
N=18

2 A

a 1

2 3 4

Regression Standardized Residual

Regression Standardized Residual

Dependent Variable: Ranking for All Flight-Angles over All Five Flights

o0

Regression Standardized Predicted Value

Variables Entered Removed®
“ariahles Wariahles
Madel Enterad Remaved Methaod
1 rmarkoyv_durati Stepwise
on_4 (Criteria:

Probability-of-
F-to-enter ==,
nan,
Probability-of
F-to-remove
== 100).

a. DependentVariable: Ln Mean of Velocity over All
Five Flights [mis]

Model Summary®
Change Statistics
Adjusted R Std. Error of R Square
Maodel R R Square Square the Estimate Change F Change df df2 Sig. F Change
1 6767 457 421 28502 A&7 12617 1 15 003
a. Predictors: (Constant), markov_duration_4
h. DependentYariable: Ln Mean of Velocity over All Five Flights [mis]
ANOVA®
Sum of
Maodel Sguares df Mean Square F Sig.
1 Regression 1,088 1 1,088 12,617 ,DDEb
Residual 1,306 15 087
Total 2,404 16
a. Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]
b. Predictors: (Constant), markov_duration_4
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Coefficients®

Standardized

Lnstandardized Coefficients Coefficients Collinearity Statistics
Madel B Std. Error Beta 1 Sig. Tolerance YIF
1 (Constant) 769 142 5,413 000
markov_duration_4 010 003 G676 3,652 003 1,000 1,000
a. Dependent Variable: Ln Mean of Velocity over All Five Flights [mis]
Histogram Scatterplot

Dependent Variable: Ln Mean of Velocity over All Five Flights [mis]

Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]

Mean = 0,22 47 ©
[ Std. Dev. =1 326
N=18
T o
] 3
b4
T
E 4 % o o
2 7 g
[ « @ o o
.§ 0 [+]
29 o o °
& - o °
1 o o
\ o
; 2 K 0 2 H 2 i 0 1 ] 3
Regression Standardized Residual Regression Standardized Predicted Value
Variables Entered Removed®
Wariables Wariables
Madel Entered Remaoved Method
1 rmarkoyv_durati Stepwise
on_4 (Criteria:
Probability-of-
F-to-enter ==,
nan,
Probability-of
F-to-remaove
== 100).
a. DependentVariable: Ln Std. Deviation of Velocity
over All Five Flights [mis]
Model Summary®
Change Statistics
Adjusted R Std. Error of R Square
Maodel R R Square Square the Estimate Change F Change df1 df2 Sig. F Change
1 6887 473 435 55051 A73 12 565 1 14 003
a. Predictors: (Constant), markov_duration_4
h. DependentYariable: Ln Std. Deviation of Velocity aver All Five Flights [m/s]
ANOVA®
Sum of
Maodel Sguares df Mean Square F Sig.
1 Regression 3,808 1 3,808 12,565 ,DDEb
Residual 4243 14 303
Total 8,051 15
a. Dependent Variable: Ln Std. Deviation of Welocity over All Five Flights [mis]
b. Predictors: (Constant), markov_duration_4
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Coefficients®

Standardized
Unstandardized Coefficients Coefficients 95,0% Confidence Interval for B Collinearity Statistics
Madel B Stdl. Error Beta t Sig. Lower Bound | Upper Bound | Tolerance WIF
1 (Constant) - 566 296 -1,911 077 -1,202 069
markov_duration_4 020 0086 Gag 3,545 003 ooa 032 1,000 1,000
a. DependentVariable: Ln Std. Deviation of Velocity over All Five Flights [m/s]
Histogram Scatterplot

Dependent Variable: Ln Std. Deviation of Velocity over All Five Flights [mis]

Mean =022
Std. Dev. =1 211
N=18

Dependent Variable: Ln Std. Deviation of Velocity over All Five Flights [mis]

= o
[ E 1
,\ §
T
: il » o
.g 0
o Q ®
24
: 2 K 0 2 a 2 1 0 1 ] 3
Regression Standardized Residual Regression Standardized Predicted Value
State 8
Variables Entered Removed®
Wariahles Variahles
Maodel Entered Removed Method
1 markov_pitch Stepwise
_a (Criteria:
Probahility-of
F-to-enter ==,
IETI
Probahility-of
F-to-remove
== 100).
a. Dependent Variable: Ln Mean of Velocity aver All
Five Flights [mis]
Model Summar;)3
Change Statistics
Adjusted R Std. Error of R Square
Madel R R Square Square the Estimate Change F Change dft df2 Sig. F Change
1 78g9? 622 J5B0 26812 622 14 796 1 9 004
a. Predictors: (Constant), markov_pitch_8&
h. DependentYariable: Ln Mean of Velocity over All Five Flights [mis]
ANOVA®
Sum of
Maodel Squares df Mean Square F Sig.
1 Regression 1,064 1 1,064 14,7596 ,EIEIait'
Fesidual G647 9 a7z
Total 1,711 10
a. DependentVariahle: Ln Mean of Velocity over All Five Flights [mis]
b. Predictors: (Constant), markov_pitch_8
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Coefficients®

Standardized

Unstandardized Coefficients Coefficients Collinearity Statistics
Madel B Std. Errar Betfa t Sig. Tolerance VIF
1 (Constant) B62 188 2,994 014
markov_pitch_8 -243 063 -, 788 -3,847 004 1,000 1,000
a. DependentVariable: Ln Mean of Velocity over All Five Flights [mis]
Histogram Scatterplot

Dependent Variable: Ln Mean of Velocity over All Five Flights [mis]

2N

Mean = 6 94E-17
Std.Dev.=0,949

Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]

(o]

&
3 = o
= ; - o
L1 o
I & o
14 — % o o
g i
&
o]
/ \_ 2
: 2 E 1 2 2 1 0 1 ] 3
Regression Standardized Residual Regression Standardized Predicted Value
Variables Entered/ Removed®
Yariahles Variahles
Madel Entered Femoved Method
1 markov_alt_m Stepwise
ean_»g (Criteria:
Probahility-of-
F-to-enter ==,
a0,
FProbabhility-of-
F-to-remaove
== 100).
a. Dependent Variahle: Ln Std. Deviation of Velocity
over All Five Flights [mis]
Model Summary®
Change Statistics
Adjusted R Std. Error of R Square
Maodel R R Square Square the Estimate Change F Change df1 df2 Sig. F Change
1 B7o? 773 740 ,32669 773 23,793 7 002
a. Predictors: (Constant), markov_alti_mean_3
h. DependentYariable: Ln Std. Deviation of Velocity aver All Five Flights [m/s]
ANOVA®
Sum of
Maodel Sguares df Mean Square F Sig.
1 Regression 2534 1 2,534 23,7483 ,DDEb
Residual 47 7 07
Total 3,286 a
a. Dependent Variable: Ln Std. Deviation of Welocity over All Five Flights [mis]
b. Predictors: (Constant), markov_alt_mean_8
Appendix - Additional Test-tables and Figures for Study Two LXXX



Coefficients®

Standardized
Unstandardized Coefficients Coefficients 95,0% Confidence Interval for B Collinearity Statistics
Madel B Std. Error Beta t Sig. Lower Bound | Upper Bound | Tolerance VIF
1 (Constant) -753 292 -2.577 037 -1,444 -,062
markov_alt_mean_8 005 ,001 879 4878 002 002 007 1,000 1,000

a. DependentVariable: Ln Std. Deviation of Velocity over All Five Flights [mis]

Histogram Scatterplot

Dependent Variable: Ln Std. Deviation of Velocity over All Five Flights [mis] Dependent Variable: Ln Std. Deviation of Velocity over All Five Flights [mis]

&

Frequency
i

Mean = -127
Std. Dev.=3137
N="11

Regression Standardized Residual
s

/ °
A0

u _/ T T T T T
7 R;egressi;n Stan;iardize;l Residual 7 Regression Standardized Predicted Value
State 10
Variables EnterediRemoved®
wananloes Varables
Model Entarad Removed Method
1 Mean Altitude L | SlEpadiss
State 10 {Criteria:
Frobability-af-
F-lg-enter ==,
050,
Frobability-of-
Felo-ramove
== 1000
a. Dependent Varakle: Ranking for Al Flight-Angles over &0 Five Flights
Model Summar'_u't'
Change Statistics
Adjusted R Std. Error of R Souare

BModal R R Square Sojuare the Estimate Change F Change

1 .362° 131 i [i}e] 11.424 131 5.873
Model Summar';t'

Change Statistics
Blodal o1 dii2 Sig. F Change
1 1 38 020

a. Predictors: (Gonslant), Mean AUlede Siale 10
k. Dependant Varable: Ranking far &l Flight-&ngles over &1l Five Flighls
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ANOVA?

Sum o
| Model Sguares of Mean Sguare F Sig.
i Regression 766,580 1 TEE,580 5,873 .EEED
Residual S080,200 g 130,518
Taotal 5850,780 40
a. Dependent Varablda: Ranking tor A1 Flight-Angles over Al Five Flighls
b. Predictors: (Constant), Mean Albtude Stale 10
Coefficients”
Standardized
Unstandardized Coefficients Coefficients
Modsl B Std. Ermor Beta t Sig-
1 {Constant) 144 448 51,764 2,829 0a7
Mean Altitude State 10 -3,704 1.528 - 362 -2.424 020
Coefficients”
Collinearity Statistics
| Modal Tolerance WVIF
1 [Constant)
Mean Altitude State 10 1.0400 1,000
a. Dependant Warable: Ranking for Al Flight-Angles over Al Five Flights
Histogram
Dependent Variable: Ranking for All Flight-Angles over All Five Flights
Scatterplot
1o ‘;’E’D:: -] Dependent Variable: Ranking for All Flight-Angles over All Five Flights
Lo | — = @ (=}
/ 2 - a o @ e
2 o o
> I3 o o
'.':' & g & oo
g ] i . .
o =
£ N g o oo °
5 0?
4 w = a @ o o
| - 3 o S
ke & @ cc .
\\ 8

Regression Standardized Residual Regression Standardized Predicted Value
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State 11

Variables Entered/Removed”®

Maodel

Varables

Yarlables

Enterad Removed Method
Mzan Slepaisn
Dwration of (Critera:
State 11 Probakility-af-

050,

Felmeromove
== 100].

Flo=gnler <=,

Frobakility-of-

a. Dependent Varable: Ln Mean of Velodily over All Five Flights [mis]

Model Summaryt'

Change Statistics
Adjusted R Sid. Errar of R Sguare
Maodal R R Square Sqjuans the Estimate Change F Change
1 345" Jd22 {u1e] 45882 122 5407
Madel Summzu':.rt'
Change Statistics
Miodal dfl di2 Sig. F Change
1 1 38 025
a. Predictors: (Constant), Mean Duration of Stale 11
b. Dependent Varnabda: Lo Mean of Velooly ower All Five Flights [mis]
ANOVA®?
sum of
| Miodal Sguares df Mean Sguare F Sig.
1 Regression 1,138 1 1.138 5407 ,EEED
Residual B.210 3g 211
Total B.344 40

. Dependent Vanabde: Lo Mean of Velooly over All Five Flghts [mis]

b. Pradictors: ({Constant), Mean Duration of Stala 11
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Coefficients?

a. Dependant Varable: Ln Mean of Vielesity over All Five Flights [mis]

Histogram

Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]

/‘

Frequency

Mean = 4 86E-16
Sid. Dev. = 0,987
N=a1

0

Regression Standardized Residual

Impact of Choice of Action on Execution of Action

Regression Standardized Residual

Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]

Scatterplot

Slandardized
Unstandardzed Coefficients Cosfficients
Bladel B Sitd. Error Beta t
(Constant) 1.878 271 §.830
Mean Duration of State 11 - 116 05D -340 -2,325
Coefficients?
Collimeanty Statistics
| Bodel Sig. Tolerance WIF
1 (Constant) 000
Mean Duration of State 11 025 1,000 1.000

o a
=] o]
o o °

o b

o a
e [e}
o

2 o

Regression Standardized Predicted Value

Model Summary®

a. Predictors: (Constant), Most Probable Path Probability [%6]

Change Statistics
Adjusted R Std. Error of R Square
Model R R Square Sguara the Estimate Change F Change
1 317 o 07 8540 101 4 362
2 :322':' 104 057 S9375 003 143
Model Summary®
Change Statistics
Model df1 df2 Sig. F Change
1 1 38 043
2 1 38 G707

b. Predictors: (Constant), Most Frobable Path Probability [%], Followead maost probable Fath

c. Depandeant Variable: Ln Mean of Input-Sum over All Five Flights [Inputs]
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AMOVA®T

Sum of
Maodel Squaras df Mean Square F Sig.
1 FRegression 561 1 661 4 362 043"
Residual 5,914 39 ,152
Total 6,575 40
2 Regression JoB4 2 342 2,205 124
Residual 5,892 3B J155
Total 6,575 40

a. Dependent Variable: Ln Mean of Input-Sum over All Five Flights [Inputs]
b. Predictors: (Constant), Most Probable Path Probability [%:]
c. Predictors: (Constant), Most Probable Path Probability [%]. Followed most probable Path

Coefficients®

Standardized
Unstandardized Coefficients Coefiicients

Madel B 5td. Ermor Beta t

1 (Constant) 17,245 L1593 89,521
Most Probable Path 552 ,2E4 T 2,089
Probability [%]

2 (Constant) 17,155 314 54 574
Most Probable Path a82 279 335 2,087
Probability [%]

Followed most probable 049 J128 061 A78
Path
Coefficients®
Collinearity Statistics

Model Sig. Tolerance VIF

1 {Constant) 00D
Most Frobable Path 043 1,000 1,000
Frobability [%:]

2 {Constant) 00D
Most Probable Path 044 17 1,080
FProbalbility [%]

Followed most probable J07 17 1,090
Path

a. Dependent Variable: Ln Mean of Input-Sum over All Five Flights [Inputs]
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Histogram

Dependent Variable: Ln Mean of Input-Sum over All Five Flights [Inputs]

o

Frequency

\

Mean = -0.07
Std. Dev. = 0,875
N=41

-1 0

Regression Standardized Residual

Scatterplot

Dependent Variable: Ln Mean of Input-Sum over All Five Flights [Inputs]

>

—

Regression Standardized Residual
il

[s]s]

00 @

o0

]

Cooo 0 0

Regression Standardized Predicted Value

Impact of Human Influencing Factors on Choice and Execution of Task

Correlations

Cumulated
Cumulated Single Cumulated
Overall Flight | Cumulated | Engine Flight Time on
Duration in Single Duration in Cumulated Professional
Last Twelve | Engine Flight | Last Twelve | Time Using | Flight simulator
Months [h] Duration [h] Months [h] FSX [h] [h]
Spearman Number of Correlation ,956" ,826™
rho Operated Coefficient
_Fr:,'\?e*;\tfe inLast g (>tailed) 000 000
Months [n] N 22 22
Cumulated Correlation ,763™
Overall Flight Coefficient
Duration [n]  gjg. (2-tailed) ,000
N 36
Cumulated Correlation ,930™
Overall Flight Coefficient
Duration in ; ;
. (2-tail
Last Twelve Sig. (2-tailed) 000
Months [h] N 40
Flight Correlation ,863™
simulation Coefficient
Experience  gjg (2-tailed) ,000
[Type]
38
Cumulated Correlation 732"
Time on Coefficient
Flight Sig. (2-tailed 000
simulation [h] g- ( ) '
N 35
**_Correlation is significant at the 0.01 level (2-tailed).
*, Correlation is significant at the 0.05 level (2-tailed).
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ON MEAN Flight Duration

Model Summary®

a. Predictors: (Constant), Cumulated Flight Duration on Cassna [h)

b. Predictors: (Constant), Cumulated Flight Duration on Cassna [h], Self-assassment of Raalistic Flight

Bahavior

Change Statistics
Adjusted R =td. Error of R Sguare
Model R R Square Square the Estimate Change F Change
1 580° 337 2581 2T a7 5,093
2 J75° LE00 2T , 10319 253 7,238
Model Summary®
Change Statistics
Model di1 5ig. F Change
1 1 12 030
2 1 11 21

¢. Dependent Variable: Ln Mean of Flight Durafion over All Five Flights [5] -7-

ANOVA®
Sum of
Maodsl Sguares df Mean Square F Sig.
1 Regression 0og 1 099 6,093 :IIISL'Ib
Residual 194 12 016
Total 293 13
2 Regression 78 2 ,088 8,249 .oos®
Residual A7 11 J011
Total 293 13

a. Dependent Varabla: Ln Mean of Flight Duration over All Five Flights (5] -7-

b. Predictors: [Constant), Cumulated Flight Duration on Cessna [h]

¢. Predictors: (Constant), Cumulated Flight Duration on Cessna [h], Self-assessment of Realistic Flight

Behavior
Coefficients®
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Ermor Beta t
1 (Conztant) 6,303 047 134 997
Cumulated Flight Duration 001 D00 580 2 468
an Cessna [h)
2 (Conztant) 6,111 081 75,658
Cumulated Flight Duration 001 D00 678 3,491
an Cessna [h]
Seli-azsessment of 089 033 222 2,690
Realistic Flight Behavior
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Frequency

Coefficients?®

Collinearity
95,0% Confidence Interval for B Statistics
Maodel Sig. Lower Bound Upper Bound Tolerance
1 (Constant) ,00g 6,202 6,405
Cumulated Flight Duration 030 000 ooz 1,000
an Cessna [h)
2 (Constant) .00a 5,934 6,289
Cumulated Flight Duration 005 D00 002 S65
an Cessna [h]
Seli-assassment of 021 016 162 JSES
Realistic Flight Behaviar
Histogram
Dependent Variable: Ln Mean of Flight Duration over All Five Flights [s] -?- Scatterplot
Mean =064 Dependent Variable: Ln Mean of Flight Duration over All Five Flights [s] -?-
® & ¢ 0 0 o °
M E o e 8w & ; ¢
g 80 o o @ [+]
7 BER E o L
N Z -
- R;gression Stan;aldizec; Residt;al 7 Regression Standardized Predicted Value
On SUM OF INPUTS
b
Model Summary
Change Stafistics
Adjusted R Std. Error of R Sguare
Madel R R Sgquare Sguare tha Estimata Change F Change
1 5807 36 281 42493 i 6,078
Model Summaryb
Change Statistics
Madel dif df2 5ig. F Change
1 1 12 030

a. Predictors: (Constant), Perceived Difficulty of Landing Maneuver

b. Dependent Variable: Ln Mean of Input-Sum over All Five Flights [Inputs]
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ANOVA?®

Sum of
Madel Squares df Mean Sguare F Sig.
1 Regression 1,097 1 1,097 6,078 :IZISEIE
Residual 2,167 12 181
Total 3,264 13
a. Depandent Vanable: Ln Maan of Input-Sum aver All Five Flights [Inputs)
b. Predictors: (Constant), Perceived Difficulty of Landing Maneuver
Coefficients®
Standardized
Unstandardized Coefficients Coefficients
Madel B Std. Error Beta t
1 {Constant) 15,741 819 19,227
Perceived Difficulty of A55 186 a0 2 465
Landing Manauver
Coefficients®
Collinaarity
95,0% Confidence Interval for B Statistics
Madel Sig. Lowsr Bound Upper Bound Tolerance
1 {Constant) ,ooag 13,957 17,525
Perceived Difficulty of 030 053 JBed 1,000
Landing Manauver
Histogram
Dependent Variable: Ln Mean of Input-Sum over All Five Flights [Inputs]
Scatterplot

10+

Frequency

-~

Mean =-0.23
Std. Dev. =1.042
N=30

"N

Regression Standardized Residual

4 0

Regression Standardized Residual

B

Dependent Variable: Ln Mean of Input-Sum over All Five Flights [Inputs]
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0O 00 00 GoMC OO oD
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Regression Standardized Predicted Value

Appendix - Additional Test-tables and Figures for Study Two

LXXXIX



On SD FLIGHT DURATION

Model Summary®

Change Statistics
Adjusted R Std. Error of R Sguare
Mods=l R R Square Square the Estimate Change F Change
1 6198 254 332 74474 384 7465
2 837 Fo0 546 4227 ST 11,634
Model Summary®
Change Statistics
Madel dfl df2 5ig. F Change
1 1 12 015
2 1 11 D06

a. Predictors: (Constant), Cumnulated Flight Duration on Cessna [h)

b. Predictors: (Constant), Cumulated Flight Duration on Cessna [h], Self-assassment of Realistic Flight
Behavior

¢. Dependent Variable: Ln Std. Deviation of Flight Duration over All Five Flights [5] -7-

ANOVA®
Sum of
Model Squares df Mean Square F Sig.
1 Regression 4,140 1 4,140 7 4B5 :D1Bb
Residual 6,656 12 255
Total 10,796 13
2 Regression 7,561 2 3,781 12,857 0o1®
Residual 3,235 11 294
Total 10,796 13

a. Dependent Varabla: Ln Std. Deviation of Flight Duration aver All Five Flights [s] -7-

b. Predictors: (Constant), Cumulated Flight Duraticn on Cessna [h]

c. Predictors: (Constant), Cumulated Flight Duration on Cessna [h], Self-assessment of Realistic Flight

Behavior
Coefficients®
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t
1 {Constant) 3,360 273 12,292
Cumulated Flight Duration 006 002 G619 2732
on Cessna [h]
2 {Constant) 2,081 424 4 903
Cumulated Flight Duration 007 00z 4126 4 322
an Cessna [h)
Self-assessment of 505 A7 T 3,41
Fealistic Flight Behaviar
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Coefficients®

Model

95.0% Confidence Interval for B

Collinaarity
Slatistics

Lower Bound

Upper Bound

Tolerance

1 {Constant)

Cumulated Flight Duration
an Cessna [h]

2,764
,001

3,955
011

1.000

2 {Constant)

Cumulated Flight Duration
an Cessna [h]

Self-assessment of
Realistic Flight Behavior

.ooa
001

008

1,147
004

211

3015
011

BT

985

965

Histogram

Dependent Variable: Ln Std. Deviation of Flight Duration over All Five Flights [s] -
2.

Frequency

T
£ -8 4

Regression Standardized Residual

EGs on Mean Jerkiness

Dependent Variable: Ln Std. Deviation of Flight Duration over All Five Flights [s] -
?-

Seatterplot

>

Regression Standardized Residual

o
a
o PO

2 (]

Regression Standardized Predicted Value

Variables Entered Removed®

Model

Variahles
Entered

Wariahles
Removed

Method

Qual_PPL

Flight
simulation
Experience
[Type]

Age {grouped)

Stepwise
(Criteria:
Probahility-of-
F-to-enter ==,
0&0,
Probahility-of-
F-to-remaove
== 100).
Stepwise
(Criteria:
Probability-of-
F-to-enter ==,
050,
Probability-of-
F-to-remove
== 100).
Stepwise
(Criteria:
Probahility-of-
F-to-enter ==,
050,
Probahility-of-
F-to-remove
== 100).

a. Dependent Variable: Ln Mean of Jerkiness over All
Five Flights [Inputsis?]
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Model Summary®

Change Statistics
Adjusted R Std. Error of R Square
Maodel R R Square Square the Estimate Change F Change df1 df2 Sig. F Change
1 616° 37 327 33561 a7a a1 1 2 018
2 7950 6349 573 26727 ,260 7922 1 11 017
3 G44° 891 8585 6367 253 23275 1 10 001
a. Predictors: (Constant), Qual_PPL
h. Predictors: (Constant), Qual_PPL, Flight simulation Experience [Type]
¢. Predictors: (Constant), Qual_PPL, Flight simulation Experience [Type], Age (grouped)
d. Dependent¥Yariable: Ln Mean of Jerkiness over All Five Flights [Inputs/s™
ANOWVA®
Sum of
Maodel Squares df Mean Square F Sig.
1 Regression 825 1 825 7321 01 gr
Residual 1,352 12 13
Total 2176 13
2 Regression 1,380 2 685 9732 oo4°
Residual 786 11 071
Total 2176 13
3 Regression 1,840 3 647 27,385 ,[J[J[Jd
Residual 236 10 024
Total 2176 13

a. DependentYariable: Ln Mean of Jerkiness over All Five Flights [Inputs/s?
h. Predictors: (Constant), Gual_PPL
. Predictors: (Constanf), Qual_PPL, Flight simulation Experience [Type]

d. Predictors: (Constant), Qual_PPL, Flight simulation Experience [Type], Age

(grouped)
Coefficients®
Standardized
Unstandardized Coefficients Coefficients 95 0% Confidence Interval for B Collinearity Statistics
Model B Std. Error Beta 1 Sig. Lower Bound | UpperBound | Tolerance VIF
1 (Constant) 8,634 237 36,382 ,000 8117 9151
Qual_PPL - 694 256 616 -2,706 018 41,252 135 1,000 1,000
2 (Constant) 9,448 345 27,348 ,000 8,687 10,208
CQual_PPL =931 221 -,826 -4.215 001 -1.417 - 445 854 1,171
Flight simulation -,203 072 B52 -2.815 017 -, 363 -044 B854 1171
Experience [Type]
3 (Constant) 8,535 274 31,123 000 7,924 9147
Qual_PPL -1,197 138 -1,063 -8,646 ,000 -1,506 -,683 718 1,382
Flight simulation - 150 043 -, 406 -3477 006 -,246 084 787 1,255
Experience [Type]
Age (grouped) 232 048 597 4824 001 125 340 708 1,410
a. Dependent Wariahle: Ln Mean of Jerkiness over All Five Flights [Inputs/sd
Appendix - Additional Test-tables and Figures for Study Two XclI




Dependent Variable: Ln Mean of Jerkiness over All Five Flights [Inputs/s?]

157

Frequency

-10 -5

Regression Standardized Residual

On SD Jerkiness

Histogram Scatterplot
Dependent Variable: Ln Mean of Jerkiness aver All Five Flights [Inputs/s?]
Wean = 1,70 107
Std. Dev. =4 571
N=42 [+]
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4157
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5 10 4 -2 o
Regression Standardized Predicted Value
Vfariables Entered/Removed®
Variables Wariahles
Madel Entered Femaved Method
1 Gual_CPL Stepwise
(Criteria:
Probability-of
F-to-enter ==,
050,
Probability-of-
F-to-remave
== 100).

a. DependentVariable: Ln Std. Deviation of Jerkiness
aver All Five Flights [Inputs/ 57

Model Summar;)3

Change Statistics
Adjusted R Std. Error of R Square
Madel R R Square Square the Estimate Change F Change dft df2 Sig. F Change
1 537° 288 229 518349 288 4 865 1 12 048
a. Predictors: (Constant), Qual_CPL
h. DependentVariable: Ln Std. Deviation of Jerkiness aver All Five Flights [Inputs/ 57
ANOVA®
Sum of
Madel Squares df Mean Square F Sig.
1 Regression 1,307 1 1,307 4 865 ,048"
Fesidual 3,22 12 269
Total 44532 13
a. DependentVariahle: Ln Std. Deviation of Jerkiness over All Five Flights [Inputs/ 57
. Predictors: (Constant), Gual_CPL
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Coefficients®

Standardized
Unstandardized Coefficients Coefficients 45 0% Confidence Interval for B Collinearity Statistics
Madel B Std. Error Beta t Sig. Lower Bound UpperBound | Tolerance WIF
1 (Constant) 6,033 144 41,958 ,ooa 5714 6,348
Qual_CPL 1,187 538 537 2,208 048 014 2,359 1,000 1,000
a. DependentYariable: Ln Std. Deviation of Jerkiness owver All Five Flights [Inputs/ 7]
Histogram Scatterplot
Dependent Variable: Ln Std. Deviation of Jerkiness over All Five Flights [Inputs/  Dependent Variable: Ln Std. Deviation of Jerkiness over All Five Flights [Inputs/
5] 57
- Mean =_—Dl37
12 ﬁg.4Dze¢. =1528 o
EREa o
T o
109 = 5
¢ 8
-
= & 2 g
g g o g °
a [
3 -l
g 5 °
w wn ° o
7] 5 8
I g -2 - 9
& 8
pu |
o
o L— \ “1
4 2 0 2 3 0 i : 3 H

Regression Standardized Residual

Impact of Human Influencing Factors on Technical System
On Ln Mean Velocity

Variables Entered Removed®

Regression Standardized Predicted Value

Model

Yariables
Entered

Variables
Removed

Method

]

Change of
Fatigue over
All Five Flights

Level of
Education

[Type]

Age (grouped)

Stepwise
(Criteria:
Probability-of-
F-to-enter ==
050,
Probability-of-
F-to-remave
== 100).
Stepwise
(Criteria:
Probability-of-
F-to-enter ==
a0,
Probahility-of
F-to-remove
== 100).
Stepwise
(Criteria:
FProbability-of
F-to-enter ==
a0,
Probability-of-
F-to-remove
== 100).

a. DependentVariable: Ln Mean of Yelocity over All
Five Flights [mis]
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Model Summary®

Change Statistics
Adjusted R Stdl. Error of R Square
Model R R Square Square the Estimate Change F Change df df2 Sig. F Change
1 6317 393 348 40495 ,398 7,933 1 2 016
2 81 g° BT 11 31288 273 9,101 1 11 012
3 897" B804 746 25298 134 6,829 1 10 026
a. Predictors: (Constant), Change of Fatigue over All Five Flights
b. Predictors: (Constant), Change of Fatigue over All Five Flights, Level of Education [Type]
¢. Predictors: (Constant), Change of Fatigue over All Five Flights, Level of Education [Type], Age (grouped)
d. DependentVariahle: Ln Mean of Velocity over All Five Flights [m/s]
ANOVA®
Sum of
Madel Squares df Mean Square F Sig.
1 Regression 1,301 1 1,301 7933 ,016"
Fesidual 1,968 12 164
Total 3,269 13
2 Regression 2192 2 1,096 11,195 .0pz°®
Fesidual 1,077 11 0as
Total 3,269 13
3 Regression 2,629 3 876 13,654 ,D[Hd
Fesidual G40 10 64
Total 3,269 13

a. DependentVariahle: Ln Mean of Velocity over All Five Flights [mis]

b. Predictors: (Constant), Change of Fatigue over All Five Flights
c. Predictors: (Constant), Change of Fatigue over All Five Flights, Level of Education

(Type]

d. Predictors: (Constant), Change of Fatigue over All Five Flights, Level of Ecucation

[Type], Age (grouped)

Coefficients®
Standardized
Unstandardized Coefficients Cuoeflicients 95 0% Confidence Interval for B Collinearity Statistics
Madel B Std. Error Beta Sig. Lower Bound | UpperBound | Tolerance VIF
1 (Constant) 1,603 157 10,207 000 1,261 1,945
Change of Fatigue over -,345 122 -631 -2.817 016 -612 -078 1,000 1,000
All Five Flights
2 (Constant) 584 ,358 1,630 A3 -,205 1,374
Change of Fatigue over -344 095 - 628 3631 004 562 - 135 1,000 1,000
All Five Flights
Level of Education [Type] 206 068 522 3m7 012 056 387 1,000 1,000
3 (Constant) - 367 465 788 448 -1,403 670
Change of Fatigue over -,381 078 -, G696 -4,893 001 - 554 -,207 967 1,035
All Five Flights
Level of Education [Type] 248 058 628 4,313 002 120 377 922 1,085
Age (grouped) 185 071 1387 2613 028 027 342 893 1,120
a. DependentVariahle: Ln Mean of Welocity over All Five Flights [mis]
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Histogram Scatterplot

Dependent Variable: Ln Mean of Velocity over All Five Flights [mis] Dependent Variable: Ln Mean of Velocity over All Five Flights [m/s]
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Regression Standardized Residual Regression Standardized Predicted Value

On SD Velocity

Variables Entered Removed®
Variahles Variahles
Madel Entered Removed Method
1 Cumulated .| Stepwise
Cverall Flight (Criteria:
Duration in Probability-of
Last Twelve F-to-enter ==,
Maonths [h] 0s0,
FProbabhility-of-
F-to-remaove
== 100).

a. Dependent Variahle: Ln Std. Deviation of Velocity
over All Five Flights [mis]

Model Summary®

Change Statistics

Adjusted R Std. Error of R Square
Maodel R R Square Square the Estimate Change F Change df1 df2 Sig. F Change
1 5657 318 263 h378ea 314 5,630 1 12 035

a. Predictors: (Constant), Cumulated Overall Flight Duration in Last Twelve Months [h]
h. DependentYariable: Ln Std. Deviation of Velocity aver All Five Flights [m/s]

ANOVA®
Sum of
Madel Squares df Mean Square F Sig.
1 Regression 1,628 1 1,628 A 630 ,035b
Residual 3,471 12 284
Total 5100 13

a. Dependent Variable: Ln Std. Deviation of Welocity over All Five Flights [mis]
b. Predictors: (Constant), Cumulated Qverall Flight Duration in Last Twelve Months [h]
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Coefficients®

Standardized

Unstandardized Coefficients Coeflicients 95 0% Confidence Interval for B Collinearity Statistics

Madel B Std. Error Beta t Sig. Lower Bound | UpperBound | Tolerance VIF
1 (Constant) 527 204 2,580 024 082 AT

Cumulated Overall Flight -014 006 - 565 -2,373 035 -,027 -00 1,000 1,000

Duration in Last Twelve

Months [h]

a. Dependent Variable: Ln Std. Deviation ofWelocity over All Five Flights [m/s]
Histogram Scatterplot

Dependent Variable: Ln Std. Deviation of Velocity over All Five Flights [mis]

Mean =043

Dependent Variable: Ln Std. Deviation of Velocity over All Five Flights [mis]

12+ — Std. Dev.=1 415
N=40
5 4 °
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e E ° °©
2 T o 2 0 © o
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& tg 8 8 .
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Regression Standardized Residual Regression Standardized Predicted Value
On RANKING
Variables Entered Removed®
Yariables Variables
Maodel Entered Removed Method
1 Curmulated Stepwise
Cwerall Flight (Criteria:
Duration in Probahility-of
Last Twelve F-to-enter ==,
Manths [h] 050,
Probahility-of
F-to-remove
== 100).
a. Dependent Variable: Ranking far All Flight-Angles
over All Five Flights
Model Summar;)3
Change Statistics
Adjusted R Std. Error of R Square
Madel R R Square Square the Estimate Change F Change dft df2 Sig. F Change
1 5412 2493 234 9 649 293 4 969 1 2 046
a. Predictors: (Constant), Cumulated Cverall Flight Duration in Last Twelve Months [h]
h. DependentVariable: Ranking for All Flight-Angles aver All Five Flights
ANOVA®
Sum of
Model Squares df Mean Sguare F Sig.
1 Regrassion 462583 1 462,583 4 969 ,045"
Residual 1117132 12 93,094
Total 1679714 13
a. Dependent Variable: Ranking for All Flight-Angles over All Five Flights
b. Predictors: (Constant), Cumulated Qverall Flight Duration in Last Twelve Months [h]
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Coefficients®

Standardized

Unstandardized Coefficients Coeflicients 95 0% Confidence Interval for B Collinearity Statistics

Madel B Std. Error Beta t Sig. Lower Bound | UpperBound | Tolerance VIF
1 (Constant) 27,651 3,661 7,552 ,aoo 19,674 35629

Cumulated Overall Flight .24 108 - 541 -2,228 046 - 477 -005 1,000 1,000

Duration in Last Twelve

Months [h]

a. Dependent Variable: Ranking for All Flight-Angles over All Five Flights
Scatterplot Histogram

Dependent Variable: Ranking for All Flight-Angles over All Five Flights

Dependent Variable: Ranking for All Flight-Angles over All Five Flights
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J Questionnaire and Additional Material of Study Three

TECHNISCHE
B.9: Fragebogen vor dem Versuch g& | UNIVERSITAT

DARMSTADT

Fragebogen a D

S8 80S

vor dem Versuch .
e

Probandencode

Um die beantworteten Fragen spater den entsprechenden Messwerten aus dem Versuch
zuordnen zu konnen, wird jedem Probanden ein individueller Probandencode zugewiesen.
Des Weiteren kann dadurch in Zukunft festgestellt werden, ob der Proband an weiteren
Versuchen am Drejbein teilnimmt. Durch den Probandencode kann nicht auf die Identitat des
Probanden geschlossen werden.

1. Bitte geben Sie die letzten beiden Buchstaben des Vomamens Ihrer Mutter an.
Beispiel: Ihre Mutter heifit Sandra. Bitte geben Sie ,ra“ an.

1o

Bitte geben Sie den Tag an, an dem Sie geboren wurden.
Beispiel: Sie wurden am 08.12.1989 geboren. Bitte geben Sie ,,08“ an.

w

Bitte geben Sie die ersten beiden Buchstaben Ihres Geburtsortes an.
Beispiel: Sie wurden in Darmstadt geboren. Bitte geben sie .Da“ an.
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I
Miidigkeit

4, Bitte bewerten Sie Ihren momentanen Mudigkeitszustand durch Ankreuzen des
zutreffenden Kastchens. Sie konnen auch die Zwischenstufen benutzen.
Beispiel: Sie fiihlen sich wacher als ,wach®, aber miider als ,sehr wach®. Kreuzen Sie dann

das Kastchen ,,2“ an: 0 1 = sehr wach

m 2
o 3 =wach

0 1 = sehr wach

o 2

0 3 =wach

o 4

0 5 = weder wach noch mude

o6

0 7 = mide, aber keine Probleme wach zu bleiben

o8

0 9 = sehr miide, grofle Probleme wach zu bleiben, mit dem Schlaf kampfend

Erfahrung mit Versuchsstand Dreibein

5. Haben Sie bereits Erfahrung mit dem Versuchsstand ,Dreibein®, z.B. in Zusammenhang
mit einem anderen Versuch? D ja
0 nein
Fall: ja, wann und wobei haben Sie die Erfahrung gesammelt?
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e
B.10: Abbildung im Fragebogen nach dem Versuch fiir das Systemverstandnis von VK
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schwarzer Sensor
roter Sensor

-
-
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-
-
e '
6
Legende: blauerSensor
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B.11: Abbildung im Fragebogen nach dem Versuch fiir das Systemverstandnis von VB

s (wo] A

Abbildung Balken-Kreis-Diagramm
2 BeinA
2 BeinB
2 BeinC

schwarzer Sensor
roter Sensor

Legende: blauerSensor

-
.
9
-
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B.12: Fragebogen nach dem Versuch
A TECHNISCHE
l\ " UNIVERSITAY
./ DARMSTADT

1aD

Fragebogen nach dem Versuch e 008
I T

Vielen Dank, dass Sie an diesem Versuch zur Untersuchung von Feedbackvarianten
teilnehmen.

Um die ermittelten Versuchsdaten korrekt auswerten zu konnen bedarf es noch der
Beantwortung der folgenden Fragen. Dies wird etwa funf Minuten Zeit in Anspruch nehmen,.
Durch die personenbezogenen Daten kann beispielsweize dberprift werden ob bestimmte
Versuchswerte iiberwiegend von bestimmten Personengruppen stammen. Bitte beantworten
Sie deshalb den Fragebogen vollstandig und gewissenhaft.

Die Antworten sind anonymisiert und werden mit Hilfe einer Probanden-ID nur den
emittelten Versuchsdaten und nicht dem Probanden selbst zugeordnet. Alle ermittelten Daten
werden vertraulich behandelt.

Sie konnen jederzeit Verstandnisfragen stellen.

XXX
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|
Miidigkeit

ot

Bitte bewerten Sie Ihren momentanen Mudigkeitszustand durch Ankreuzen des
zutreffenden Kastchens. Sie konnen auch die Zwischenstufen benutzen.

= sehr wach

1
2

I
3
&

= weder wach noch mude

7 = mude, aber keine Probleme wach zu bleiben

(o S s [ = R = R = s B = = =
@ 1 o n kW

9 = sehr mide, grofle Probleme wach zu bleiben, mit dem Schlaf kampfend

Daten zu Ihrer Person

2. Alter:
3. Studiengang: im 0 Bachelor
0 Master
am Fachbereich:

4. Haben Sie eine sonstige abgeschlossen Ausbildung? o ja:
0 nein

5. Leiden Sie unter Schwierigkeiten bei der Farbwahrmehmung? o0 ja

0 nein
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Systemverstandnis

Bewrachten Sie die vor IThnen liegende Abbildung Kurvendisagramum® und beantworten Sie
die Fragen & bis 7.
5. Welches Bein erfahrt die geringste Maximalkraft? 0 Bein A (blau)

0 Bein B (zchwarz)

0 Bein C (rot)

0 weill nicht

7. Welches Bein hat bei der gegebenen Zentrizitét
den geringsten Abstand vom Schwerpunk:? 0 Bein A (blau)
0 Bein B (schwarz)
0 Bein C (rot)

0 weill nicht

Bewachten 5ie die wor Ihnen liegende ,Abbildung Balken-Kreis-Disgremun® und
beantworten Sie die Fragen S bis 9.

8. Welches Bein erféhrt die geringste Maximalkeaft? 0 Bein A (blau)
0 Bein B (schwarz)
a1 Bein C (rot)

0 weill nicht

9. Welches Bein hat bei der gegebenen Zentrizitit
den geringsten Abstand vom Sclvwerpunkr? 0 Bein A (blau)
0 Bein B (schwarz)
a1 Bein C (rot)

0 weill nicht

Xl
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Bewertung der Feedbackvarianten

Bitte kreuzen Sie bei den Fragen 10 und 11 pro Spalte ein Feld an.

10.Bei welcher Feedbackvariante ohne Zeitdruck haben Sie Ihrer Meinung nach
a. die geringste Maximalluaft
b. die grofite Maximallaaft

e

die genaueste Zentrizitat

o

die ungenaueste Zentrizitat erzielt?

geringste grolite genaueste ungenaueste
Maximallkraft | Maximalkraft | Zenmrizitat Zenmizitat

ohne Variante

Zeitdruck | ,nicht computergestitzt”
Variante
HKurvendiagramm®™
Variante
»Balken-Kreis-Diagramm®

11.Bei welcher Feedbaclvariante mit Zeitdruck haben Sie Threr Meinung nach
a. die geringste Maximalkraft
b. die grofite Maximalkyaft

n

die genaueste Zentizitat

a

die ungenaueste Zentrizitat erzielt?

geringste grolite genaueste ungenaueste
Maximalkraft | Maximalkraft | Zentrizitat Zentrizitat

mit Variante

Zeitdruck | ,nicht computergestiitzt”
Variante
wKurvendiagramm®
Variante
»Balken-Kreis-Diagramm”

Yool
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Blickrichtung

Bitte kreuzen Sie bei der Frage 12 pro Spalte ein Feld an

12.Was haben Sie bei den Varianten ,Kurvendiagramm® und ,Balken-Kreis-Diagramm" zur

Analyse der Abstellvorgiange iiberwiegend betrachtet?

Variante Variante
wKurvendiagramm* »Balken-Kreis-Diagramm"

Feedback auf
dem Monitor
Gewicht auf
dem Dreibein
beides gleich

Versuchsablauf

13.Wurden Sie wahrend der Versuchsdurchfithrung durch etwas gestort, z.B. Larm?
0 ja
O nein

Falls ja, wodurch?

14.Haben Sie Anmerkungen und Kritik bezuglich des gesamten Versuchs?

o0l
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Instructions on the Two Feedback Designs

e
B.7: Instruktion fiir VK f ONNVERSITAT
Instruktion '
Variante ,Kurvendiagramm® | a D

$FB 805

Reso | 7 g
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[} 1,5 3 45 6 5
Tive (5]

Das Kurvendiagramm besteht aus vier Teilen:

1. Die Koordinatenachsen:
Auf der x-Achse ist die Zeit in Sekunden aufgetragen, auf der y-Achse die Kraft in Newton,
welche von den Kraftmesssensoren der einzelnen Beine gemessen wird.

2. Der Graph:
Wird das erste Gewicht abgestellt kommt es zu einer Einschwingungsphase (2a), wobei
der grofite Ausschlag der jeweiligen Linie die Maximalkraft angibt, welche auf dem
jeweiligen Bein lastet.
Im Graph entspricht blau Bein A, schwarz Bein B und rot Bein C. Die Farb- und
Buchstabenverteilung haben keine Signalwirkung,.
Sind die Schwingungen abgeklungen wird die Zentrizitit der Beine angezeigt (2b). Je
geringer die Abstiande zwischen den einzelnen Linien sind, desto zentraler liegt der
Schwerpunkt der Gewichte auf dem Dreibein.

3. Statusmeldung der Software:
Der Status ,Ready!” gibt an, dass der Proband das nachste Gewicht auf das Dreibein
stellen kann. wahrend der Einschwingungsphase zeigt ,Please Wait!™ an, dass das zweite
Gewicht noch nicht hingestellt werden darf.

4. Messwerte:
Beziffern die jeweilige aktuell gemessene Belastung der drei Beine in Newton.

xxhii
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B.8: Instruktion fiir VB f gfggis:ﬁgi
Instruktion ‘
Variante ,Balken-Kreis-Diagramm® | a D

$F8 805
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Das Balken-Kreis-Diagramm besteht aus drei Teilen:

1. Das Balkendiagramm:

Auf der x-Achse sind die jeweiligen Sensoren der drei Beine genannt. Unter dem Namen
steht der Wert der Maximalkraft in Newton, mit dem das jeweilige Bein belaster wurde.
Dabei entspricht der blaue Sensor Bein A, der schwarze Sensor Bein B und der rote Sensor
Bein C. Die Farb- und Buchstabenverteilung hat keine Signalwirkung. Auf der y-Achse
befindert sich eine Kraftskala in Newton. Je stdrker ein Bein maximal belastet wird, desto
héher ist der Balken beim jeweiligen Sensor.

Statusmeldung der Software:

Der Status ,Ready!“ gibt an, dass der Proband das nachste Gewicht auf das Dreibein
stellen kann. Der Status ,Please Wait!“ sagt aus, dass die Software die Positionierung des
Gewichts ermittelt und das zweite Gewicht noch nicht hingestellt werden darf.
Kreisdiagramm:

Zeigt die Zentrizitit des resultierenden Gewichtsschwerpunkts an.

Auf den Koordinatenachsen sind die Entfernungen vom Mittelpunkt des Dreibeins in
Zentimetern eingetragen. Wird das zweite Gewicht abgestellt, so wird die resultierende
Position des Gewichts und Schwerpunktes angezeigt.

xxiv
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