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ABSTRACT 

Rapid developments in genomics and transcriptomics fields have made it possible to ask new 
questions as well as solve various old problems in biology that were not achievable previously. 
Novel techniques such as RNA sequencing and Hi-C became available at the time I started my 
PhD. Therefore, in order to study regeneration in salamanders and genome-wide regulatory 
interactions in mouse embryonic stem cells, my first goals were to make use of these 
techniques. Regeneration in salamanders has not been fully understood despite being studied 
for a few centuries. One of the reasons was the scarcity of genomic data. We mainly solved 
this problem by providing a high-quality transcriptome of red spotted newt, using latest tools 
(Paper I). Combining Hi-C with promoter capture probes increased the resolution for finding 
regulatory interactions, mainly promoter-enhancer (distal element). One of the surprising 
discoveries was enhancer-enhancer interactions, which was actually due to imperfect promoter 
capture efficiency. Our method, HiCap (Paper II), had a highest resolution for locating 
enhancers, yet had a modest improvement over assigning enhancers to their closest gene. 
Further analysis of regulatory networks showed a strong connectivity of enhancers and 
promoters individually than promoter-enhancers together.   

My last two projects involved studying gene regulation at a single cell level. The role of small 
RNAs in gene regulation in individual cells was not studied at that time. Aiming to shed a light 
on this, we developed a single-cell method for small RNAs, where I performed all the 
computational analysis (Paper III). This novel method, Small-seq, mainly revealed that 
microRNAs could be used to cluster different cell types. Since almost all of the available single-
cell methods quantify polyadenylated RNAs (mainly mRNAs), Small-seq showed that one can 
get equally good clustering of cells using an order of magnitude less number of genes (about 
200 microRNAs in human embryonic stem cells compared to a few thousand mRNAs). By 
making use of the newt transcriptome from Paper I, we aim to decipher the cellular composition 
of blastema – a small bud of cell mass formed on the amputation surface of regenerating newt 
limb. Adult newt limbs, upon amputation, undergo a precisely controlled “magic” of 
regenerating fully functional copy of its original limb. Newt cells are shown to dedifferentiate 
back to progenitor-like cellular state, populate and differentiate back to necessary cell types. 
The extend of this dedifferentiation and which cells contribute and how much is unknown. In 
paper IV, we have studied limb regeneration in newt and identified 8 cell types in blastema, 
where one cell type has significantly enriched for transposable elements, DNA fragments that 
are able to change their genomic positions, and has been shown to play a critical role in stem 
cell pluripotency, disease and development. Overall, this thesis covers studies of gene 
regulation in regeneration and several types of stem cells, both at an individual cell level as 
well as using millions of cells, by applying latest experimental and computational methods.   
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1 INTRODUCTION 

An organism consists of many different cell types that dramatically differ in both structure and 
function. Deoxyribonucleic acid (DNA) encodes all the RNA and protein molecules that are 
needed to construct an organism. However, the complete DNA sequence of any organism, aka 
genome – be it a few million nucleotides (nt) of simple bacterium or a few billion nucleotides 
of a human – does not enable us to reconstruct the entire organism no more than words in any 
dictionary enable us to speak an actual language. What matters in both cases is how to use those 
words in a dictionary or elements in DNA sequences. For example, a neuron and a fibroblast 
have so distinct functions that it is difficult to imagine they contain the same genome. These 
differences in structure and function are results of complex processes of cell differentiation 
where the genomic sequence is not changed, instead cells accumulate different sets of RNA 
and protein molecules. 

 

Soon after completing the sequencing of the human genome, it became clear that only a minor 
fraction of the human genome encoded for proteins (Venter, 2001). Early experiments 
suggested that there are about 50,000 - 100,000 transcribed genes, but genome-wide studies 
showed that there are approximately 20,000 protein-coding genes in the human genome (Pertea 
& Salzberg, 2010) and the vast majority of those genes from earlier findings are alternative 
transcript variants of the same genes. This number was considerably lower than expected given 
the fact that less complex organisms such as fruit flies and round worms seemed to have a 
similar number of genes. This was contradictory to the assumption that the complexity of an 
organism was related to the number of protein-coding genes they encode. Furthermore, only 1-
2% of the human genome consists of protein-coding genes (Claverie, 2005). It was proposed 
that the fraction of non-coding genes could contribute to the complexity of an organism and 
that many of these regions could function as regulatory elements or through transcription into 
non-coding RNAs (ncRNAs) (Taft, Pheasant, & Mattick, 2007). Enhancers, one of the key 
regulatory elements, acting by increasing the expression of a gene, could also be expressed. 
One of the enhancers we identified in Paper II, was validated by another group (Groff et al., 
2016), and also worked as non-coding RNA. It is the Linc-p21 locus, encoding for a long non-
coding RNA, which plays a significant role in p53 signaling, tumor suppression, and cell-cycle 
regulation – demonstrating the overlaps between functions as well as definitions of these 
regulatory players.  
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1.1 REGULATION OF GENE EXPRESSION 

Regulation of gene expression occurs at different layers: including transcription, RNA 
processing, translation, transport, degradation and protein stability. However, since the entire 
process starts with transcription, the transcriptional regulation is one of the most crucial steps. 
The transcriptional machinery of eukaryotes involves two complimentary regulatory 
components: the cis-acting elements and the trans-acting elements (Figure 1.1).  The cis-acting 
elements are DNA sequences in the genome (coding as well as non-coding part) located in the 
vicinity of a gene they are regulating. The epigenetic information could also be overlaid onto 
the cis-acting regulatory elements. This comprises chromatin modifications and remodeling 
which creates an accessible region in the DNA for factors (trans-acting) to initiate the 
transcription. On the other hand, some epigenetic processes prevent trans-acting factors from 
binding to DNA by making chromatin inaccessible. The trans-acting elements are transcription 
factors (TFs) or other DNA-binding proteins that recognize and bind to specific DNA 
sequences in the cis-acting elements to initiate, increase or suppress transcription. TFs may 
regulate multiple genes, work in a combinatorial or complex manner to bind to the cis-
regulatory elements at multiple binding sites thereby generating a huge catalog of precise and 
unique control patterns.  

 

1.2 TRANSCRIPTIONAL CONTROL OF GENE EXPRESSION 

Gene expression begins with transcription in the nucleus of a cell. Transcriptional control 
determines where, when and how often a gene is transcribed.  The part where a gene starts to 
be transcribed is called the transcription start site (TSS). This site is in the middle of a region 
called the core promoter (Figure 1.1). RNA polymerase (Pol), an enzyme that catalyzes RNA 
synthesis, forms a chemical bonds (binds) with promoter. There are three types of polymerases 
in metazoans which transcribe specific classes of RNAs. The first one, RNA Pol I, transcribes 
ribosomal RNAs (rRNAs) which make up one of the most important and complex molecular 
machines called ribosomes, that orchestrates the synthesis of proteins. Ribosomal RNAs are 
the most abundant class of RNAs in the cell, comprising of 80 % of the total RNA in a cell. 
rRNA genes are present in multiple copies in eukaryotic genomes (Stults, Killen, Pierce, & 
Pierce, 2007). The second type of polymerase, RNA Pol II, transcribes genes that produce 
messenger RNAs (mRNAs), long noncoding RNAs (ncRNAs), and some of the small 
regulatory ncRNAs. Lastly, RNA Pol III, transcribes transfer RNAs (tRNAs), which are RNA 
molecules performing the transfer of amino acids to the ribosome where protein polypeptides 
are synthesized.  
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Figure 1.1: Schematic representation of gene regulation. DNA is wrapped around 
nucleosomes creating efficient and compact structure chromatin. Chromatin could be tightly 
organized (heterochromatin) or accessible to proteins in active form (euchromatin) cis-
regulatory DNA sequences. These regulatory sequences are promoters (composed of proximal 
and core promoters), enhancers, insulators or silencers and binding of activating or repressive 
TFs can affect the rate of transcription initiation of the TSS either positively or negatively. 
Regulatory sequences such as enhancers could be located tens of hundreds ok kilobases (kb) 
away from their target promoters, as illustrated above.  Figure modified from (Lenhard, 
Sandelin, & Carninci, 2012) 

 

In order to bind and start transcribing, several other facilitating proteins are needed together 
with RNA polymerases. These proteins comprise general TFs which are able to bind the 
promoter region of all genes or many genes. The binding of the general TFs on their own results 
in low levels of transcriptional activity. This activity is increased or decreased by other 
sequence-specific TFs, estimated to be around 1400 in humans (Vaquerizas, Kummerfeld, 
Teichmann, & Luscombe, 2009), which bind to regions of the DNA including enhancers and 
silencers respectively. A gene can be regulated by several enhancer regions that may exist 
nearby or millions of nucleotides away from the gene, for example enhancer controlling the 
expression of sonic hedgehog (SHH) (Lettice et al., 2003). Most of the sequence specific TFs 
and the factors assembled at the promoter region interact with co-factors - proteins that do not 
directly bind to the DNA. Another multiprotein complex, mediator, interacts with both TFs and 
RNA Pol II, functioning as coactivator. Although the general TFs and the mediator complex 
are shared among all genes, TFs and cofactors can vary for the transcriptional machinery of 
each gene. Therefore, the change in the concentration of TFs and cofactors influences the 
timing and rate of transcription of genes, providing a mechanism of gene expression regulation. 
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Cis-regulatory DNA sequences are composed of two distinct elements: proximal elements 
(promoters) and the distal regulatory regions including enhancers, silencers, insulators and 
locus control regions (LCRs). These elements cooperatively act on their target genes and 
regulate their expression pattern (Figure 1.1). 

 

1.3 PROMOTERS 

The RNA polymerase II (Pol II) promoter regions are composed of two parts: the core promoter 
and the proximal promoter. Messenger RNAs, microRNAs and small nuclear RNAs are 
transcribed from Pol II promoters. The core promoter is the minimal part of the promoter 
enough to initiate the transcription by Pol II machinery and is located approximately 35 base 
pairs (bp) upstream or downstream of the TSS (Figure 1.2). The core promoter serves as the 
binding site of factors for assembly of the preinitiation complex (PIC) and it contains a few 
sequence elements. The consensus sequence of TATAAAA (TATA box) is located 26 to 31 
bp upstream of the TSS, and its sequence may vary (Wong & Bateman, 1994). Though the 
TATA box was considered to be an essential part of the core promoter, it was discovered that 
only 24-32 % of the human core promoters contain the TATA box (Y. Suzuki et al., 2001; 
Yang, Bolotin, Jiang, Sladek, & Martinez, 2007). Another core promoter element is the TFIIB 
recognition element (BRE), located 3-6 bp upstream of the TATA box with the consensus 
sequence of G/C G/C G/A C G C C, is only recognized by TFIIB but not TFIID. The function 
of BRE is to repress basal transcription which is released upon the binding of activators. As the 
transcription start site is denoted as +1, the initiator element (INR) - simplest functional 
promoter that is able to direct transcription initiation without a functional TATA box, is placed 
from -2 to +4 having the consensus sequence of YYANWYY (Xi et al., 2007). TATA box and 
INR elements are most often found in promoters of protein-coding genes. The downstream 
promoter element (DPE), located downstream at +28 to +32 relative to the TSS, contains the 
consensus sequence of A/G GA/T C/T G/A/C, and functions in combination with the INR in 
TATA-less promoters (Hahn, 2004). The motif ten element (MTE) is an element located at 
+18 to +27 from the TSS, functioning independently from the TATA box and the DPE but 
cooperatively with the INR (C. Y. Lim et al., 2004). Another important element, the 
downstream core element (DCE), is located downstream of the TSS, which includes both MTE 
and DPE (D.-H. Lee et al., 2005). DCE is located at +10 to +45 relative to the TSS and its 
function is distinct from the DPE. All of these core elements (TATA box, INR, DPE, DCE and 
MTE) initiate the recruitment of transcription factor IID (TFIID) initiation complex to the 
promoter. It is believed that there is no universal core elements, and other core elements may 
still remain to be discovered (Gershenzon & Ioshikhes, 2005). 

 



 

 5 

 

Figure 1.2:  The core promoter for the RNA polymerase II. The relative positions of the 
core promoter elements: TATA box (TATA), initiator element (INR), downstream promoter 
element (DPE), and TFIIB recognition element (BRE) are shown. The consensus sequences of 
these elements are shown below each element. The transcription start site is indicated by “+1”.  
Any specific core promoter may contain all, some, or none of these motifs. Inspired from 
(Butler & Kadonaga, 2002).  

 

The proximal promoter is a DNA element located a few hundred bp to a few thousand bp at 
upstream of the core promoter and can be involved in altering the rate of transcription (Hurst 
et al., 2014). Interestingly, the ModENCODE consortium which was aiming to identify 
genome-wide functional elements in the genomes of Caenorhabditis elegans and Drosophila 
melanogaster, identified the proximal promoter element size as TSS ± 4000 bp (Huminiecki 
& Horbańczuk, 2017). A CpG island, 500-2000 kb GC rich sequence is considered as proximal 
element (Smale & Kadonaga, 2003). They are linked with approximately 60% of the human 
promoters. CpG islands contain multiple binding sites for the transcription factor Sp1 but the 
core elements have not been fully identified.  

 

1.4 ENHANCERS 

Enhancers are typically 50-1500 bp cis-acting DNA sequences that can increase the 
transcription of genes. They generally function regardless of orientation (whether they are 
upstream or downstream of their target promoters) and located at various distances from their 
targets (Shen et al., 2012; Visel, Rubin, & Pennacchio, 2009b). Enhancer was first identified 
in the tumor virus SV40 and was shown to increase transcriptional activities beta-globin gene 
(Banerji, Rusconi, & Schaffner, 1981). The simian virus SV40 enhancer contains 72 bp repeat 
sequences when deleted reduces the viral protein levels expressed in early stages of infection, 
eliminating the virus. After the discovery of the viral enhancer, the first enhancer in mice and 
humans were found to activate the immunoglobulin heavy chain gene in a tissue-specific 
(lymphocyte) fashion (Banerji, Olson, & Schaffner, 1983). A typical enhancer contains 
multiple transcription factor binding sites (TFBS) which are often conserved sequences with a 
certain degree of degeneracy which helps the binding of the TFs. Different TFBS are arranged 
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in a particular orientation to control the specificity of the enhancer. However, how an enhancer 
mediate activation of its target promoter is not fully understood yet.  

 

The way in which enhancers stimulate transcription remains poorly understood and it is one of 
the main questions in the field (García-González, Escamilla-Del-Arenal, Arzate-Mejía, & 
Recillas-Targa, 2016). Since enhancers were first characterized based on their ability to 
increase the levels of target genes, the quantity of gene product is important. Historically, there 
have been several models suggested for understanding enhancer mode of action. Firstly, the 
proteins bound to promoters and enhancers may interact with each other by creating DNA loops 
(Rippe, Hippel, & Langowski, 1995; Saiz, Rubi, & Vilar, 2005) forming a multi-protein 
complex for transcription to take place. Secondly, the promoter and enhancer may not come 
close contact with each other, instead, the enhancer may direct the DNA element into specific 
regions in the nucleus where high concentrations of TFs are available to facilitate the 
transcription (Lamond & Earnshaw, 1998). Alternatively, enhancers may act via supercoiling 
of DNA, nucleosome remodeling and altering chromatin structure to create an accessible 
structure for recruitment of regulatory proteins to initiate transcriptions (L. A. Freeman & 
Garrard, 1992).  More recently, two models have gained more attention to explain enhancer 
function: the binary model (Walters et al., 1995) and the progressive or rheostatic model (Ko, 
Nakauchi, & Takahashi, 1990). The binary model proposed that enhancers actually increase 
the probability of creating transcriptionally active loops rather than increasing the levels of 
gene expression (Bartman, Hsu, Hsiung, Raj, & Blobel, 2016; Fukaya, Lim, & Levine, 2016; 
Walters et al., 1995). However, the progressive model proposes that enhancers increase the 
number of RNA molecules transcribed from genes, but not the number of cells that initiate 
transcription (Chepelev, Wei, Wangsa, Tang, & Zhao, 2012). Currently, which of these 
models explain observed enhancer action is not fully resolved.  

 

The identification of enhancers has been challenging for several reasons. First, enhancers are 
scattered across the genome that does not encode proteins (mainly 98 % non-coding). This 
means one should design genome-wide assays or computationally search for enhancers using 
billions of base pairs of sequences. Second, although it is known that they function in cis, their 
relative location to their target promoter (or promoters) is highly variable. They can be found 
a few kb up to a few million kb upstream or downstream of genes, as well as within introns. 
Moreover, they can bypass neighboring genes to regulate genes located more distantly along a 
chromosome, rather than acting on the closest promoter (Sahlén et al., 2015). And in some 
cases, single enhancers have been found to regulate multiple genes (Mohrs et al., 2001), which 
makes their functional annotation further complicated. Third, there are no known general 
sequence motifs or codes for enhancers, as opposed to the well-defined sequence code of 
protein-coding genes, making it extremely difficult if not impossible to computationally 
identify (with high confidence) enhancers from DNA sequence alone. Lastly, enhancers are 
known to be tissue-specific, so their activity could be restricted to a particular cell type, a time 
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point in life, or to specific physiological or environmental conditions. While this dynamic 
nature of enhancers permits their precise action (i.e. when, where and how much specific gene 
is expressed), it further complicates the discovery and functionally annotating of them. 

 

Genome-wide studies of histone modifications have revealed new insights into transcriptional 
regulation (ENCODE Project Consortium et al., 2007; Roadmap Epigenomics Consortium et 
al., 2015). The first histone modification globally linked to distal regulatory regions was 
identified as monomethylated histone H3 lysine 4 (H3K4me1), whereas trimethylated histone 
H3 lysine 4 (H3K4me3) was predominantly enriched at gene promoter regions (Heintzman et 
al., 2007). Thus based on their histone H3K4 methylation status cannot be exclusively used to 
distinguish between enhancers and promoters, since histone H3K4me2 or H3K4me3 marks 
have also been detected in active enhancers (Barski et al., 2007; Core et al., 2014).  

 

Enzymes with histone acetyltransferase (HATs) activity plays an important role in enhancer 
function. One of the well-studied of such enzymes is CBP/p300, a co-factor with HATs 
activity. It has been shown that p300 binding is an accurate predictor of in vivo enhancer 
activity in development (mouse) and 95 % of p300 in vivo binding is found at promoter distal 
regions (human) (Visel et al., 2009a; Yao et al., 1998). Furthermore, p300 binding sites 
overlap with DNase I hypersensitive sites (DHS) and expression of active genes during 
development (Visel et al., 2009a). It is proposed that p300 might recruit RNA Pol II to 
enhancers that are marked with H3K4me1 leading to transcribe those enhancer regions 
(eRNAs). Previously, eRNAs have been associated with enhancer function, but to what extend 
their involvement in enhancer function is still now well-understood (T.-K. Kim et al., 2010). 
Other HATs have also been shown to interact with enhancers (Krebs, Karmodiya, Lindahl-
Allen, Struhl, & Tora, 2011). To help differential recruitment of cofactors different HATs are 
speculated to bind enhancer regions. Furthermore, HATs may modify TFs affecting their 
activity or protein interactions at their target enhancers.  

 

Although genome-wide studies have shown correlation between enhancers and p300 or 
H3K4me1, this alone is not enough to accurately predict enhancer activity. Further studies 
showed the correlation between histone 3 lysine 27 acetylation (H3K27Ac) and active 
enhancers during ESC differentiation (Creyghton et al., 2010; Rada-Iglesias et al., 2011). The 
acetylation of enhancers may weaken nucleosome stability or make chromatin more accessible 
(Merika, Williams, Chen, Collins, & Thanos, 1998), which may help TFs to access their 
binding sites more efficiently. 
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1.5 NON-CODING RNAS 

Non-coding RNAs (ncRNAs) are RNA molecules that are not translated into proteins. They 
have been divided into short ncRNAs (<200 nt) and lncRNAs (>200 nt) mostly due to 
limitations in column purification procedures. There are numerous ncRNAs available in the 
literature such as transfer RNAs (tRNAs), ribosomal RNAs (rRNAs), microRNAs, small 
nucleolar RNAs (snoRNAs), small interfering RNAs (siRNAs), small nuclear RNAs 
(snRNAs), piwi-interacting RNAs (piRNAs), exRNAs and scaRNAs and the long ncRNAs 
such as Xist and HOTAIR (ENCODE Project Consortium et al., 2007). MicroRNAs are 
amongst the well-studied small ncRNAs. However, the lncRNAs, including the long intergenic 
ncRNAs (lincRNA), antisense RNAs (asRNAa) and intronic RNAs, are not as thoroughly 
investigated. It has been speculated lncRNA secondary structures might be conserved 
throughout evolution but not their sequences since many lncRNA sequences are poorly 
conserved (Johnsson, Lipovich, Grandér, & Morris, 2014). While miRNAs mainly function 
as post-transcriptional regulators of gene expression, lncRNAs can act both as positive and 
negative regulators, playing roles in epigenetic remodeling, chromatin structure and RNA 
stability (Vadaie & Morris, 2013).  

 

1.6 MICRORNAS 

A microRNA (miRNA) is approximately 22 nucleotides in length, small non-coding RNA 
molecule found in animals, plants and some viruses, and mainly functions in RNA silencing 
and post-transcriptional gene regulation. The first miRNA (lin-4) was discovered in C. elegans 
in 1993 by Ambros (R. C. Lee, Feinbaum, & Ambros, 1993). Although at the time it was not 
defined as a miRNA, lin-4 shared sequence complementarity and suppressed the mRNA of 
protein-coding gene lin14. For many years, this was considered as a unique case and no new 
miRNA was reported. Then in 2000 another miRNA, let-7, was reported, which played an 
important role in developmental timing in C. elegans and was shown to be highly conserved 
from nematode to human (Pasquinelli et al., 2000; Reinhart et al., 2000). Currently, there are 
28,645 hairpin precursor miRNAs in Release 21 of the Mirbase database, expressing 35,828 
mature miRNA products in 223 species (http://www.mirbase.org/). Out of these, 2588 mature 
miRNAs are identified in humans. About 30-60% of all human mRNAs are suggested to be 
under the regulatory control of miRNAs (Friedman, Farh, Burge, & Bartel, 2008).  

 

Most miRNA genes are transcribed by RNA polymerase II and some of them by RNA 
polymerase III, producing primary miRNA transcripts (pri-miRNAs) that are long and might 
contain 5′ cap, polyA tail and 3′ modifications similar to pre-mRNAs (Cullen, 2004). In fact, 
many miRNA sequences are located within annotated genes for mRNAs (or other RNAs), 
which are often considered as host genes of these miRNAs. miRNA genes are not well defined 
experimentally and pri-miRNAs are not as extensively studied like mRNAs. About 40% of 
miRNA genes are estimated to lie within the introns or exons of other genes (Rodriguez, 
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Griffiths-Jones, Ashurst, & Bradley, 2004). Although it is possible that the miRNAs have their 
own promoter driving their expressions, it is often assumed that expression of host genes 
produces pri-miRNA transcripts that eventually processed into mature functional miRNAs.  

 

In mammals, based on processing of primary transcripts, miRNAs are divided into two big 
classes, canonical and non-canonical. In the canonical pathway, the enzyme Drosha binds its 
regulatory subunit DGCR8, cleaving a pri-miRNA into hairpin structured precursor microRNA 
(pre-miRNA) which is approximately 60–70 nt long (Han et al., 2004; Y. Lee et al., 2003). As 
a result of cleavage by Drosha, the pre-miRNA often contains a 2-nt long 3′ overhang, and then 
it is exported from nucleus to the cytoplasm by Exportin5 (Exp5) (Yi, Qin, Macara, & Cullen, 
2003). In the cytoplasm, dephosphorylation of GTP induces the release of pre-miRNA from 
Exp5 which then allows it to be cleaved by another RNase, Dicer, to produce a miRNA duplex 
intermediate of about 22 bp (Grishok et al., 2001; Ketting et al., 2001; Zhang, Kolb, Brondani, 
Billy, & Filipowicz, 2002). Finally, RNA induced silencing complex (RISC) containing the 
argonaute2 (Ago2) protein binds to the intermediate miRNA duplex and integrates the mature, 
single-stranded miRNA into the Ago:RNA complex (Hammond, Boettcher, Caudy, 
Kobayashi, & Hannon, 2001; Hutvágner & Zamore, 2002). The mature miRNA guides the 
RISC complex to 3’UTR of mRNAs the target mRNAs, where the recognition takes place 
primarily. The other strand, referred as the passenger strand, gets degraded due to its lower 
levels in the steady state and relative thermodynamic stability (Khvorova, Reynolds, & 
Jayasena, 2003).  Sometimes both strands of the duplex become functional miRNA having two 
different target mRNAs. In non-canonical pathway, miRNA processing does not involve all of 
the factors from canonical pathway. For instance, some pre-miRNAs are produced by splicing, 
not by Drosha cleavage (Okamura, Chung, & Lai, 2008; Ruby, Jan, & Bartel, 2007) and pre-
miR-451 is cleaved by Ago2, avoiding Dicer (Cheloufi, Santos, Chong, & Hannon, 2010). 
Some pri-miRNAs, for instance, endogenous shRNAs, siRNAs in mouse ES cells, are small 
hairpin RNAs that possibly serve as pre-miRNAs and Dicer can process them directly (Babiarz, 
Ruby, Wang, Bartel, & Blelloch, 2008). It is unclear how many non-canonical miRNAs are 
out there, but by using deep-sequencing experiments low abundance miRNAs are being 
identified and deposited to miRBase, though details on how these RNAs are processed has not 
been well-studied (Graves & Zeng, 2012). 

 

1.7 TRNA-DERIVED SMALL RNAS 

There are small RNAs that are derived from other non-coding RNAs. One of them is tsRNAs, 
5’-phosphate, 3’-hydroxylated tRNA-derived small RNAs of about 30-34 nt in size 
(Haussecker et al., 2010). It has been previously shown that introduction of sperm tsRNA from 
high-fat diet mouse into normal zygotes changed the gene expression of metabolic pathways 
in early mouse embryos and created metabolic disorders (Q. Chen et al., 2016). Therefore, 
sperm tsRNAs could play an important role in epigenetic inheritance of diet-induced metabolic 
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disorders. There are two types of tsRNAs based on their biogenesis: Dicer-dependent and 
Dicer-independent. The Dicer-dependent tsRNAs can moderately down-regulate target genes 
in trans and been previously detected in mice but comprehensive structural and functional 
analyses had been lacking (Haussecker et al., 2010). In Dicer-independent biogenesis, a tRNA 
processing enzyme RNaseZ, an endonuclease, which processes the RNA so that it leaves a 3’-
hydroxyl and 5’-phosphate at the cleavage site (Mayer, Schiffer, & Marchfelder, 2000). 

 

1.8 SNORNA-DERIVED SMALL RNAS 

Another class of ncRNA-derived small RNAs is snoRNA-derived RNAs (sdRNAs). There are 
two classes of sdRNAs. First, sdRNAs derived from H/ACA snoRNAs, are primarily 20–24 nt 
in length and originate from the 3′ end of snoRNAs. Second, sdRNAs derived from C/D 
snoRNAs, which are predominantly 17–19 nt or >27 nt in length (exhibiting a bimodal 
distribution) and mostly originating from the 5′ end of the snoRNAs (Taft et al., 2009). Due to 
high expression of some sdRNAs in human THP-1 cells, it is unlikely that these sdRNAs are 
result of RNA degradation (or RNA turnover), since their precursor snoRNAs are weakly 
expressed (Taft et al., 2009).   
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2 METHODS FOR STUDYING GENE REGULATION 

This chapter is about several methods to study gene regulation discussed in this thesis. 

 

2.1 QUANTIFYING RNA 

Quantifying RNA enables us to understand many aspects of biological samples. Starting from 
northern blot (Alwine, Kemp, & Stark, 1977), one of the first and simplest methods for 
measuring RNA abundance using radioactively labelled RNA probes, followed by quantitative 
reverse transcription polymerase chain reaction (qRT-PCR) (W. M. Freeman, Walker, & 
Vrana, 1999) where RNA is converted to cDNA and measuring DNA amount using a dye, then 
later microarrays (Schena, Shalon, Davis, & Brown, 1995) using oligonucleotide probes for 
quantifying fluorescently labelled cDNAs (converted from RNA),  nowadays we can measure 
RNA amounts from samples containing as little as pictograms of RNA using widely known 
technique called RNA sequencing (RNA-seq) (Lister et al., 2008; Mortazavi, Williams, 
McCue, Schaeffer, & Wold, 2008; Nagalakshmi et al., 2008).  

 

RNA-seq protocols starts with sample containing RNA. For that RNA needs to be extracted 
from biological samples. This could easily be done using standard column-based RNA 
extraction kits. Then either RNA is fragmented and then converted into cDNA (as in Illumina 
mRNA-seq protocols) or vice versa (as in Clontech Smarter protocols). One of the many 
modifications to the steps of standard RNA-seq protocol is incorporation of dUTP in the 
second-strand synthesis of cDNA, generating a strand-specific RNA-seq library (Parkhomchuk 
et al., 2009). Fragmenting cDNA followed by ligation of universal adapter sequences and DNA 
barcodes to the end of each cDNA fragment. cDNA gets amplified using PCR. At the end, the 
cDNA gets sequenced, producing millions of short reads, which is a partial readout of actual 
cDNA. Thus, RNA-seq does not sequence the entire RNA molecule or long cDNA converted 
version – it simply provides readout of small pieces (reads), but given a couple of millions of 
such reads it is possible to recapitulate the entire transcriptome. 

 

Due to high costs of sequencing, often samples are pooled together – called multiplexing. DNA 
barcode is added to each sample to keep track of their sample identity. Sequencing machine 
reads that barcode as well and provides barcode information as well. After demultiplexing, 
samples are mapped to corresponding reference genome – i.e. reads from human samples are 
aligned (or mapped) to reference human genome, etc. Reference genomes should be 
downloaded and prepared (often indexed) according to sequence aligner’s preferences. There 
are various publicly available sequence aligners for RNA-seq, such as TopHat (Trapnell, 
Pachter, & Salzberg, 2009), GSNAP (T. D. Wu & Nacu, 2010), STAR (Dobin et al., 2013), 
HISAT (D. Kim, Langmead, & Salzberg, 2015) and etc.  
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It is essential to check the quality of mapping. Fraction of uniquely mapped, multi-mapped and 
unmapped reads tell us a lot about the quality of the sample as well as the performance of the 
method. Looking at all samples together allows to set the right unique-mappability cut-off. 
Furthermore, we use FastQC program to check the average quality score for each base in the 
reads, calculate GC content, and find overrepresented sequences and etc. Sometimes, adapter 
and primer dimers take large fraction of samples (especially if starting RNA material is low) 
and FastQC can identify them as overrepresented. Also, there could be overrepresented reads 
from contamination by other species, such as bacteria. Using these kinds of feedbacks helps to 
design experiments better.  

 

Mapping is usually followed by quantification of reads. For that we often use a metric called 
RPKM (reads per kilobase and million mapped reads), calculated by script (Ramsköld, Wang, 
Burge, & Sandberg, 2009) developed in our lab by Daniel Ramsköld. RPKM is calculated by 
using number of reads per gene, gene length (the part that could be uniquely mappable 
(Storvall, Ramsköld, & Sandberg, 2013)) and the total number of uniquely aligned reads 
(excluding reads that could not be assigned uniquely) per sample (sequencing depth). 
Eliminating the fact that samples will by chance have different total reads, and correcting for 
that in our analysis is called normalization. By that, we eliminate some of the technical 
differences. As a result, we get a table of expression values (RPKM) for genes and samples 
normalized by each gene length and sample depth. Now, we can compare samples, or sample 
groups, visualize their differences, cluster samples etc, depending on the need.  

 

2.2 SINGLE CELL RNA SEQUENCING 

A conventional RNA-sequencing protocols require high amount of input RNA, for example 
minimum of 0.1 ug of total RNA is need to perform Illumina TruSeq Stranded mRNA kit. For 
many applications, this protocol is fairly useful, but it has its own limitations. In order to obtain 
this mass of RNA, tens of thousands or even millions of cells must be utilized, resulting in the 
average profiling of the bulk samples, because often these cell populations are not homogenous. 
Thus, this approach eliminates and drowns the signal from rare cell populations in the initial 
sample. This could be a problem since those rare populations could carry critical information 
about the tissue being studied, for example, that could be a rare stem cell population that is 
composed of fewer cells that divide slowly, yet it is critical to replenish the tissue. This problem 
could be overcome by sorting cells before running the protocol, but cell sorting has its own 
limitations such as requiring fairly high number of cells to start with and a highly expressed 
cell surface marker unique to that population. Putting together, classical RNA-sequencing is 
still a powerful technique to study various aspects of biology considering its advantageous and 
limitations, pointing out the necessity for a new technique, such as single-cell RNA-
sequencing, in which those constraints could be solved. 
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Several methods have been developed recently to overcome this problem and enable single cell 
sequencing from extremely low amounts (picograms) of RNA. An average single cell contains 
about 10 picogram of RNA, which is so low that with conventional RNA-seq methods this 
amount would be lost during pipetting steps. Therefore, single cell RNA-seq methods aim to 
minimize the RNA loss as much as possible, performing reactions in the same tube. This 
includes depositing the cell in a single tube, lysing, reverse transcribing and amplifying in the 
same tube. Furthermore, ribosomal RNA depletion and polyA enrichment steps are also 
omitted in order to prevent further loss. In order to evade sequencing ribosomal RNA, oligo dT 
primers are used to reverse transcribe the polyA containing RNAs, which are mostly mRNAs. 
As a result, with a few exception (Faridani et al., 2016; Sheng, Cao, Niu, Deng, & Zong, 
2017), all single cell RNA-sequencing methods profile polyadenylated RNAs (Islam et al., 
2011; Picelli et al., 2014) while missing all the non-polyadentylated RNAs. 

 

Single cell RNA-sequencing methods apply different strategies to increase the amount of RNA 
enough for sequencing. One of the most widely used methods is PCR, which amplifies RNA 
exponentially, because it makes use of the newly synthesized DNA as a template too. Another 
method is called in vitro transcription, in which the RNA is transcribed from cDNA. This 
process is linear, which brings an advantage over PCR, since it is more robust in preserving the 
initial ratios between the gene products, because PCR can easily over-amplify even the small 
differences. However, in vitro transcription is slow and requires higher input material. One of 
the single cell RNA-seq methods – CEL-seq, uses one round of in vitro transcription in their 
protocol, barcodes the samples at the 3’ end of the transcript, then pools samples and amplifies 
altogether(Hashimshony, Wagner, Sher, & Yanai, 2012). Due to the design, CEL-seq is biased 
towards the 3’ end. On the other hand, single tagged reverse transcription (STRT) method adds 
barcode at the 5’ end of the transcript, making it 5’ biased method (Islam et al., 2012). STRT 
method also allows pooling multiple samples together because of initial barcoding step. 
Additionally, STRT method has incorporated a smart strategy of counting molecules using 
unique molecular identifiers – random 5 nucleotide long sequence added additional to sample 
barcode (Islam et al., 2012; Kivioja et al., 2011). This principle relies on the assumption that 
it is unlikely for two reads originating from two molecules of the same mRNA will contain 
identical UMIs, allowing us to use the number of UMIs as an absolute molecule count for each 
gene (Islam et al., 2014).  

 

While both CEL-seq and STRT methods have biases towards both ends of the transcripts, 
another method, Smart-seq (Ramsköld et al., 2012) and Smart-seq2 (Picelli et al., 2014), has 
overcome this problem by sequencing the whole transcript. Smart-seq relies on template 
switching, which enables both first and second strand synthesis one after another in the same 
reaction tube, providing more even read coverage across transcripts than polyA-tailing methods 
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(Ramsköld et al., 2012). An improved version of this method, Smart-seq2, provides even better 
coverage than Smart-seq and also increased the sensitivity of detecting RNA molecules, which 
is 40 % in Smart-seq2 (Qiaolin Deng, Ramsköld, Reinius, & Sandberg, 2014; Picelli et al., 
2014), whereas STRT captures only 12.8 % of RNA molecules (Macosko et al., 2015). 
However, since the entire transcript is being sequenced in Smart-seq approach, in order to be 
able to achieve desired read depth, there is a limitation in pooling multiple samples. 
Additionally, with Smart-seq2 one can study allelic gene expression and expression of different 
isoforms, neither of the other methods is able to provide this kind of information. Therefore, 
Smart-seq2 is well-suited for studying hundreds or even a few thousands of cells in depth, while 
5’ and 3’ methods are extremely powerful to analysis of tens of hundreds of thousands of cells.  

 

Another powerful method to study single cells is Drop-seq (Macosko et al., 2015), which 
encapsulates cells in tiny droplets for parallel analysis. This approach uses nanoliter-scale 
droplets – spherical compartments formed by combining aqueous and oil flows very precisely 
in a microfluidic device. These droplets enable performing reactions in nano- liter-sized 
reaction chambers. After dissociating a tissue, each individual cell gets encapsulated into a 
droplet together with a bead (microparticle) containing a barcoded primer. Cells get lysed 
inside the droplet, mRNAs bind to the primer sequences and reverse transcribed into cDNAs. 
These cDNAs are bound to the microparticles and carry a unique barcode, which allows to pool 
and amplify all the samples together. Each bead contains three parts, a common sequence called 
PCR handle to enable PCR amplification, a unique cell barcode and a unique molecular 
identifier to be able to digitally count mRNA molecules. At the end of each primer there is a 
stretch of 30 Thymine nucleotides called oligo dT which bind to the polyA tail of mRNAs and 
other polyadenylated transcripts. Samples get pooled, amplified and sequenced using NGS. 

 

Recently, new technique (Small-seq) have been developed to capture small RNAs at a single 
cell level, which was not possible previously (Faridani et al., 2016). These small RNAs include 
micro RNAs (miRNAs), small RNAs derived from small nucleolar RNAs (sdRNAs) and small 
RNAs derived from transfer RNAs (tsRNAs). Incorporation of UMI sequences enabled 
counting number of molecules. Conventional miRNA protocols often include gel size selection 
which limits the automation. However, Small-seq overcomes this problem by skipping the size 
selection and blocking the most abundant ribosomal RNAs with blocking oligos. One of the 
biggest advantageous of this technique is being able to cluster different cell types using only a 
few hundred expressed miRNAs, as opposed to other single cell methods capturing few 
thousand expressed mRNAs. Small-seq contains reads from ribosomal RNAs and protein 
coding genes, which could come from degradation products of larger transcripts or could be 
novel small RNAs derived (properly processed by enzymes) from precursors and have some 
function. At this point, more experiments are required to validate these results further.  
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Single-cell RNA-sequencing is a powerful technique allowing new discoveries that was 
initially not possible using bulk sequencing. By this we could study cellular heterogeneity at 
an unprecedented fashion, e.g. Human Cell Atlas (https://www.humancellatlas.org/) aims to 
comprehensive map and discovery of all cell types in human body. Discovering rare cell 
populations in general (Grün et al., 2015) and particularly for tumor formation and drug 
resistance (Patel et al., 2014) is also one of the key advantageous brought by single cell 
techniques.  

 

2.3 SPATIALLY RESOLVED TRANSCRIPTOMICS 

During the last century, optical microscopy and tissue staining has been widely used to study 
the tissue landscape, but these methods lack the elucidation of the genetic information. In order 
to obtain genetic information, tissues had to be dissociated and nucleic acid was extracted, 
which resulted in loss of spatial information. Most of the scRNA-seq methods also rely on 
dissociation of single cells from tissue resulting in loss of spatial information. There are two 
major approaches for spatial transcriptomics – imaging and sequencing based methods. 
Imaging based methods use fluorescently labelled DNA probes complementary to a target 
RNA sequence. In order to obtain sufficient signal, imaging-based methods, such as single 
molecule in situ hybridization (smFISH), hybridizes multiple probes to each of the target RNA 
sequences (Femino, Fay, Fogarty, & Singer, 1998). A new technology called multiplexed 
error-robust fluorescence in situ hybridization (MERFISH) can detect the position, identity and 
copy numbers of thousands of RNA molecules inside a single cell (K. H. Chen, Boettiger, 
Moffitt, Wang, & Zhuang, 2015).  

 

There have been a few revolutionary methods in the transcriptomics field. One of them is 
spatially resolved in situ RNA and DNA molecule detection techniques, such as in situ 
sequencing (ISS) (Ke, Mignardi, Hauling, & Nilsson, 2016; Ke et al., 2013). ISS enables 
sequencing nucleic acids at a single cell level directly on the tissue slices. ISS is based on the 
use of padlock probes designed to bind specifically to a mRNA of interest and are circularized 
by a ligase upon binding. Nano blobs of DNA are generated by rolling circle amplification 
(RCA) of the circularized padlock probes. These blobs can be detected by hybridization of a 
fluorescencently labelled primers, which allow sequencing of the molecular barcode originally 
carried by the padlock probe. Another method is spatial transcriptomics (Ståhl et al., 2016), 
which allows studying expression of transcripts of tens of cells, preserving spatial localization 
in a given tissue section. First, freshly frozen tissue section is placed on a chip which contains 
an array of 100 µm unique sequence-barcoded oligo-dT capture probes containing sequencing 
adaptors. Then the image of the tissue is taken, recording the relative positions of cells to the 
array. Once the sample is permeabilized, the transcripts diffuse into the array. cDNA synthesis 
takes place on the chip, creating a library for sequencing. Since each read contains barcode 
carrying spatial information, they could be mapped back. However, currently spatial 
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transcriptomics cannot provide single-cell resolution. Although ISS is a promising tool, it is 
also less efficient due to bottlenecks in sample imaging, molecular processes, data handling, 
and interpretation.  

 

2.4 STUDYING GENOME ARCHITECTURE 

Simplistically, a genome is composed of long stretch of all DNA sequences in a cell. We 
usually work with linear DNA sequences, but in reality, chromatin (bundle of DNA and histone 
proteins) is compacted into precise three-dimensional (3D) structure that enables its function. 
Chromatin undergoes further condensation to create a structure called chromosomes. When 
working with genomes, we categorize the genomic data into chromosomes – linear DNA 
sequences. It is easier to identify and study the linear DNA sequence than its 3D structure. 
There are various methods to shed a light on 3D genome architecture. Starting with light 
microscopy, chromosomes were studied during metaphase of mitosis. Although microscopy 
techniques provide single cell measurements, they lack the resolution to identify interactions 
between specific regulatory elements, such as promoters, enhancers and etc. The development 
of the next generation sequencing (NGS) enabled us to study and begin to uncover 3D 
organization of a genome.   

 

The first method to study the interaction of two genomic loci, chromosome conformation 
capture (3C), was developed by Job Dekker in 2002. 3C relies on strengthening the interaction 
between two genomic loci using formaldehyde cross-linking, followed by digestion of 
chromatin with restriction enzyme, performing proximity ligation where intra-molecular 
ligations are preferred over inter-molecular, and finally amplifying and detecting the ligated 
fragments using PCR with known primers. The restriction enzyme, Hind III, detects 6 bases, 
therefore called 6-cutter. 3C is considered as one-vs-one method, since it only allows to study 
two regions at a time, therefore, extremely low-throughput. More recently, Dekker developed 
a genome-wide method, called Hi-C, which allows to identify the interaction between all 
genomic loci, thus making it all-vs-all technique. Hi-C also starts with cross-linking of genomic 
material, which is like taking a snapshot of all the interactions at the time of formaldehyde 
treatment. Followed by digesting with restriction enzyme, but before proximity ligation, a key 
novelty of Hi-C was filling the digested DNA ends with biotinylated nucleotides. This allows 
the pull-down of biotinylated material, helping to get rid of all the background arising from not 
interacting regions. Biotinylated yet unligated DNA ends are also removed (by using the 
exonuclease activity of T4 DNA polymerase). Then ligation products are sheared into smaller 
fragments using sonication (sound waves breaking the DNA into pieces). Then adapters are 
added, amplified and library is sequenced like in standard protocols. Resulting libraries are 
sequenced by paired-end sequencing where a given DNA fragment is sequenced from both 
ends, carrying twice more information about that fragment. Interaction of two loci, when 
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captured by Hi-C, results in chimeric product, where both pieces could be computationally 
identified, which provides the basis for interaction of those two loci. 

 

The restriction digestion step has been modified in order to increase the resolution of 3C-based 
methods. Initially, 3C as well as Hi-C, were based on 6-cutter restriction enzyme, which is the 
main determinant of the resolution. Using a 4-cutter restriction enzyme would increase the 
number of total restriction fragments about 16-fold, which in turn leads to 256-fold higher 
number of pairwise contact contacts. 4-cutter was first used in 4C method – circular 
chromosome conformation capture; also, known as chromosome conformation capture-on-
chip (van de Werken et al., 2012; Z. Zhao et al., 2006). 4C investigates the interaction between 
single loci and the rest of the genome, making it 1-vs-all technique. One needs to sequence 
really deep if studying larger genomes with 4-cutters, since the total number of pairwise 
contacts would be extremely high. For instance, the finest resolution obtained in mammalian 
(human) genome just using standard Hi-C with 4-cutter, has generated 1 kb resolution by using 
4.9 billion chromatin contacts (Rao et al., 2015). Using Hi-C with 4-cutter, on the other hand, 
is more suitable to study animals with smaller genomes, such as fly (Sexton et al., 2012), where 
the total number of possible pairwise contacts were significantly reduced compared to that of 
mammalian genomes. Furthermore, mechanical shearing (Fullwood et al., 2010) and enzymes 
such as DNase I (Ma et al., 2015) and  micrococcal nuclease (MNase) (Hsieh et al., 2015) has 
been used to digest chromatin for 3C-based applications. Therefore, depending on which 
organism is being studied and the desired resolution, various versions of 3C techniques are 
available. 

 

 

2.5 ASSEMBLING A NEW TRANSCRIPTOME 

Genomic information for a particular organism is not always available due to various reasons, 
such as dealing with a non-model organisms, or high costs of sequencing extremely large 
genomes. In that case, studying a transcriptome, set of all transcribed genes in an organism, 
provides us valuable information. There are major challenges in transcriptome assembly 
(reconstruction) as opposed to genome assembly. While genomic sequencing depth is usually 
similar across the genome, the transcriptomic read coverage varies quite significantly, because 
the variation in coverage indicates the variation in gene expression. Transcriptomic data could 
also be strand-specific, unlike genome assembly data. Moreover, different isoforms from the 
same gene makes the reconstruction complicated, because they share the same exons, and may 
result in assembly of spurious or ambiguous transcripts that require further functional 
annotation. Reconstructing a transcriptome could be done either with the assistance of a 
genome, or using de novo approach without the help of reference genome. One of the most 
widely used de novo transcriptome assembler is Trinity (Grabherr et al., 2011). 
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There are three independent modules in Trinity: Inchworm, Chrysalis, and Butterfly, which are 
implemented sequentially. Trinity first creates individual de Bruijn graphs, which corresponds 
to complex transcriptional network for each gene or locus, and processes them independently. 
First, Inchworm generates unique sequences (contigs), which are often enough to define full 
transcripts for the dominant isoform, filtering out non-unique portion of isoforms. Chrysalis 
combines those contigs into complete de Bruijn graphs.  Finally, Butterfly processes the de 
Bruijn graphs, locating the paths that read pairs take within the graph, eventually reporting full-
length transcripts for alternatively spliced transcripts, and separating paralogous genes. 
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3 REGENERATION AND STEM CELLS 

 

3.1 STEM CELLS 

From evolutionary perspective, cells evolved as self-sufficient individuals, and these cells still 
dominate our planet. However, most of the cells in our bodies are specialized and they are part 
of a multicellular community. These cells have lost features required for surviving individually 
and instead obtained properties helping our bodies survive as a whole. According to 
conservative definition of cell types, there are more than 200 differently defined cell types in 
the human body that work in a collaborative manner (Alberts, Johnson, Lewis, Morgan, Raff, 
Roberts, & Walter, 2014a). Out of these cells, stem cells are the most interesting and important 
cell types. Stem cells are specialized in providing a fresh supply of differentiated cells, 
constantly replacing the tissues, repairing and regenerating whenever necessary. While many 
tissues renew, and repair themselves, some others do not. Therefore, once those cells are lost, 
they cannot be reversed, enabling the loss of function of that particular region permanently, 
causing blindness, dementia, deafness and etc. Although they share the same genome, stem 
cells, as well all the specialized (called differentiated) cells are enormously diverse in structure 
and function. 

 

Embryonic stem cells (ES cells) are pluripotent stem cells derived from the inner cell mass 
(ICM) of a blastocyst, a mammalian embryo at an early stage. ES cells were first derived from 
pre-implantation mouse embryo in 1981 (Evans & Kaufman, 1981). Almost two decades later, 
a breakthrough embryonic research happened - human ES cells were derived from the 
blastocyst (Thomson et al., 1998). ES cells can differentiate into all types of the cells (cells 
from all three germ layers, i.e. ectoderm, mesoderm and endoderm) in the body. They can be 
grown and propagated in vitro culture media. While human ES cells are approximately 14 µm, 
mouse ES cells are smaller - approximately 8 µm (Zwaka & Thomson, 2003). There are mainly 
three TFs that are highly expressed in ES cells and play a crucial role in maintenance of ES 
cells. These are SOX2, OCT4 and NANOG. For instance, ES cells cannot be derived from the 
Sox2-defficient mouse embryos (Avilion et al., 2003). Furthermore, the deletion of Sox2 
results in loss of pluripotency in ES cells and their ability to differentiate. Although 
overexpression of OCT4 can rescue the Sox2-defficiency phenotype, the overexpression of 
Sox2 downregulates the expression of its target genes such as Nanog, reduces pluripotency and 
induces differentiation (Kopp, Ormsbee, Desler, & Rizzino, 2008). These results indicate that 
precise control of expression levels of SOX2, OCT4 and NANOG is critical for the 
maintenance of stem cell renewal and pluripotency. Overall, ES cells have enormous potential 
in medicine since they could be used to repair damaged tissues, use as models to study genetic 
diseases and etc. 
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3.2 REGENERATION AND REPAIR 

Many tissues in the body are not only self-renewing but also self-repairing, which is mainly 
due to stem cells and their control mechanisms that receive feedbacks regarding the regulation 
of their behavior and maintain of the homeostasis. However, natural repair mechanisms have 
limited capabilities. When neurons in our brain die (as in Alzheimer’s disease) they are not 
replaced and when heart muscle dies due to lack of oxygen (as in a heart attack) it is not 
replaced with a new heart muscle. While some fish can regenerate rays of their fins (M. Suzuki 
et al., 2006), neonatal mice and human children can regenerate digit tips (Illingworth, 1974), 
the regeneration in majority of vertebrates is very limited and varies greatly. 

 

Some animals do far better than humans in regenerating their entire organs, such as whole 
limbs, after amputation. There are some invertebrate species that can even regenerate the entire 
tissues of their body from a single somatic cell. A freshwater flatworm, Schmidtea 
mediterranea, or planarian, is a centimeter-long organism capable of extraordinary 
regeneration capability: a small tissue section taken from almost any part of the body will 
restructure itself and will give rise to a completely new animal. When this animal is starved, it 
goes through a process called degrowth, where the number of cells are reduced without losing 
the proper body proportion (Alberts, Johnson, Lewis, Morgan, Raff, Roberts, & Walter, 
2014b). These flatworms can reduce their body size down to twentieth of its original size and 
will grow back when the necessary nutrients are available. This phenomenon is explained by 
cell cannibalism, where differentiated cells die and the recycled nutrients are absorbed by 
neoblasts, undifferentiated stem cells constituting about 20% of the cells in the body. As a 
result, neoblasts can grow, divide and differentiate into necessary cells replenishing the body. 
This is an incredible ability, and perhaps somehow linked to regeneration, without affecting 
survival or fertility of the animal.  

  

Furthermore, some vertebrates such urodele amphibians (salamanders) show remarkable 
regenerative abilities. They can regenerate many organs such as limb, heart, brain, lenses and 
etc. One of the widely studied salamanders are newts, belonging to salamander subfamily 
Pleurodelinae. Newts go through full metamorphosis, unlike axolotls that reach adulthood 
without going through metamorphosis. Regeneration mechanism can vary between larva and 
adult newts. It was previously shown that newts can switch the cellular mechanism for limb 
regeneration from a progenitor-based mechanism (larval mode) to a dedifferentiation-based 
one (adult mode) (H. V. Tanaka et al., 2016). They demonstrated that while adult newts use 
muscle cells in the stump during limb regeneration, larval newts recruit satellite cells for the 
same purpose. 
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3.3 SALAMANDER LIMB REGENERATION 

Limb regeneration was first studied by Spallanzani almost 250 years ago in his 'Reproduction 
of the Legs in the Aquatic Salamander' within his An Essay on Animal Reproductions. 
Surprisingly, many of the most significant features of limb regeneration defined by Spallanzani 
still remain unresolved today. During limb regeneration process in adult salamanders, upon 
limb amputation, the differentiated cells seem to return to an embryonic-like state by first 
forming a blastema - a small outgrowth that looks like embryonic limb bud. The blastema then 
grows and its cells differentiate to form a correctly patterned replacement for the limb that has 
been lost, in what looks like a recapitulation of embryonic limb development (Figure 3.1).  

 

 

 

Figure 3.1:  Key events of during salamander limb regeneration (Whited & Tabin, 2009). 
After amputation, the wound gets covered (step 1) by epidermal cells (called wound epidermis) 
migrating from the stump and forms the apical epidermal cap (AEC, red). Then around post-
amputation day 14-19, the cells below AEC gives rise to blastema (blue) beneath the AEC (step 
2) (H. Wang & Simon, 2016; C.-H. Wu, Huang, Chen, Chiou, & Lee, 2015). Blastema 
continues to proliferate (step 3) and starts to differentiate into diverse cell-types within the 
newly formed limb (step 4). A newly formed limb continues to grow until it gets the shape of 
fully functional original limb (step 5). The entire process takes about a month in adult newts. 

 

 

Skeletal muscle cells seem to be one of the largest contribution to the blastema. Upon reentering 
the cell cycle, these multinucleate cells first dedifferentiate, and breakdown into 
mononucleated cells. These cells then proliferate and ultimately redifferentiate giving rise to 
one or more final cell types. Whether they redifferentiate only into muscle, or many other types 
of cells in limb is not fully understood. Current lineage tracing experiments performed using 
genetic markers, indicate that (contrary to previous belief) these cells are restricted. This means 
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muscle-derived cells give rise only to muscle, epidermal cells give rise to epidermal cells and 
connective-tissue cells only create connective tissues. Unlike flatworm, the cells in the adult 
vertebrate are less adaptable: they can work in coordination to replace or regenerate to varying 
degree, but each cell type is further away from being totipotent. Therefore, why salamanders 
and newts can regenerate many body parts, including an entire limb, still remains a profound 
mystery in biology.  

 

The length it takes for a salamander to regenerate varies by species, body size and age. As they 
get older, salamander’s ability to regenerate declines, but old salamanders are still able to 
continue to regenerate missing or damaged tissues. Typically, smaller larval salamanders 
regenerate faster than terrestrial salamanders (Young, Bailey, & Dalley, 1983). While a 
juvenile axolotl can regenerate a limb in approximately 40-50 days, terrestrial ones take much 
longer. Different terrestrial ambystomatid species show a great range of variation in their 
regeneration rate: Ambystoma tigrinum regenerates a limb in 155-180 days; A. texanum in 215-
250; A. maculatum in 255-300; and A. annulatum does so in 324-375 days (Young et al., 
1983).  So, aging, body size and different species contribute to variation in regeneration rate, 
in addition to probably individual variation within the same species. 
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4 AIMS 

 

The overall aim of this thesis was to study gene regulation, therefore we needed to develop 
molecular and computational tools. The goal at the beginning of my doctoral study was to 
develop both experimental and computational methods, implement, generate and analyze the 
data. Furthermore, we were also aiming to implement these methods and shed a light on stem 
cells biology and regeneration in salamanders. 

 

 

4.1 SPECIFIC AIMS 

The specific aims of the individual papers in this thesis are: 

 

Paper I: Our goal was to reconstruct de novo transcriptome for red-spotted newt 
Notophthalmus viridescens, therefore I optimized dUTP method for strand-specific RNA-seq 
library generation and used the state-of-the-art computational approaches such as Trinity 
software. 

 

Paper II: In order to generate genome-wide map of regulatory interactions with a high enhancer 
resolution, we optimized and combine Hi-C with sequence capture protocols, implemented on 
mouse embryonic stem cells. 

 

Paper III: We aimed to study the role of small RNAs in individual cells, therefore, we 
developed single-cell small RNA-sequencing method, implemented in human embryonic stem 
cells and generated computational pipeline for the analysis of the data. 

 

Paper IV: With the purpose of deciphering the heterogeneity in the newt blastema, our goal 
was to generate single-cell RNA-sequencing library for regenerating limb from red-spotted 
newt Notophthalmus viridescens, and analyze the single-cell data. 
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5 RESULTS AND DISCUSSION 

 

5.1 PAPER I 

Although salamanders have been studied for couple of centuries, we still have limited 
information about how they regenerate their body parts. The salamander regeneration research 
was partially hindered due to unavailability of comprehensive genomic information at the time 
I started my PhD. We aimed to create a good quality transcriptome for the community. I first 
experimented on extracting total RNA from the salamander red spotted newt Notophthalmus 
viridescens, and performed standard Illumina library preparation. A new technique, referred as 
dUTP method (Parkhomchuk et al., 2009), was published for preparing directional RNA-seq 
libraries for sequencing, and later comparative analysis of strand-specific RNA sequencing 
methods showed that dUTP method is the best amongst other directional protocols (Levin et 
al., 2010). This meant one would know which strand the read is originating from. The loss of 
RNA transcript polarity is one of the weakness of RNA-seq technique, because strand 
information is normally lost during the library preparation due to conversion of RNA (which 
is directional and single-strand) into double-strand DNA where both DNA strands are 
amplified during PCR. At the time Illumina TruSeq RNA Sample Prep Kit was just released. I 
modified TruSeq kit according to dUTP protocol and created strand-specific libraries for newt 
tissues. We believe having strand-specific library considerable helped the transcriptome 
reconstruction.  

 

The transcriptome reconstruction was performed without the help of reference genome. We 
used Trinity (Grabherr et al., 2011) software which has been widely used amongst scientists 
for de novo transcriptome reconstruction. We pooled all reads from 6 samples and performed 
reconstruction. A few times the run failed due to memory problems, because Trinity is very 
memory-intensive program, especially the Inchworm and Chrysalis steps. A simple 
recommendation is to have 1 Gb of RAM per 1 million read pairs. A resulting transcriptome 
was a fasta file of hundreds of thousands of contigs. With the help of my main supervisor 
Rickard Sandberg, we developed a pipeline for validation of these contigs. Aligning contigs to 
publicly available DNA and protein sequences enabled us to assess the quality of transcriptome 
as well functionally assign newt transcripts. There were very few newt cDNAs and ESTs in 
Genbank at the time for direct comparison between newt contigs and newt transcripts. 
Therefore, comparing to other newt species such as axolotl, Japanese fire belly newt and Iberian 
ribbed newt as well as closest amphibian frog helped us further assess the transcriptome and 
inferred proteome of red spotted newt. It was interesting to observe that newt and frogs had 
similar numbers of proteins with different PfamA domains, yet there were about thousands of 
newt proteins that did not have any PfamA domain (Paper I, Figure 2c). This could be due to 
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false assembly by Trinity or from a more optimistic point of view, novel putative newt-specific 
proteins.  

 

Indeed, some people in salamander field believes in the importance of newt-specific genes. An 
important one of those genes is Prod1 - retinoid-inducible gene encoding for a glycolipid-
anchored protein, a member of the Three Finger Protein (TFP), which is expressed in a graded 
manner on the proximodistal axis (Geng et al., 2015; Kumar, Gates, Czarkwiani, & Brockes, 
2015). Prod1 has been specifically linked to salamander regeneration, and identified in nine 
different salamander species, yet they have not identified any TFP member corresponding to 
Prod1 in non-salamander species (Kumar et al., 2015). When the expression of Prod1 was 
disrupted by injecting synthetic mRNAs to the fertilized newt eggs, the digit formation was not 
detected and Bmp2-positive cells were eliminated. Given that Bmp2 is a critical cytokine for 
the digit formation in amniotes, lacking Bmp2-cells and blocking digit formation indicated the 
necessity of Prod1 expression (Kumar et al., 2015). The same study also notes that loss of 
Prod1 has no effect on embryonic, larval or limb development before the stage of condensation 
of the radius/ulna and digits I and II. In general, more studies are needed to investigate the 
further role of newt-specific genes including Prod1.  

 

There were some additional factors that affected the transcriptome assembly. First of all, longer 
library insert size resulted in fewer and longer contigs. If the insert was shorter than 200 bp, 
since we sequenced reads 100 bp from both ends, there would be a lot of overlapping reads 
wasted. Fortunately, the insert size we obtained was about 500 ± 25 bp. Having sharp insert 
size distribution was thought to help the reconstruction and recommended by Trinity. We 
performed de novo assembly using fewer samples for various reasons. First, to avoid memory 
problems in Trinity, then to be able to obtain tissue-specific transcriptome (particularly brain-
specific) and finally to compare Trinity assemblies as a function of input reads. We concluded 
that assembly with all samples generated transcriptome comprehensive enough to cover all the 
Gencode cDNAs (Paper I, Figure 1), whereas tissue-specific transcriptomes covered 
impressively high number of cDNAs, lacking only a few cDNAs. In fact, a recent study 
evaluated the completeness of publicly available salamander transcriptomes, where newt 
transcriptome from Paper I had a BUSCO (Simão, Waterhouse, Ioannidis, Kriventseva, & 
Zdobnov, 2015) score of 87% completeness, while the transcriptome from the competing study 
(Looso et al., 2013) by Braun lab got only 30% (Table 1 from (Bryant et al., 2017)). Overall, 
these results indicated that our newt transcriptome project was well-designed, analyzed using 
state-of-the-art techniques and contained comprehensive genomic information for protein-
coding and non-coding genes as well as proteins (inferred) of red spotted newt, where a few 
key biological questions (such as importance of miRNAs, cell cycle inhibitors, tissue-specific 
genes and UTRs) were discussed (see Paper I for details). 
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5.2 PAPER II 

Enhancers are distal elements important for regulation of gene expression. They have been 
effectively identified during the last decade using various techniques such as ChIP-seq, DNase 
hypersensitivity assays, STARR-seq and etc. Although these techniques help us locate the 
enhancers, by design they are not able to tell which genes are transcriptionally regulated by 
which enhancers. Since we know that enhancers regulate genes that are closest to them 
(considering linear genome), as well as genes located further away in the linear genome. They 
might also regulate more than one genes, for example, closest gene and gene(s) further away. 
Therefore, there was a need for a technique to sort out this problem. 

 

Developing a technique able to identify genome-wide regulatory interactions was my main 
project. When I started my PhD in 2011, we discussed current state-of-the-art methods together 
with my co-supervisor Pelin (Akan) Sahlén. Initially, she has tried to implement 3C technique 
and was planning to couple 3C with sequencing capture (3C-cap). In fact, from the beginning, 
throughout all our experiments we always performed 3C as a control. Theoretically, 3C should 
also work in order to obtain regulatory interactions. To our surprise, majority of the interactions 
we obtained from 3C spanned relatively short linear distance in the genome, meaning the distal 
region identified was very close (often less than a kb) to the promoter. We did not trust those 
interactions, since they could arise from unligated fragments and be considered as background. 
Since similar methods were also ignoring such interactions, for instance, if ChIA-PET 
(Fullwood et al., 2009) identified interactions (between two PETs) were shorter than 3 kb, they 
were considered self-ligation PET, and were removed. Even with a lot of self-ligation products, 
3C-cap still contained valuable regulatory information, and perhaps we underestimated that. 
Years later, the first method of such kind (called Capture-3C) that was published (Hughes et 
al., 2014) was indeed a much less genome-wide version of our 3C-cap. Not surprisingly, we 
calculated that more than 90% of interactions identified by Capture-3C was short-range (Paper 
II, Supplementary figure 1). One possible explanation for Capture-3C interactions being 
short is that, capture probes are much more likely to bind to self-ligation products than a 
chimeric ligation product carrying “useful” information between two distant DNA fragments. 
Perhaps self-ligation products will form near perfect complementarity with capture probes. 
Pelin referred this as “self-ligation products are like magnets to the capture probes”. Chimeric 
ligation products, instead, would bind loosely to the capture probes and might fall off 
spontaneously, being replaced by self-ligation products that have a higher affinity towards 
capture probes. 

 

Despite a lot of failed experiments, we continued to optimize and develop HiCap where we 
combined Hi-C with sequence capture. Unfortunately, we later find out that, our failed 
experiments were mainly due to miss-communication between authors. One of the authors who 
was performing the first step of Hi-C was supposed to provide us formaldehyde cross-linked 
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nuclei, but instead was providing formaldehyde cross-linked cell lysate. We were 
implementing Hi-C assuming the starting material was nuclei, but it was not just nuclei but the 
whole content of the cell - all sorts of proteins, RNA and organelles were present and interfering 
Hi-C reactions. After optimizing many steps in Hi-C, such as using different ligation enzymes, 
ligation conditions, dTNPs, T4 DNA polymerase for removal of biotinylated but unligated 
ends, phenol purification step and etc, finally we decided there might be something wrong with 
starting chromatin material. I solved this problem by first culturing new cell line, U2OS - a 
cancer cell line, and Hi-C worked well on them. Then I isolated nuclei from the starting material 
– cross-linked cell lysate, then implemented HiCap and it worked well. Although it was a good 
learning experience for me to be able to optimize steps in experiments, we lost about a year 
during this period. 

 

Introduction of a few novel steps enabled HiCap to identify genome-wide regulatory 
interactions with highest resolution. The resolution means what is the average fragment length 
that contains a regulatory region. Using 4-cutter restriction enzyme enabled HiCap to have 
about 8x higher resolution for promoters and about 5x more resolution for identifying distal 
regions or distal elements (potential enhancers) compared to competing method CHi-C 
(Schoenfelder et al., 2015) which employed 6-cutter restriction enzyme.   

 

In HiCap we observed many potentially interesting results but we did not have enough evidence 
to support the claims that comes along with those findings. For instance, we did not observe 
any significantly different connectivity between super enhancers and their target promoters 
compared to that of other enhancers (data not shown). Super enhancers are region of the 
genome containing multiple enhancers that is mutually bound by an array of TFs to drive 
transcription of key genes involved in determining identity of a cell (Hnisz et al., 2013; Whyte 
et al., 2013). Furthermore, when we look at the distribution of interaction distances to TSS and 
the direction from TSS, there was imbalance or unequal distribution between upstream and 
downstream interactions. No matter how we binned this observation stayed valid, and we are 
not sure how to explain that. Moreover, we observed promoter-promoter and enhancer-
enhancer interactions being stronger than promoter-enhancer interactions. This could be open 
to speculation about the structure and robustness of the regulatory network. Also, in case of 
multiple enhancers regulating the same gene, often some of those enhancers were also 
connected to each other. This made us to speculate the existence of functional chromatin units, 
we called them “chromatin flowers” (resembling cloverleaf), where multiple loops of varying 
sizes are coming together to connect a single gene. We did not perform additional experiments. 
Moreover, we assessed the sequence conservation of HiCap identified enhancers. Although the 
vertebrate phastcons conservation scores were not significantly higher in enhancers compared 
to the scores of same enhancer-sized random regions in the mouse genome, when we 
computationally looked for distribution of highest conserved smaller regions within the 
enhancer vs random regions, enhancers clearly contained, on average, significantly more 
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conserved regions. TFs binding motifs are usually smaller 6-8 nt regions, thus one can imagine 
that the distal elements that HiCap identified, which are actually Dpn II fragments, do not 
necessarily embody functional enhancers in vivo, but they rather contain regions where TFs 
bind, which is conserved amongst vertebrates.  

 

It was important to show that enhancers are not necessarily only connected to the closest genes. 
Although 65% of enhancers were connected to the closest gene, there were thousands of long-
range interactions showing modest enrichment for genes that become upregulated upon TF 
perturbation (over-expression) similar to that of the closest genes. Thus, HiCap should be taken 
in to consideration together with techniques like ChIP-seq in order to have both closest and 
long-range interactions. None of the other papers performed such vigorous computational 
experiments assessing the quality and importance of the non-closest vs closest interactions. 
Although HiCap showed modest predictive power, it increased the resolution to identify 
regulatory regions beyond any other methods available at the time.  

 

 

5.3 PAPER III 

Single-cell RNA-sequencing is a powerful technique to study cellular heterogeneity, 
characterize cell types in unprecedented detail and identify rare cell phenotypes, however 
current methods have been able to profile only mRNAs (Hashimshony et al., 2012; Islam et 
al., 2011; Patel et al., 2014; Picelli et al., 2014; Ramsköld et al., 2012; Sandberg, 2014). This 
has been a limitation in the protocols, rather than a choice. Non-coding RNA studies have 
indicated the importance of ncRNAs and their regulatory function, thus, including them in 
profiling single cells would help distinguishing cellular phenotypes easily. Especially, small 
non-coding RNAs such as miRNAs play an important role in cells, yet they have been lacking 
in current single-cell methods. There was a huge need to develop single-cell RNA-seq method 
covering small-RNAs. In Paper III, with the vision and expertise of Omid R. Faridani, we 
developed a method we forgot to name in the published paper, nevertheless we call it Small-
seq (Faridani et al., 2016).   

 

Small-seq incorporated many novelties. First of all, by skipping the gel purification step 
combined with rRNA masking, we are able to profile all small RNAs that are properly 
processed having 5’ phosphate and 3’ hydroxyl group. Furthermore, by incorporating UMIs 
we are able to count the number of RNA molecules in a given cell. Removing the biases 
introduced by PCR enables cleaner downstream analysis such as cell clustering and differential 
gene expression (Paper III, Figure 1k and 1h).   
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We were interested in understanding human embryonic stem cell (hESC) regulation via small 
RNAs. For that we generated very comprehensive annotation database by combining 
transcripts from Gencode, FANTOM, Mirbase, Repbase, Gtrnadb and etc. During some 
analysis, we considered all the RNAs (Paper III, Supplementary Figure 4a), and counted 
number of molecules for all. We noticed that most of the molecules are coming from miRNAs, 
sdRNAs, tsRNAs and small RNAs derived from protein-coding genes. Thus, we focused on 
mainly these small RNAs. Surprisingly, miRNAs showed great potential in separating clusters 
of different cell types, comparable to mRNAs, and performed better than other small RNAs 
(Paper III, Figure 1k, Supplementary Figure 6). Analysis of heterogeneity in hESCs 
revealed that miR-375 and miR-371-3 cluster showed variation in expression across individual 
primed hESCs, but not naïve ESCs. The variability of miR-371-3 cluster has been observed 
previously in human pluripotent stem cell lines (H. Kim et al., 2011) but not within hESC 
population. We also performed the similar variability analysis on sdRNAs and tsRNAs (Paper 
III, Supplementary Figure 8). Majority of the small RNAs did not vary considerably further 
from the expected (data not shown) amongst primed and naïve hESC populations.  

 

One of the important aspects of a new method is its sensitivity and accuracy. In this context 
sensitivity indicates quantitative measure of how well Small-seq captures the total expressed 
genes in a given cell. We performed serial dilution experiments using HEK293T cells. We 
detected about 450 miRNAs (expressing more than 1 molecule) from 1,000 ng total RNA down 
to 1 ng. After that, we observed technical losses, and at 0.01 ng we observed about 40% of 
mature miRNAs. We concluded that Small-seq has about 40% sensitivity – meaning 
approximately 40% of miRNA molecules (as well as other small RNA molecules) expressed 
in an individual cell is captured (Paper III, Figure 2a). Furthermore, variation in miRNA 
expression increased for the lowly expressed genes, yet the biological variation of miRNA 
expression for individual HEK293T cells was above technical noise, even for the lowly 
expressed genes (Paper III, Figure 2d). Compared to bulk data, Small-seq generated very 
similar fraction of differentially expressed genes (Paper III, Supplementary Figure 5). 

 

Overall we developed a sensitive and novel single-cell RNA-seq method. I developed a new 
computational pipeline designed for the purpose of analyzing Small-seq data. Not having RNA 
size selection step allows the automation of the protocol. However, Small-seq does not provide 
expression of large RNAs such as mRNAs and long non-coding RNAs, therefore, it could be 
used in conjunction with other single-cell method in order to fully understand biology of single 
cells. 
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5.4 PAPER IV 

We believe one could have a better understanding of salamander limb regeneration by 
understanding the cellular composition of regenerating tissues. Although this project started a 
few years back with a slightly different setup, we soon got stalled by the difficulties during 
blastema dissociation and picking up cells. Later, the project got picked up and revived by 
Ahmed Elewa. We took advantage of single-cell RNA-sequencing method Smart-seq2 and 
created libraries from 19 dpa (day post-amputation) newt blastema in 2 x 384 cell plates.  

 

First, in order to work with a more comprehensive transcriptome, by using a software package 
Corset, we combined transcriptomes of two publicly available datasets (Abdullayev, Kirkham, 
Björklund, Simon, & Sandberg, 2013; Looso et al., 2013) and newly generated in-house 
transcriptome from regenerating newt limb. This procedure resulted in more 431,864 contigs 
with N50 value of 1,297 nt. We mapped reads to this new transcriptome using STAR (Dobin 
et al., 2013), quantified contigs using RSEM (Li & Dewey, 2011) and annotated. We tried a 
few different ways of annotation methods and although results (data not shown) indicated that 
combination of gene ontology (GO) terms from Trinotate BLAST, Trinotate Pfam 
assignments, MSigDB (using human ortholog mapping) and curated gene sets from MSigDB 
performed the best, GO terms from Trinotate BLAST would have been good enough.  Then 
we used the PAGODA package (Fan et al., 2016) to identify statistically significant excess of 
coordinated variability in dataset, where GO terms are considered “overdispersed” when their 
explained variance (by the first PC) is significantly higher than expected (with multiple 
correction). We evaluated the results considering a few parameters, and finally ended up with 
8 clusters. We could have performed a more systematic way of finding the best number clusters 
to decide. Depending on how you set the hierarchical clustering one could get different number 
of clusters. Then we run t-distributed stochastic neighbor embedding (tSNE) clustering method 
and the clusters from tSNE overlapped well with clusters from PAGODA (Paper IV, Figure 
1a). Additionally, we identified differentially expressed genes using SCDE (Kharchenko, 
Silberstein, & Scadden, 2014) package. We were hoping to get some clear insights into 
identities of the 8 clusters using both enriched GO terms (PAGODA output) and differentially 
expressed genes (SCDE output), however, this has been challenging due to incomplete 
annotation and perhaps biology of blastema.  

 

Cells in blastema have supposedly lost their original identities and have dedifferentiated back 
to stem-cell like progenitor cells. This seem to be reflected in our results: significantly enriched 
GO overlapped a great deal between clusters, did not show many GO terms specific to cell 
types, except a few (Paper IV, Figure 1b). Cluster 1 and 8 doesn’t seem to have clear function. 
Cluster 2 showed a very clear enrichment for GO terms reflecting transposable element (TE) 
activity. This remains as the most interesting cluster we have identified in this project. Cluster 
3 has mainly DNA repair related GO terms, cluster 4 has immune response and cluster 5 has 
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splicing related GO terms. Cluster 6 could be a connective tissue or collagen. One of the top 
differentially expressed genes in cluster 2 was MARCS transcript. Interestingly, MARCS-like 
protein has been implicated in stimulation of cell cycle in axolotl limb regeneration (Sugiura, 
Wang, Barsacchi, Simon, & Tanaka, 2016). 

 

Having some candidate transcripts, we wanted to study further and validate our results by 
performing in situ sequencing (ISS) experiments. Our collaborators at Mats Nilsson’s lab 
designed primers and performed ISS experiments, first for housekeeping genes then on 
regenerating newt samples. The results are very preliminary, but promising. First of all, all the 
primers designed to detect markers genes were successfully hybridized their targets and we 
could detect in situ maps for all (Paper IV, Figure 3a). Furthermore, we identified TE 
overexpressing cell markers (such as MARCS, DMBT1 and etc) at several locations in the 
tissue samples in situ (Paper IV, Figure 3b). Further experiments indicated that these TE-
overexpressing markers are expressed throughout the limb regeneration process, however, 
there was an uncertainty in the distribution of expression pattern. Overall, in this project we 
have generated some candidate marker genes and their corresponding clusters, but more 
experiments are needed to identify the cell types, validate and visualize their expression pattern 
along the regenerating limb, since there could be difference in the cellular composition along 
blastema proximal-distal axis (for instance, Pax7+ satellite cells were observed along skeletal 
muscle fiber cells in a more proximal part to the amputation plane) (H. V. Tanaka et al., 2016). 
Summary and Future Perspectives 
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6 SUMMARY AND FUTURE PERSPECTIVES 

 

My projects are centered on understanding how genes are expressed and controlled 
encapsulating regeneration in newts, regulatory interactions in mouse ES cells and small RNAs 
in human ES cells. Given more time and resources, it would be interesting to combine these 
areas of research, for instance, studying small RNAs and regulatory regions in newts would 
have enormous implications for the field – which seems a bit divided into understanding the 
“magic powers” of newts: some believes key to regeneration relies on newt-specific genes, 
whereas some believe regulation and gene-wiring is the answer. Since I’m also involved in the 
sequencing of newt genome, it is fair to assume that after genome is publicly available, the field 
will move towards genome-wide epigenetic studies, small RNA studies (especially miRNA 
and tsRNA).    

 

Since young children has been shown to regenerate their fingertips if the stump skin is not 
stitched together (Whited & Tabin, 2009), this gives us a hope for finding ways of reviving 
lost regeneration abilities in humans. Especially, if we could understand the early stages of 
wound healing in both regenerating and non-regenerating circumstances, we might have a 
better chance of finding how to heal a wound in a way that leads to formation of a blastema 
rather than a scar tissue. 

 

Single-cell RNA-sequencing has become widely-used and affordable. With the establishment 
of Human Cell Atlas consortium, the field is headed towards identification and detailed 
molecular characterization of all cell types in a human body. This will open up many 
opportunities for studying rare cell populations involved in cancer metastasis, tumor resistance, 
better characterization of tissue function and etc. 

 

On the other hand, despite the significance of enhancers in gene regulation, the field has not 
progressed as fast as other fields, such as scRNA-seq. Higher resolution TF binding profiles 
and expression data for many cell types provided by ENCODE consortium (ENCODE Project 
Consortium, 2012) and others opened up emergence of machine learning tools in modern 
biological research areas. This will likely to progress and expand since we are generating more 
data, new methods, new types of data. So, there will be a need to make use of combining 
different data types to predictive on work on models.    
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