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Dedicated to the memory of Professor Sibe Mardešić

Abstract. We examine conditions under which a semicomputable
set in a computable metric space is computable. In particular, we focus
on wedge of circles and prove that each semicomputable wedge of circles is
computable.

1. Introduction

A compact subset S of Euclidean space is computable if we can effectively
approximate S by a finite set of points with rational coordinates with arbi-
trary precision. On the other hand, S is semicomputable if we can effectively
enumerate all rational open sets (i.e. finite unions of rational balls) which
cover S. Each computable set is semicomputable, but a semicomputable set
in general need not be computable. In fact, while each nonempty computable
set contains computable points and they are dense in it (a point is computable
if it can be effectively approximated by a rational point with arbitrary pre-
cision), there exists a nonempty semicomputable set in R which contains no
computable point [14].

However, it turns out that under certain conditions we can conclude that
a semicomputable set is computable. Topology plays here an important role.
An important result in this direction was made by Miller [11] who showed
that the implication
(1.1) S semicomputable =⇒ S computable
holds in Euclidean space if S is a topological sphere or a cell whose boundary
sphere is computable. A more general result was later proved in [6]: (1.1) holds
in any computable metric space if S is a compact manifold whose boundary
is computable.

Implication (1.1) holds not just when S is locally Euclidean. In [7, 8] it
was proved that (1.1) holds if S is a circularly chainable continuum which is
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not chainable or if S is a continuum chainable from a to b, where a and b are
computable points. Results related to (1.1) can also be found in [1,3,5,9,10].

In particular, by [6], the implication (1.1) holds if S is a topological circle.
In this paper we examine spaces called wedge of circles [12]. We prove that
(1.1) holds if S is a wedge of circles. The main idea in the proof of this result
is to use the notion of the computability of a set at a point. We are going
to prove that a semicomputable set S is computable at a point x if x has
a “starlike neighbourhood” in S (Theorem 3.2). Using this, our main result
(Theorem 4.2) will follow easily.

2. Preliminaries

In this section we give some basic notions of computable analysis (see
[4], [13], [15], [16], [2]). Let k ∈ N \ {0}. A function f : Nk → Q is said to
be computable if there exist computable functions a, b, c : Nk → N such that
c(x) ̸= 0 and

f(x) = (−1)a(x) b(x)
c(x)

for each x ∈ Nk.
A number x ∈ R is said to be computable if there exists a computable

function f : N→ Q such that
|x− f(k)| < 2−k,

for each k ∈ N.
A function f : Nk → R is said to be computable if there exists a com-

putable function F : Nk+1 → Q such that
|f(x)− F (x, i)| < 2−i,

for all x ∈ Nk and i ∈ N.
Let (X, d) be a metric space and let α = (αi) be a dense sequence in

(X, d) such that the function N2 → R,
(i, j) 7→ d(αi, αj)

is computable. Then we say that the triple (X, d, α) is a computable metric
space.

If (X, d, α) is a computable metric space, i ∈ N and q ∈ Q, q > 0, then
we will say that B(αi, q) is a rational open ball in (X, d, α).

From now on, let q : N → Q be some fixed computable function whose
image is the set of all positive rational numbers and let τ1, τ2 : N → N be
some fixed computable functions such that {(τ1(i), τ2(i)) | i ∈ N} = N2.

If (X, d, α) is a computable metric space and i ∈ N, we define λi = ατ1(i),
ρi = qτ2 and

Ii = B(λi, ρi).
Then {Ii | i ∈ N} is the family of all rational open balls in (X, d, α).
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The finite union B1 ∪ · · · ∪ Bk of rational open balls in a computable
metric space (X, d, α) will be called a rational open set in (X, d, α).

Let σ : N2 → N and η : N → N be some fixed computable functions
such that {(σ(j, 0), . . . , σ(j, η(j))) | j ∈ N} is the set of all finite nonempty
sequences in N. We use the following notation: (j)i instead of σ(j, i) and j
instead of η(j). Hence

{((j)0, . . . , (j)j) | j ∈ N}

is the set of all nonempty finite sequences in N. For j ∈ N let

(2.1) [j] = {(j)i | 0 ≤ i ≤ j}.

Then {[j] | j ∈ N} is the family of all nonempty finite subsets of N.
Suppose (X, d, α) is a computable metric space. For j ∈ N, we define

Jj =
∪
i∈[j]

Ii.

Then {Jj | j ∈ N} is the family of all rational open sets in (X, d, α). For i ∈ N
we define Λi = α([i]), i.e.

Λi = {αj | j ∈ [i]}.

Then {Λi | i ∈ N} is the family of all finite nonempty subsets of {αi | i ∈ N}.
Let (X, d, α) be a computable metric space and x ∈ X. Density of the

sequence α implies that for each k ∈ N there exists i ∈ N such that d(x, αi) <
2−k. We say that the point x ∈ X is computable in (X, d, α) if there exists a
computable function f : N→ N such that

d(x, αf(k)) < 2−k

for each k ∈ N.
Moreover, since a nonempty compact set S in (X, d) is totally bounded,

it is easily seen that for each k ∈ N there exists a finite nonempty subset A
of {αi | i ∈ N} such that dH(S,A) < 2−k, where dH is the Hausdorff metric.
We say that a compact set S is computable in (X, d, α) if S = ∅ or S ̸= ∅ and
there exists a computable function f : N→ N such that

dH(S,Λf(k)) < 2−k

for each k ∈ N.
Let S be a compact set in (X, d). We say that S is semicomputable in

(X, d, α) if
{j ∈ N | S ⊆ Jj}

is a computably enumerable (c.e.) subset of N.
It is not hard to check that the definitions of a computable and semi-

computable set do not depend on the choice of functions q, τ1, τ2, σ and
η.
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2.1. Computability at a point. If (X, d) is metric space, A,B ⊆ X and ε > 0
we write A ≺ε B if for each a ∈ A there exists b ∈ B such that d(a, b) < ε,
i.e. if

A ⊆
∪
b∈B

B(b, ε).

Let (X, d, α) be a computable metric space and A,B ⊆ X, A ⊆ B. We say
that A is computable up to B if there exists a computable function f : N→ N
such that

A ≺2−k Λf(k) and Λf(k) ≺2−k B

for each k ∈ N. Note that a nonempty compact set S is computable if and only
if S is computable up to S. Furthermore, if A1, . . . , Ak are sets computable
up to S, then A1 ∪ · · · ∪Ak is computable up to S (see [6]).

Let (X, d, α) be a computable metric space, S ⊆ X and x ∈ S. We say
that S is computable at x if there exists a neighbourhood N of x in S such
that N is computable up to S.

Computability of a set can now be characterised in the following way. (see
[5])

Proposition 2.1. Let (X, d, α) be a computable metric space and let
S ⊆ X be a compact set. Then S is computable if and only if S is computable
at x for each x ∈ S.

2.2. Formal disjointness and diameter. Let (X, d, α) be a computable metric
space. For i, j ∈ N we write Ii ⋄ Ij if

d(λi, λj) > ρi + ρj .

Note that this is a relation between the numbers i and j, not the sets Ii and
Ij . Note that Ii ⋄ Ij implies Cl(Ii)∩Cl(Ij) = ∅. Here we use Cl(A) to denote
the closure of A ⊆ X.

Let i, j ∈ N. We write Ji ⋄ Jj if Ik ⋄ Il for all k ∈ [i] and l ∈ [j]. Clearly,
if Ji ⋄ Jj , then Cl(Ji) ∩ Cl(Jj) = ∅.

The main reason why we introduced this relation is the fact that{
(i, j) ∈ N2 | Ji ∩ Jj = ∅

}
,

need not be c.e., but it is easily shown (see [7]) that the set{
(i, j) ∈ N2 | Ji ⋄ Jj

}
is c.e.

Let A ⊆ X, j ∈ N and λ ∈ R, λ > 0. We write A ⊆λ Jj if

A ⊆ Jj and (Ii ∩A ̸= ∅ and ρi < λ for each i ∈ [j]).

Note that A ⊆λ Jj and λ ≤ λ′ implies A ⊆λ′ Jj .
In general computable metric space the function N → R, j 7→ diam(Jj),

need not be computable. This is a motivation for next definition.
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Let (X, d) be a metric space, x0, . . . , xk ∈ X and r0, . . . , rk > 0 The
formal diameter associated to the finite sequence (x0, r0), . . . , (xk, rk) is the
number

D = max
0≤v,w≤k

d(xv, xw) + 2 max
0≤v≤k

rv.

Note that diam(B(x0, r0) ∪ · · · ∪B(xk, rk)) ≤ D.
Let (X, d, α) be a computable metric space. We define the function fdiam :

N → R in the following way, for j ∈ N, the number fdiam(j) is the formal
diameter associated to the finite sequence(

λ(j)0 , ρ(j)0

)
, . . . ,

(
λ(j)

j
, ρ(j)

j

)
.

Note that diam(Jj) ≤ fdiam(j) for each j ∈ N.
Furthermore, for l ∈ N we define function fmesh : N→ R,

fmesh(l) = max
0≤i≤l

fdiam(J(l)i
), l ∈ N.

We have the following Lemma (see Lemmas 4.6, 4.7 and 4.8 in [3]).

Lemma 2.2. Let (X, d, α) be a computable metric space.
(1) If A and B are nonempty disjoint compact sets in (X, d), then there

exists λ > 0 such that for all j1, j2 ∈ N and A′ ⊆ A, B′ ⊆ B the
following implication holds:

A′ ⊆λ Jj1 and B′ ⊆λ Jj2 ⇒ Jj1 ⋄ Jj2 .

(2) If A1, . . . , An are compact nonempty sets in (X, d) and r > 0, then
there exist j1, . . . , jn ∈ N such that

A1 ⊆r Jj1 . . . , An ⊆r Jjn

and such that for all p, q ∈ {1, . . . , n} the following holds:
Ap ∩Aq = ∅ ⇒ Jjp ⋄ Jjq .

(3) If A ⊆ X, j ∈ N and λ > 0 such that A ⊆λ Jj, then
fdiam(j) < 4λ+ diamA.

3. Starlike neighbourhoods

Let (X, d, α) be a computable metric space. For l ∈ N we define
Hl = J(l)0 ∪ · · · ∪ J(l)

l
.

We say that Hl is a formal chain if for all i, j ∈
{

0, . . . , l̄
}

the following
implication holds:

|i− j| > 1 ⇒ J(l)i
⋄ J(l)j

.

Let n ∈ N \ {0} and (l1, . . . , ln) ∈ Nn be such that:
(1) Hl1 , . . . ,Hln are formal chains;



14 Z. ILJAZOVIĆ AND L. VALIDŽIĆ

(2) if u, v ∈ {1, . . . , n}, u ̸= v, then
J(lu)i

⋄ J(lv)j
,

for all i ∈ {0, . . . , lu}, j ∈ {1, . . . , lv}.
Then we say that (l1, . . . , ln) is a formal star chain in (X, d, α). The following
Proposition can be proved by similar techinques as in [6]:

Proposition 3.1. The set{
(l1, . . . , ln) ∈ Nn | (l1, . . . , ln) is a formal star chain

}
is c.e., for all n ∈ N \ {0}.

Note that for n ∈ N \ {0} and (l1, . . . , ln) ∈ Nn obviously exists k ∈ N
such that

Hl1 ∪ · · · ∪ Hln = Jk.

Similarly as in the proof of Lemma 33 in [7] we get that for each n ∈ N \ {0}
there exists a computable function h : Nn → N such that for each (l1, . . . , ln) ∈
Nn,
(3.1) Hl1 ∪ · · · ∪ Hln = Jh(l1,...,ln).

For n ∈ N \ {0} and i ∈ {1, . . . , n} let
Ini = {(t1, t2, . . . , tn) ∈ Rn | tk = 0 for k ̸= i, ti ∈ [0, 1]} ,

Tn = In1 ∪ In2 ∪ · · · ∪ Inn ,
I̊ni = {(t1, t2, . . . , tn) ∈ Rn | tk = 0 for k ̸= i, ti ∈ [0, 1⟩} ,

T̊n = I̊n1 ∪ I̊n2 ∪ · · · ∪ I̊nn .
If S ⊆ Rn and α ∈ R, then

αS = {αx | x ∈ S} .

Theorem 3.2. Let (X, d, α) be a computable metric space and S a semi-
computable set in that space. If x ∈ S has the property that there exists n ∈ N,
n ≥ 2 and continuous injective function f : Tn → S such that f(0) = x and
f(T̊n) is open in S, then S is computable at x.

Proof. Since S\f(T̊n) is closed in a compact set S, S\f(T̊n) is compact
and obviously f( 1

2T
n)∩ (S \f(T̊n)) = ∅. Hence there exists m0 ∈ N such that

S \ f(T̊n) ⊆ Jm0 ,

f( 1
2T

n) ∩ Jm0 = ∅.
Now it is easily seen that

f( 1
2T

n) ⊆ S \ Jm0 ⊆ f(T̊n).
To simplify notation, for a, b ∈ [0, 1], a < b and i ∈ {1, . . . , n} we denote

Ki = f(Ini ),
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b
aKi = f ({(t1, . . . , tn) ∈ Ini | ti ∈ [a, b]}) .

Since
∪
j ̸=iKj ∪

1
4
0 Ki and

1
2
1
3
Ki are nonempty disjoint compact sets, by Lemma

2.2(1) for each i ∈ {1, . . . , n}, there exists λi > 0 with the property that for
all j1, j2 ∈ N and A′ ⊆

∪
j ̸=iKj ∪

1
4
0 Ki, B′ ⊆

1
2
1
3
Ki the following implication

holds:
A′ ⊆λi Jj1 , B

′ ⊆λi Jj2 ⇒ Jj1 ⋄ Jj2 .

Analogusly for each i ∈ {1, . . . , n} there exists µi > 0 such that for all j1, j2 ∈
N and A′ ⊆

∪
j ̸=iKj ∪

1
6
0 Ki, B′ ⊆ 1

1
4
Ki we have:

A′ ⊆µi Jj1 , B
′ ⊆µi Jj2 ⇒ Jj1 ⋄ Jj2 .

We put
λ = min {λ1, . . . , λn, µ1, . . . , µn} .

Let us define
Bi =

1
2
1
3
Ki,

P =
1
6
0 K1 ∪ · · · ∪

1
6
0 Kn.

If b1, . . . , bn, p ∈ N are such that

P ⊆λ Jp and Bi ⊆λ Jbi , i = 1, . . . , n,

from Lemma 2.2(1) we conclude that

Jbi ⋄ Jp, i = 1, . . . , n and Jbi ⋄ Jbj , i ̸= j.

Since f( 1
2 T̊

n) is open in S and P ⊆ f( 1
2 T̊

n), we can aditionally assume that
S ∩ Jp ⊆ f( 1

2 T̊
n).

Let k ∈ N. Since f is uniformly continuous (because Tn is a compact
metric space) and each Ini is a line segment, it can be shown (Proposition 4.5
in [3]) that for each i ∈ {1, . . . , n} we can find compact sets F i0, . . . , F imi

such
that

Ki = F i0 ∪ · · · ∪ F imi
,

F iu ∩ F iv ̸= ∅ ⇔ |u− v| ≤ 1,
diamF ik < 2−k−1, k = 1, . . . ,mi,

and that for some ei ∈ {1, . . . ,mi − 1}
1
4
0 Ki = F i0 ∪ · · · ∪ F iei

,

1
1
4
Ki = F iei+1 ∪ · · · ∪ F imi

.

Let µ = min{λ, 2−k−3}. By Lemma 2.2(2), for each i ∈ {1, . . . , n}, there exist
ji1, . . . , j

i
mi
∈ N such that

F ik ⊆µ Jji
k
, k = 0, . . . ,mi,
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and such that for all u, v ∈ {1, . . . ,mi} the following holds:

F iu ∩ F iv = ∅ ⇒ Jji
u
⋄ Jji

v
.

Also, for i ∈ {1, . . . , n} , u ∈ {1, . . . ,mi}, from Lemma 2.2(3) we have

(3.2) fdiam(J iu) < 4µ︸︷︷︸
<4·2−k−3

+ diam(F iu)︸ ︷︷ ︸
<2−k−1

< 2−k.

Moreover, the way we have chosen λ implies that for i ∈ {1, . . . , n} we have

J i0, . . . , J
i
ei
⋄ Jbi ,

Jj0 , . . . , J
j
mj
⋄ Jbi , j ̸= i,

J iei+1, . . . , J
i
mi
⋄ Jp.

Let l1, . . . , ln ∈ N be such that(
(li)0, . . . , (li)li

)
=
(
ji0, . . . , j

i
mi

)
, i = 1, . . . , n.

Then (l1, . . . , ln) is a formal star chain which covers f(Tn) (and S \ Jm0 as
well). From (3.2) we also get

max
1≤i≤n

fmesh(li) < 2−k.

We have now shown that for each k ∈ N there exist l1, . . . , ln, e1, . . . , en ∈ N
with these properties:

(1) (l1, . . . , ln) is a formal star chain;

(2) S \ Jm0 ⊆ Jh(l1,...,ln);

(3) max
1≤i≤n

fmesh(li) < 2−k;

(4) 0 ≤ ei < li, i = 1, . . . , n;

(5) J(li)u
⋄ Jbi , u = 0, . . . , ei,

J(lj)0 , . . . , J(lj)
lj
⋄ Jbi , j ̸= i,

J(li)u
⋄ Jp, u = ei + 1, . . . , li, i = 1, . . . , n.

Conditions (1)-(5) are computably enumerable (arguments for that are very
similar to those in the proof of Theorem 5.6 in [6]), i.e. the set Ω of all
(k, l1, . . . , ln, e1, . . . , en) ∈ N2n+1 such that (1)-(5) hold is computably enu-
merable, so there exist computable functions l̃1, . . . , l̃n, ẽ1, . . . , ẽn : N → N
such that for each k ∈ N we have (k, l̃1(k), . . . , l̃n(k), ẽ1(k), . . . , ẽn(k)) ∈ Ω.

Let (k, l1, . . . , ln, e1, . . . , en) ∈ Ω. As

S ∩ Jp ⊆ f( 1
2 T̊

n) ⊆ S \ Jm0 ,
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it is clear that

S ∩ Jp ⊆
n∪
i=1

(
J(li)0 ∪ · · · ∪ J(li)

li

)
.

Furthermore, since for i ∈ {1, . . . , n}, u ∈ {ei + 1, . . . , li}

J(li)u
⋄ Jp,

and therefore
J(li)u

∩ (S ∩ Jp) = ∅,
we have

(3.3) S ∩ Jp ⊆
n∪
i=1

(
J(li)0 ∪ · · · ∪ J(li)ei

)
.

We claim that
J(li)u

∩ S ̸= ∅,
for all i ∈ {1, . . . , n}, u ∈ {0, . . . , ei}. Namely, if J(li)u

∩ S = ∅, we define sets

U =
∪
j ̸=i

(
J(lj)0 ∪ · · · ∪ J(lj)

lj

)
∪
u−1∪
t=0

J(li)t
,

V =
li∪

t=u+1
J(li)t

.

Since (l1, . . . , ln) is a formal star chain, it is easily seen that U ∩V = ∅. From
condition (5) it follows that for i ∈ {1, . . . , n} we have

Bi ⊆
li∪

j=ei+1
J(li)j

,

so Bi ⊆ V and Bj ⊆ U , for some j ̸= i. Hence

U ∩ f( 1
2T

n) ̸= ∅,

V ∩ f( 1
2T

n) ̸= ∅,

f( 1
2T

n) ⊆ S \ Jm0 ⊆ U ∪ V,

so (U, V ) is a separation of f( 1
2T

n) in (X, d), what is a contradiction because
f( 1

2T
n) is connected. So we conclude that

(3.4) J(li)u
∩ S ̸= ∅,

for all i ∈ {1, . . . , n}, u ∈ {0, . . . , ei}.
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Let φ : N → N be a computable function such that αφ(j) ∈ Jj , for each
j ∈ N. Let g : N→ N be any computable function with the property that for
k ∈ N,

[g(k)] =
n∪
i=1

{
φ
(

(l̃i(k))0

)
, . . . , φ

(
(l̃i(k))ẽi(k)

)}
(function g can be obtained similarly like in the proof of Theorem 5.6 in [6]).
Since diam(J(l̃i(k))u

) < 2−k, for all i ∈ {1, . . . , n}, u ∈ {0, . . . , ẽi(k)}, k ∈ N,
from (3.3) we get

S ∩ Jp ≺2−k Λg(k),

and from (3.4)
Λg(k) ≺2−k S.

Hence S ∩ Jp is a neighbourhood of x in S which is computable up to S and
we conclude that S is computable at x.

4. Wedge of circles

Let S be a Hausdorff space that is union of the subspaces S1, . . . , Sn each
of which is homeomorphic to the unit circle S1 and such that Si ∩ Sj = {p}
whenever i ̸= j. Then S is called the wedge of circles ([12]).

Note that S can be embedded in the plane. If Ci denotes the circle
of radius i with center at (i, 0) in R2, then there exists a homeomorphism
g : C1 ∪ · · · ∪ Cn → S such that g(Ci) = g(Si), i = 1, . . . , n and g(0) = p.

Let (X, d, α) be a computable metric space. To prove that the implication

S semicomputable ⇒ S computable

holds if S is a wedge of circles, we will use the following result (Theorem 5.6
in [6]):

Theorem 4.1. Suppose (X, d, α) is a computable metric space, S a semi-
computable set in this space and x ∈ S a point which has a neighbourhood in
S homeomorphic to Rn for some n ∈ N \ {0}. Then S is computable at x.

Theorem 4.2. Let (X, d, α) be a computable metric space and S ⊆ X a
wedge of circles. If S is semicomputable, then S is computable.

Proof. Let S = S1 ∪ · · · ∪ Sn, Si ∼= S1, i = 1, . . . , n, Si ∩ Sj = {p},
whenever i ̸= j and g : C1 ∪ · · · ∪Cn → S homeomorphism such that g(Ci) =
Si, where Ci = B((i, 0), i) in R2, i = 1, . . . , n and g(0) = p.

Suppose x ∈ S \ {p}. Then there is a unique i ∈ {1, . . . , n} such that x ∈
Si. Since Ci \{0} is obviously open in C1∪· · ·∪Cn and g(Ci \{0}) = Si \{p},
we conclude that Si \{p} is an open set in S. Since Si ∼= S1, for some p′ ∈ S1

we have
Si \ {p} ∼= S1 \ {p′} ∼= R.
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Hence every point x ∈ S \ {p} has a neighbourhood in S homeomorphic to R,
so by Theorem 4.1, S is computable at x, for each x ∈ S \ {p}.

Now we are going to show that S is computable at p. Note that if ε ∈ ⟨0, 2⟩
the set

S′ = (C1 ∪ · · · ∪ Cn) ∩B(0, ε)
is homeomorphic to T 2n. Namely, S′ is a union od 2n arcs each of which
has 0 for one endpoint and for any two distinct arcs, 0 is the only point that
lies in their intersection. Since T 2n is also a union of 2n arcs with the same
properties, it is easily seen that there is a homeomorphism h : T 2n → S′ such
that h(0) = 0 and

h(T̊n) = (C1 ∪ · · · ∪ Cn) ∩B(0, ε).

Now it follows that the function f = g◦h has the properties needed in Theorem
3.2: f is obviously continuous injective function,

f(0) = g(h(0)) = g(0) = p,

f(T̊n) = g(h(T̊n))) = g((C1 ∪ · · · ∪ Cn) ∩B(0, ε)).
As g is a homeomorphism, we conclude that f(T̊n) is open in S. Therefore,
from Theorem 3.2 we get that S is computable at p.

Hence we have shown that S is computable at every point, so by Propo-
sition 2.1, S is a computable set.
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Izračunljivost klina kružnica

Zvonko Iljazović i Lucija Validžić

Sažetak. Proučavamo uvjete uz koje je poluizračunljiv
skup u izračunljivom metričkom prostoru izračunljiv. Posebno,
fokusiramo se na klinove kružnica i dokazujemo da je svaki
poluizračunljiv klin kružnica izračunljiv.
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