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# A SUFFICIENT CONDITION FOR THE BOUNDEDNESS OF OPERATOR-WEIGHTED MARTINGALE TRANSFORMS AND HILBERT TRANSFORM 

SANDRA POTT


#### Abstract

Let $W$ be an operator weight taking values almost everywhere in the bounded positive invertible linear operators on a separable Hilbert space $\mathcal{H}$. We show that if $W$ and its inverse $W^{-1}$ both satisfy a matrix reverse Hölder property introduced in [2], then the weighted Hilbert transform $H$ : $L_{W}^{2}(\mathbb{R}, \mathcal{H}) \rightarrow L_{W}^{2}(\mathbb{R}, \mathcal{H})$ and also all weighted dyadic martingale transforms $T_{\sigma}: L_{W}^{2}(\mathbb{R}, \mathcal{H}) \rightarrow L_{W}^{2}(\mathbb{R}, \mathcal{H})$ are bounded.

We also show that this condition is not necessary for the boundedness of the weighted Hilbert transform.


## 1. Introduction

The question of finding vector analogues to the celebrated Hunt-MuckenhouptWheeden Theorem [8] has been studied intensively in recent years. S. Treil and A. Volberg showed in [12] that a weight function $W$ taking values almost everywhere in the positive invertible $d \times d$ matrices satisfies the vector $A_{2}$ condition

$$
\begin{equation*}
\sup _{I \subset \mathbb{R}, I \text { interval }}\left\|\langle W\rangle_{I}^{1 / 2}\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\|<C \tag{1}
\end{equation*}
$$

if and only if the Hilbert transform $H$ defines a bounded linear operator on the operator-weighted $L^{2}$-space

$$
L_{W}^{2}\left(\mathbb{R}, \mathbb{C}^{d}\right)=\left\{f: \mathbb{R} \rightarrow \mathbb{C}^{d}: \int_{\mathbb{R}}\langle W(t) f(t), f(t)\rangle d t<\infty\right\}
$$

or equivalently, if and only if the weighted Hilbert transform

$$
M_{W}^{-1 / 2} H M_{W}^{1 / 2}: L^{2}\left(\mathbb{R}, \mathbb{C}^{d}\right) \rightarrow L^{2}\left(\mathbb{R}, \mathbb{C}^{d}\right)
$$

defines a bounded linear operator. Here, $M_{W}^{1 / 2}$ denotes the densely defined multiplication operator with the matrix function $W^{1 / 2}$.

There exists also a dyadic version of this theorem [12]: Let $\mathcal{D}$ denote the collection of all dyadic intervals in $\mathbb{R}$. For each $\sigma \in\{-1,1\}^{\mathcal{D}}$, let $T_{\sigma}$ denote the dyadic martingale transform on $L^{2}(\mathbb{R}, \mathcal{H})$ given by

$$
f \mapsto \sum_{I \in \mathcal{D}} \sigma(I) h_{I} f_{I}
$$

[^0]Then a matrix weight function $W$ taking values almost everywhere in the positive invertible $d \times d$ matrices satisfies the vector $A_{2}^{d}$ condition

$$
\begin{equation*}
\sup _{I \in \mathcal{D}}\left\|\langle W\rangle_{I}^{1 / 2}\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\|<C \tag{2}
\end{equation*}
$$

if and only if all weighted dyadic martingale transforms

$$
M_{W}^{-1 / 2} T_{\sigma} M_{W}^{1 / 2}: L^{2}\left(\mathbb{R}, \mathbb{C}^{d}\right) \rightarrow L^{2}\left(\mathbb{R}, \mathbb{C}^{d}\right)
$$

are uniformly bounded.
Characterisations for the boundedness of matrix-weighted Hilbert transforms on $L^{p}\left(\mathbb{R}, \mathbb{C}^{d}\right)$ for $1<p<\infty$ were found in [9], [13].

A different approach via a matrix-weighted Hardy-Littlewood maximal function was suggested more recently by M. Christ and Goldstein in [2]. They introduce the matrix reverse Hölder property

$$
\begin{equation*}
\int_{I}\left\|W^{1 / 2}(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\|^{r} d x \leq C|I| \quad(I \subset \mathbb{R} \text { interval }) \tag{3}
\end{equation*}
$$

and show that this implies the boundedness of a matrix-weighted maximal function on $L^{p}(\mathbb{R}, \mathcal{H})$ for $p<r$ even in the infinite-dimensional situation, namely when replacing $\mathbb{C}^{d}$ by a separable Hilbert space $\mathcal{H}$, and considering a weight $W: \mathbb{R} \rightarrow$ $\mathcal{L}(\mathcal{H})$ taking values almost everywhere in the bounded positive invertible linear operators on $\mathcal{H}$. It was shown in [7] that in the finite-dimensional situation, the boundedness of the weighted maximal function in turn implies the boundedness of the weighted Hilbert transform.

In the finite-dimensional situation, the vector $A_{2}$ condition implies the matrix reverse Hölder property for some $r>2$ [2], so that this approach provides a new proof of the above mentioned result in [12].

The characterisation of the boundedness of weighted Hilbert transform and martingale transforms in the infinite-dimensional setting has proved very difficult, even in the case $p=2$. It was shown in [3], [4] and [5] that the operator versions of (1) and (2) are not sufficient for the boundedness of the weighted Hilbert transform and the weighted dyadic martingale transforms, respectively ((1) and (2) were shown to be necessary in [12]).

In this paper, we show that also in the infinite-dimensional situation, the matrix reverse Hölder condition (3) for an operator weight $W$ and its inverse $W^{-1}$ for some $r>2$ implies the uniform boundedness of all weighted dyadic martingale transforms and the boundedness of the weighted Hilbert transform on $L^{2}(\mathbb{R}, \mathcal{H})$. We use a slightly different route from [2], [7]. Instead of using the weighted maximal function, we show first that the weighted square function operator is bounded and bounded below by means of a stopping time argument from [10]. This gives us the uniform boundedness of the weighted dyadic martingale transforms. The case of the Hilbert transform then follows from a result in [11].

Using the theory of vector BMO functions, we also show that the reverse Hölder property is not necessary in the infinite-dimensional case, even with $r=2$.
2. Weights with reverse Hölder property and decaying stopping time

Definition 2.1. [2] We say that an operator weight $W: \mathbb{R} \rightarrow \mathcal{L}(\mathcal{H})$ has the matrix reverse Hölder property, if there exist constants $C>0$ and $r>2$ such that

$$
\int_{I}\left\|W^{1 / 2}(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\|^{r} d x \leq C|I|
$$

for all intervals $I \subset \mathbb{R}$.
Definition 2.2. We say that an operator weight $W: \mathbb{R} \rightarrow \mathcal{L}(\mathcal{H})$ has the dyadic matrix reverse Hölder property, if there exist constants $C>0$ and $r>2$ such that

$$
\int_{I}\left\|W^{1 / 2}(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\|^{r} d x \leq C|I|
$$

for all dyadic intervals $I \in \mathcal{D}$.
Such weights satisfies in particular the (dyadic) vector $A_{2}$ condition (1), (2). Furthermore, for each operator-valued weight and each interval $I \subseteq \mathbb{R}$, one has the elementary inequality

$$
\begin{equation*}
\left\|\langle W\rangle_{I}^{-1 / 2}\left\langle W^{-1}\right\rangle_{I}^{-1 / 2}\right\| \leq 1 \tag{4}
\end{equation*}
$$

(see [12], [2]).
For each $I \in \mathcal{D}$, let $\mathcal{D}(I)$ denote the collection of all $J \in \mathcal{D}$ with $J \subseteq I$.
Given $I \in \mathcal{D}$ and $\lambda>1$, let $\mathcal{J}_{\lambda, 1}(I)$ denote the collection of all maximal dyadic subintervals $I_{\lambda}$ of $I$ such that

$$
\begin{equation*}
\left\|\frac{1}{\left|I_{\lambda}\right|} \int_{I_{\lambda}}\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2} d x\right\|>\lambda \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
\left\|\frac{1}{\left|I_{\lambda}\right|} \int_{I_{\lambda}}\langle W\rangle_{I}^{1 / 2} W^{-1}(x)\langle W\rangle_{I}^{1 / 2} d x\right\|>\lambda \tag{6}
\end{equation*}
$$

We write $\mathcal{J}_{\lambda, 0}(I)=\{I\}, \mathcal{J}_{\lambda, k}(I)=\bigcup_{J \in \mathcal{J}_{\lambda, k-1}(I)} \mathcal{J}(J)$ for $k \geq 1, \mathcal{F}(I)=$ $\mathcal{F}_{\lambda, 1}(I)=\mathcal{D}(I) \backslash\left(\bigcup_{J \in \mathcal{J}(I)} \mathcal{J}(J)\right)$, and $\mathcal{F}_{\lambda, k}(I)=\bigcup_{J \in \mathcal{J}_{\lambda, k-1}(I)} \mathcal{F}(J)$ for $k \geq 1$.

Note that $\mathcal{D}(I)=\cup_{k=1}^{\infty} \mathcal{F}_{\lambda, k}(I)$ for each $I \in \mathcal{D}$ with this notation. Somewhat loosely, we will write $\cup \mathcal{J}(I)$ for the set $\cup_{J \in \mathcal{J}(I)} J \subseteq I$ and $|\mathcal{J}(I)|$ for $\left|\cup_{J \in \mathcal{J}(I)} J\right|$.

Lemma 2.3. If $W$ and $W^{-1}$ both have the dyadic matrix reverse Hölder property, then for sufficiently large $\lambda$, there exists a constant $c, 0<c<1$, such that

$$
\left|\mathcal{J}_{\lambda, k}(I)\right| \leq c^{k}|I| \quad \text { for all } I \in \mathcal{D}, k \in \mathbb{N}
$$

(i.e. $\mathcal{J}_{\lambda}(I)$ is a decaying stopping time in the sense of [10], Section 3.3.)

Proof. The proof is an adaption of the proof of the Weight Lemma 3.17 for scalar weights in [10].

We first introduce an auxiliary stopping time $\mathcal{G}$. For $I \in \mathcal{D}$, let $\mathcal{G}(I)$ denote the collection of all maximal dyadic subintervals $J$ of $I$ such that (5) holds. We show that $\mathcal{G}$ is a decaying stopping time for sufficiently large $\lambda$.

Note that

$$
\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2} \leq \lambda \mathbf{1}_{\mathcal{H}}
$$

in the sense of an operator inequality almost everywhere on $G=I \backslash \cup \mathcal{G}(I)$. Therefore,

$$
\begin{align*}
\int_{G} W(x) d x=\left\langle W^{-1}\right\rangle_{I}^{-1 / 2}\left(\int_{G}\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2} d x\right)\left\langle W^{-1}\right\rangle_{I}^{-1 / 2}  \tag{7}\\
\leq \lambda|G|\left\langle W^{-1}\right\rangle_{I}^{-1} \leq \lambda|G|\langle W\rangle_{I}
\end{align*}
$$

by (4).
It is enough to show that there exists a constant $\alpha>0$ (independent of $I$ ) such that $|G| \geq \alpha|I|$. Assume towards a contradiction that this is false. Then there exists an interval $I \in \mathcal{D}$ such that $|G| \leq \frac{|I|}{2 \lambda}$, and

$$
\int_{G} W(x) d x \leq \frac{1}{2}\langle W\rangle_{I}|I| .
$$

Let $\mathcal{G}(I)=\left\{I_{\lambda, j}\right\}_{j}$. Then

$$
\begin{equation*}
\sum_{j} \int_{I_{\lambda, j}} W(x) d x=|I|\langle W\rangle_{I}-\int_{G} W(x) d x \geq \frac{1}{2}|I|\langle W\rangle_{I} \tag{8}
\end{equation*}
$$

However, one also has
(9)

$$
\begin{aligned}
\sum_{j} \int_{I_{\lambda, j}} W(x) d x=\left\langle W^{-1}\right\rangle_{I}^{-1 / 2}( & \left.\sum_{j} \int_{I_{\lambda, j}}\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2} d x\right)\left\langle W^{-1}\right\rangle_{I}^{-1 / 2} \\
& \leq 2 \lambda\left\langle W^{-1}\right\rangle_{I}^{-1} \sum_{j}\left|I_{\lambda, j}\right| \leq 2 \lambda\langle W\rangle_{I} \sum_{j}\left|I_{\lambda, j}\right|
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\sum_{j}\left|I_{\lambda, j}\right| \geq \frac{1}{4 \lambda}|I| \tag{10}
\end{equation*}
$$

By the dyadic matrix reverse Hölder property, we have for some $p>1$

$$
\begin{align*}
C|I| \geq & \int_{I}\left\|\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\|^{p} d x \geq \sum_{j} \int_{I_{\lambda, j}}\left\|\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\|^{p} d x  \tag{11}\\
& \geq \sum_{j} \frac{1}{\left|I_{\lambda, j}\right|^{p-1}}\left(\int_{I_{\lambda, j}}\left\|\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\| d x\right)^{p} \geq \sum_{j}\left|I_{\lambda, j}\right| \lambda^{p} .
\end{align*}
$$

Thus

$$
\sum_{j}\left|I_{\lambda, j}\right| \leq \frac{C}{\lambda^{p}}|I| .
$$

Choosing $\lambda \geq(4 C)^{1 / p-1}$, we obtain a contradiction to (10). This proves that for $\lambda \geq(4 C)^{1 / p-1}$, there exists a constant $0<c^{\prime}<1$ such that $|\mathcal{G}(J)| \leq c^{\prime}|J|$ for all $J \in \mathcal{D}$. It then follows by induction that $\left|\mathcal{G}^{k}(J)\right| \leq c^{\prime k}|J|$ for $k \in \mathbb{N}$ and $J \in \mathcal{D}$.

Notice that for each interval $K \in \mathcal{G}_{2 \lambda^{2}}(J)$, there exists $\tilde{K} \in \mathcal{G}_{\lambda}^{2}(J)$ with $K \subseteq \tilde{K}$. To see this, let $L \subset J$ be the unique dyadic interval in $\mathcal{G}_{\lambda}(J)$ such that $K \subseteq L$.

Writing

$$
\begin{aligned}
& \int_{K}\left\langle W^{-1}\right\rangle_{J}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{J}^{1 / 2} d x= \\
& \quad\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\left\langle W^{-1}\right\rangle_{L}^{-1 / 2} \int_{K}\left\langle W^{-1}\right\rangle_{L}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{L}^{1 / 2} d x\left\langle W^{-1}\right\rangle_{L}^{-1 / 2}\left\langle W^{-1}\right\rangle_{J}^{1 / 2},
\end{aligned}
$$

we obtain

$$
\begin{aligned}
2 \lambda^{2} & <\left\|\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\langle W\rangle_{K}\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\right\| \\
& \leq\left\|\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\left\langle W^{-1}\right\rangle_{L}^{-1}\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\right\|\left\|\frac{1}{|K|} \int_{K}\left\langle W^{-1}\right\rangle_{L}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{L}^{1 / 2} d x\right\| \\
& \leq\left\|\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\langle W\rangle_{L}\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\right\|\left\|\frac{1}{|K|} \int_{K}\left\langle W^{-1}\right\rangle_{L}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{L}^{1 / 2} d x\right\| \\
& \leq 2 \lambda\left\|\frac{1}{|K|} \int_{K}\left\langle W^{-1}\right\rangle_{L}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{L}^{1 / 2} d x\right\|
\end{aligned}
$$

by (4), which yields

$$
\left\|\frac{1}{|K|} \int_{K}\left\langle W^{-1}\right\rangle_{L}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{L}^{1 / 2} d x\right\|>\lambda
$$

Consequently, there exists $\tilde{K} \supseteq K$ such that $\tilde{K} \in \mathcal{J}_{\lambda}(L) \subset \mathcal{J}_{\lambda, 2}(J)$. Therefore $\left|\mathcal{G}_{2 \lambda^{2}}(J)\right| \leq\left|\mathcal{G}_{\lambda}^{2}(J)\right| \leq{c^{\prime}}^{2}|J|$. By iteration, it follows that by choosing $\lambda$ sufficiently large, we can assume that $\left|\mathcal{G}_{\lambda}(J)\right| \leq \frac{1}{4}|J|$ for $J \in \mathcal{D}$.

We now define a second auxiliary stopping time $\tilde{\mathcal{G}}$. For $J \in \mathcal{D}$, let $\tilde{\mathcal{G}}(J)$ be the collection of all maximal dyadic subintervals of $J$ such that (6) holds.

Using now the reverse Hölder property of $W^{-1}$, we find that also $\tilde{\mathcal{G}}$ is a decaying stopping time for sufficiently large $\lambda$. Again, by choosing $\lambda$ large enough, we can assume that $\left|\tilde{\mathcal{G}}_{\lambda}(J)\right| \leq \frac{1}{4}|J|$ for $J \in \mathcal{D}$.

This means that for $\lambda$ large enough,

$$
\left|\mathcal{J}_{\lambda}(J)\right| \leq\left|\mathcal{G}_{\lambda}(J)\right|+\left|\tilde{\mathcal{G}}_{\lambda}(J)\right| \leq 1 / 2|J| \quad(J \in \mathcal{D})
$$

Thus $\mathcal{J}_{\lambda}$ is a decaying stopping time.

## 3. The weighted square function

Theorem 3.1. Let $W: \mathbb{R} \rightarrow \mathcal{L}(\mathcal{H})$ be an operator weight such that $W$ and $W^{-1}$ both have the dyadic matrix reverse Hölder property. Then the weighted square function operator

$$
S_{W}: L^{2}(\mathbb{R}, \mathcal{H}) \rightarrow L^{2}(\mathbb{R}, \mathcal{H}), \quad f \mapsto \sum_{I \in \mathcal{D}}\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\left(W^{1 / 2} f\right)_{I} h_{I}(x)
$$

is bounded and invertible.
Proof. We will first show that the operator

$$
T: L^{2}(\mathbb{R}, \mathcal{H}) \rightarrow L^{2}(\mathbb{R}, \mathcal{H}), \quad f \mapsto \sum_{I \in \mathcal{D}} W^{1 / 2}(x)\langle W\rangle_{I}^{-1 / 2} f_{I} h_{I}(x)
$$

is bounded, following the steps of the proof of Th. 6.1. in [10].

We choose $\lambda>1$ such that $\mathcal{J}_{\lambda}(I)$ is a decaying stopping time, and write just $\mathcal{J}(I)$. First note that for almost every $x \in J \backslash \bigcup \mathcal{J}(J)$,

$$
\left\langle W^{-1}\right\rangle_{J}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{J}^{1 / 2} \leq \lambda \mathbf{1}_{\mathcal{H}}
$$

and

$$
\langle W\rangle_{J}^{1 / 2} W^{-1}(x)\langle W\rangle_{J}^{1 / 2} \leq \lambda \mathbf{1}_{\mathcal{H}}
$$

therefore

$$
\begin{equation*}
\frac{1}{\lambda} \mathbf{1}_{\mathcal{H}} \leq\left\langle W^{-1}\right\rangle_{J}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{J}^{1 / 2} \leq \lambda \mathbf{1}_{\mathcal{H}} \tag{12}
\end{equation*}
$$

by (4). Let $f \in L^{2}(\mathbb{R}, \mathcal{H})$ have finite Haar expansion. We can assume without loss of generality that $f$ is supported in $[0,1]$ and has mean 0 . We write $\mathcal{J}_{k}$ for $\mathcal{J}_{k}([0,1])$, and $\mathcal{F}_{k}$ for $\mathcal{F}_{k}([0,1])$. For $j \in \mathbb{N}$, write

$$
\begin{gathered}
\Delta_{j} f=\sum_{K \in \mathcal{F}_{j}} h_{K} f_{K}=\sum_{I \in \mathcal{J}_{j-1}} \sum_{J \in \mathcal{F}(I)} f_{J} h_{J}=\sum_{I \in \mathcal{J}_{j-1}} \Delta_{I} f, \\
M_{j} f=\sum_{J \in \mathcal{F}_{j}}\langle W\rangle_{J}^{-1 / 2} f_{J} h_{J}=\sum_{I \in \mathcal{J}_{j-1}} \sum_{J \in \mathcal{F}(I)}\langle W\rangle_{J}^{-1 / 2} f_{J} h_{J}=\sum_{I \in \mathcal{J}_{j-1}} M_{I} f
\end{gathered}
$$

and

$$
\begin{aligned}
T_{j} f=T \Delta_{j} f=W^{1 / 2}(x) M_{j} f= & \sum_{I \in \mathcal{J}_{j-1}} W^{1 / 2}(x) \sum_{J \in \mathcal{F}(I)}\langle
\end{aligned} \begin{aligned}
& \\
& =\rangle_{J}^{-1 / 2} f_{J} h_{J} \\
& \\
& I \in \mathcal{J}_{j-1}
\end{aligned} W^{1 / 2}(x) M_{I} f .
$$

Then $\sum_{j=1}^{\infty} \Delta_{j} f=f$ and $\sum_{j=1}^{\infty} T_{j} f=T f$. We will show that the $T_{j}$ satisfy the conditions of Cotlar's Lemma.

Each $M_{I} f$ has support in $I$, so $T_{j} f$ has support on the disjoint intervals in $\mathcal{J}_{j-1}$. We write

$$
\left\|T_{j} f\right\|^{2}=\int_{\cup \mathcal{J}_{j-1}}\left\|T_{j} f\right\|^{2} d x=\int_{\cup \mathcal{J}_{j-1} \backslash \cup \mathcal{J}_{j}}\left\|T_{j} f\right\|^{2} d x+\int_{\cup \mathcal{J}_{j}}\left\|T_{j} f\right\|^{2} d x
$$

and estimate the terms separately.
First note that

$$
\begin{align*}
& \int_{\cup \mathcal{J}_{j-1} \backslash \cup \mathcal{J}_{j}}\left\|T_{j} f\right\|^{2} d x=\sum_{J \in \mathcal{J}_{j-1}} \int_{J \backslash \cup \mathcal{J}(J)}\left\|T_{j} f\right\|^{2} d x  \tag{13}\\
& \quad=\sum_{J \in \mathcal{J}_{j-1}} \int_{J \backslash \cup \mathcal{J}(J)}\left\|W^{1 / 2}(x)\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\left\langle W^{-1}\right\rangle_{J}^{-1 / 2} M_{J} f\right\|^{2} d x \\
& \leq \sum_{J \in \mathcal{J}_{j-1}} \int_{J \backslash \cup \mathcal{J}(J)}\left\|W^{1 / 2}(x)\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\right\|^{2}\left\|\left\langle W^{-1}\right\rangle_{J}^{-1 / 2} M_{J} f\right\|^{2} d x \\
& \quad \leq \lambda \sum_{J \in \mathcal{J}_{j-1}} \int_{J \backslash \cup \mathcal{J}(J)}\left\|\left\langle W^{-1}\right\rangle_{J}^{-1 / 2} M_{J} f\right\|^{2} d x .
\end{align*}
$$

Note that for each $J \in \mathcal{J}_{j-1}$,

$$
\begin{align*}
\left\|\left\langle W^{-1}\right\rangle_{J}^{-1 / 2} M_{J} f\right\|^{2}= & \left\|\left\langle W^{-1}\right\rangle_{J}^{-1 / 2} \sum_{K \in \mathcal{F}(J)}\langle W\rangle_{K}^{-1 / 2} f_{K} h_{K}\right\|^{2}  \tag{14}\\
& \leq C \sum_{K \in \mathcal{F}(J)}\left\|\langle W\rangle_{J}^{1 / 2}\left\langle W^{-1}\right\rangle_{K}^{1 / 2}\right\|^{2}\left\|f_{k}\right\|^{2} \leq C \lambda\left\|\Delta_{J} f\right\|^{2},
\end{align*}
$$

since for $K \in \mathcal{F}(J)$, one has

$$
\langle W\rangle_{J}^{1 / 2}\left\langle W^{-1}\right\rangle_{K}\langle W\rangle_{J}^{1 / 2}=\frac{1}{|K|} \int_{K}\langle W\rangle_{J}^{1 / 2} W^{-1}(x)\langle W\rangle_{J}^{1 / 2} d x \leq \lambda
$$

Using the disjointness of the $J \in \mathcal{J}_{j-1}$, we obtain

$$
\begin{equation*}
\int_{\cup \mathcal{J}_{j-1} \backslash \cup \mathcal{J}_{j}}\left\|T_{j} f\right\|^{2} d x \leq C \lambda^{2}\left\|\Delta_{j} f\right\|^{2} \tag{15}
\end{equation*}
$$

Now we consider the other part:

$$
\begin{align*}
& \int_{\cup \mathcal{J}_{j}}\left\|T_{j} f\right\|^{2} d x=\sum_{J \in \mathcal{J}_{j-1}} \sum_{I \in \mathcal{J}(J)} \int_{I}\left\|W^{1 / 2}(x) \sum_{K \in \mathcal{F}(J)}\langle W\rangle_{K}^{-1 / 2} f_{k} h_{k}\right\|^{2} d x  \tag{16}\\
& =\sum_{J \in \mathcal{J}_{j-1}} \sum_{I \in \mathcal{J}(J)} \int_{I}\left\|\langle W\rangle_{I}^{1 / 2} \sum_{K \in \mathcal{F}(J)}\langle W\rangle_{K}^{-1 / 2} f_{k} h_{k}\right\|^{2} d x \\
& \leq \sum_{J \in \mathcal{J}_{j-1}} \sum_{I \in \mathcal{J}(J)}\left\|\langle W\rangle_{I}^{1 / 2}\langle W\rangle_{J}^{-1 / 2}\right\|^{2} \int_{I}\left\|\langle W\rangle_{J}^{1 / 2} \sum_{K \in \mathcal{F}(J)}\langle W\rangle_{K}^{-1 / 2} f_{k} h_{k}\right\|^{2} d x \\
& \leq 2 \lambda^{2} \sum_{J \in \mathcal{J}_{j-1}}\left\|\Delta_{J} f\right\|^{2}=2 \lambda^{2}\left\|\Delta_{j} f\right\|^{2} .
\end{align*}
$$

Therefore, there exists a constant $A>0$ such that $\left\|T_{j} f\right\|^{2} \leq A\left\|\Delta_{j} f\right\|^{2}$. We will now show that there exist $0<d<1$ and a constant $\tilde{A}>0$ such that for any $k>j$,

$$
\begin{equation*}
\int_{\cup \mathcal{J}_{k-1}}\left\|T_{j} f\right\|^{2} d x \leq \tilde{A} d^{k-j}\left\|\Delta_{j} f\right\|^{2} \tag{17}
\end{equation*}
$$

Note that $M_{j} f$ is contant on each $J \in \mathcal{J}_{j-1}$. Thus

$$
\begin{aligned}
& \int_{\cup \mathcal{J}_{k-1}}\left\|T_{j} f\right\|^{2} d x \\
& =\sum_{J \in \mathcal{J}_{j}} \sum_{I \in \mathcal{J}_{k-j-1}(J)} \int_{I}\left\|W^{1 / 2}(x) M_{j} f(J)\right\|^{2} d x \\
& =\sum_{J \in \mathcal{J}_{j}} \sum_{I \in \mathcal{J}_{k-j-1}(J)} \int_{I}\left\|\langle W\rangle_{I}^{1 / 2} M_{j} f(J)\right\|^{2} d x \\
& =\sum_{J \in \mathcal{J}_{j}} \sum_{I \in \mathcal{J}_{k-j-1}(J)}\left\|\langle W\rangle_{I}^{1 / 2} M_{j} f(J)\right\|^{2}|I| \\
& =\sum_{J \in \mathcal{J}_{j}}\left\langle\sum_{I \in \mathcal{J}_{k-j-1}(J)}\right| I\left|\langle W\rangle_{I} M_{j} f(J), M_{j} f(J)\right\rangle \\
& \leq \sum_{\tilde{J} \in \mathcal{J}_{j-1}} \sum_{J \in \mathcal{J}(\tilde{J})}\left\|\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\left(\sum_{I \in \mathcal{J}_{k-j-1}(J)}|I|\langle W\rangle_{I}\right)\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\right\| \\
& \left\|\left\langle W^{-1}\right\rangle_{J}^{-1 / 2}\langle W\rangle_{\tilde{J}}^{-1 / 2}\right\|^{2}\left\|\langle W\rangle_{\tilde{J}}^{1 / 2} M_{j} f(J)\right\|^{2} \\
& \leq \sum_{\tilde{J} \in \mathcal{J}_{j-1}} \sum_{J \in \mathcal{J}(\tilde{J})}\left\|\sum_{I \in \mathcal{J}_{k-j-1}(J)}\left\langle W^{-1}\right\rangle_{J}^{1 / 2}|I|\langle W\rangle_{I}\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\right\| \\
& \left\|\langle W\rangle_{J}^{1 / 2}\langle W\rangle_{\tilde{J}}^{-1 / 2}\right\|^{2}\left\|\langle W\rangle_{\tilde{J}}^{1 / 2} M_{j} f(J)\right\|^{2} \\
& \leq 2 \lambda \sum_{\tilde{J} \in \mathcal{J}_{j-1}} \sum_{J \in \mathcal{J}(\tilde{J})} \int_{\cup \mathcal{J}_{k-j-1}(J)}\left\|\left\langle W^{-1}\right\rangle_{J}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{J}^{1 / 2}\right\| d x\left\|\langle W\rangle_{\tilde{J}}^{1 / 2} M_{j} f(J)\right\|^{2} \\
& \leq 2 \lambda \sum_{\tilde{J} \in \mathcal{J}_{j-1}} \sum_{J \in \mathcal{J}(\tilde{J})}\left(\int_{\cup \mathcal{J}_{k-j-1}(J)}\left\|\left\langle W^{-1}\right\rangle_{J}^{1 / 2} W^{1 / 2}(x)\right\|^{2 p} d x\right)^{1 / p} \\
& c^{(k-j-1) / p^{\prime}}|J|^{1-1 / p}\left\|\langle W\rangle_{\tilde{J}}^{1 / 2} M_{j} f(J)\right\|^{2} \\
& \leq 2 \lambda C^{1 / p}\left(c^{1 / p^{\prime}}\right)^{k-j-1} \sum_{\tilde{J} \in \mathcal{J}_{j-1}} \sum_{J \in \mathcal{J}(\tilde{J})}|J|\left\|\langle W\rangle_{\tilde{J}}^{1 / 2} M_{j} f(J)\right\|^{2} \\
& =2 \lambda C^{1 / p}\left(c^{1 / p^{\prime}}\right)^{k-j-1} \sum_{\tilde{J} \in \mathcal{J}_{j-1}} \int_{\cup \mathcal{J}(\tilde{J})}\left\|T_{j} f\right\|^{2} d x \\
& \leq C^{1 / p} 4 \lambda^{3}\left(c^{1 / p^{\prime}}\right)^{k-j-1}\left\|\Delta_{j} f\right\|^{2}
\end{aligned}
$$

by (16). Here, $p=r / 2>1$, and $1 / p+1 / p^{\prime}=1$. Choosing $d=c^{1 / p^{\prime}}$, we obtain the statement.

Boundedness of $T$ now follows from Cotlar's Lemma (see e. g. [10], 2.4), since $T_{k} f$ is supported on $\cup \mathcal{J}_{k-1}$, and the $T_{k}^{*}$ have orthogonal ranges.

It remains to be shown that $S_{W}$ is bounded. Let $M_{W}^{1 / 2}$ be the densely defined multiplication operator with the operator function $W^{1 / 2}$ on $L^{2}(\mathbb{R}, \mathcal{H})$, let $D_{W}$ be the densely defined operator on $L^{2}(\mathbb{R}, \mathcal{H})$ which is given by $D_{W} e h_{I}=\langle W\rangle_{I}^{1 / 2} e h_{I}$ for each $I \in \mathcal{D}$ and $e \in \mathcal{H}$, let $D_{W}^{-1}$ be the densely defined operator on $L^{2}(\mathbb{R}, \mathcal{H})$
given by $D_{W}^{-1} e h_{I}=\langle W\rangle_{I}^{-1 / 2} e h_{I}$ for $I \in \mathcal{D}, e \in \mathcal{H}$, and let $D_{W^{-1}}, D_{W^{-1}}^{-1}$ be defined correspondingly.

With this notation, we have shown that $T=M_{W}^{1 / 2} D_{W}^{-1}$ extends to a bounded linear operator on $L^{2}(\mathbb{R}, \mathcal{H})$. Since $W^{-1}$ satisfies the vector $A_{2}$ condition, $D_{W^{-1}}^{-1} D_{W^{-1}}$ defines a bounded invertible linear operator on $L^{2}(\mathbb{R}, \mathcal{H})$. It follows that $S_{W}=$ $D_{W^{-1}} M_{W}^{1 / 2}$ is a bounded linear operator on $L^{2}(\mathbb{R}, \mathcal{H})$ and has a bounded inverse $S_{W}^{-1}=M_{W^{-1}}^{1 / 2} D_{W^{-1}}^{-1}=S_{W^{-1}}^{*} D_{W}^{-1} D_{W^{-1}}^{-1}$.

## 4. Boundedness of the weighted dyadic martingale transforms and of the weighted Hilbert transform

We can now prove our main result.
Theorem 4.1. Let $W: \mathbb{R} \rightarrow \mathcal{L}(\mathcal{H})$ be an operator weight..
(1) Suppose that $W$ and $W^{-1}$ both have the dyadic matrix reverse Hölder property. Then for each $\sigma \in\{-1,1\}^{\mathcal{D}}$, the weighted martingale transform $M_{W}^{-1 / 2} T_{\sigma} M_{W}^{1 / 2}$ defines a bounded invertible linear operator on $L^{2}(\mathbb{R}, \mathcal{H})$, and the norms of these operators are uniformly bounded.
(2) Suppose that $W$ and $W^{-1}$ both have the matrix reverse Hölder property. Then the weighted Hilbert transform $M_{W}^{-1 / 2} H M_{W}^{1 / 2}$ defines a bounded invertible linear operator on $L^{2}(\mathbb{R}, \mathcal{H})$.

Proof. It suffices to show (1), since the case of the Hilbert transform then follows from [11] together with the fact that the matrix reverse Hölder property 2.1 implies the dyadic matrix reverse Hölder property 2.2 for all translations and dilations of $W$ and $W^{-1}$.

By Theorem 3.1,

$$
M_{W}^{-1 / 2} T_{\sigma} M_{W}^{1 / 2}=M_{W}^{-1 / 2} D_{W^{-1}}^{-1} T_{\sigma} D_{W^{-1}} M_{W}^{1 / 2}=S_{W}^{-1} T_{\sigma} S_{W}
$$

extends to a bounded invertible operator on $L^{2}(\mathbb{R}, \mathcal{H})$ for each $\sigma \in\{-1,1\}^{\mathcal{D}}$.

## 5. A counterexample to the necessity of the reverse Hölder PROPERTY

Theorem 5.1. There exist an infinite-dimensional Hilbert space $\mathcal{K}$ and an operator weight $W: \mathbb{R} \rightarrow \mathcal{L}(\mathcal{K})$ such that the weighted Hilbert transform $M_{W}^{1 / 2} H M_{W}^{-1 / 2}$ : $L^{2}(\mathbb{R}, \mathcal{K}) \rightarrow L^{2}(\mathbb{R}, \mathcal{K})$ is bounded, but the matrix reverse Hölder condition 2.1 does not hold for $W$.

Proof. Let $\mathcal{H}$ be an infinite-dimensional separable Hilbert space, and consider an operator weight of the form

$$
W: \mathbb{R} \rightarrow \mathcal{L}(\mathcal{H} \oplus \mathcal{H}), \quad W(t)=V(t)^{*} V(t), \text { where } V(t)=\left(\begin{array}{cc}
\mathbf{1}_{\mathcal{H}} & B(t) \\
0 & \mathbf{1}_{\mathcal{H}}
\end{array}\right)
$$

where $B$ is a weakly integrable $\mathcal{L}(\mathcal{H})$-valued function.
An easy calculation (see [6], [3]) shows that then the Hilbert tranform defines a bounded linear operator $L_{W}^{2}(\mathbb{R}, \mathcal{H} \oplus \mathcal{H}) \rightarrow L_{W}^{2}(\mathbb{R}, \mathcal{H} \oplus \mathcal{H})$, if and only if the commutator $[H, B]$ defines a bounded linear operator $L^{2}(\mathbb{R}, \mathcal{H}) \rightarrow L^{2}(\mathbb{R}, \mathcal{H})$.

Now notice that for each interval $I \subset \mathbb{R}$ and each $x \in I$,

$$
\begin{array}{r}
\left\|\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\|=\rho\left(\left\langle W^{-1}\right\rangle_{I} W(x)\right)=\rho\left(\left\langle V^{-1} V^{*-1}\right\rangle_{I} V^{*}(x) V(x)\right)  \tag{18}\\
=\rho\left(V(x)\left\langle V^{-1} V^{*-1}\right\rangle_{I} V^{*}(x)\right)=\left\|V(x)\left\langle V^{-1} V^{*-1}\right\rangle_{I} V^{*}(x)\right\|
\end{array}
$$

and

$$
\begin{align*}
& V(x)\left\langle V^{-1} V^{*-1}\right\rangle_{I} V^{*}(x)  \tag{19}\\
&=\left(\begin{array}{cc}
\mathbf{1}_{\mathcal{H}} & B(x) \\
0 & \mathbf{1}_{\mathcal{H}}
\end{array}\right)\left(\begin{array}{cc}
\mathbf{1}_{\mathcal{H}}+\left\langle B B^{*}\right\rangle_{I} & -\langle B\rangle_{I} \\
-\left\langle B^{*}\right\rangle_{I} & \mathbf{1}_{\mathcal{H}}
\end{array}\right)\left(\begin{array}{cc}
\mathbf{1}_{\mathcal{H}} & 0 \\
B^{*}(x) & \mathbf{1}_{\mathcal{H}}
\end{array}\right) \\
&=\left(\begin{array}{cc}
* & B(x)-\langle B\rangle_{I} \\
B^{*}(x)-\left\langle B^{*}\right\rangle_{I} & \mathbf{1}_{\mathcal{H}}
\end{array}\right) .
\end{align*}
$$

In particular, $\left\|\left\langle W^{-1}\right\rangle_{I}^{1 / 2} W(x)\left\langle W^{-1}\right\rangle_{I}^{1 / 2}\right\| \geq\left\|B(x)-\langle B\rangle_{I}\right\|$.
This means, the matrix reverse Hölder condition 2.1, even with $r=2$, implies the norm BMO condition

$$
\begin{equation*}
\sup _{I \subset \mathbb{R} \text { interval }} \frac{1}{|I|} \int_{I}\left\|B(x)-\langle B\rangle_{I}\right\| d x<\infty \tag{20}
\end{equation*}
$$

However, it is known that boundedness of the commutator $[H, B]$ on $L^{2}(\mathbb{R}, \mathcal{H})$ does not imply that the norm BMO condition (20) for $B$ holds, since $\mathcal{L}(\mathcal{H})$ is not a UMD space (see [1]).
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