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Abstract. A synthetic agent requires the coordinated use of multiple
sensory and effector modalities in order to achieve a social human-robot
interaction (HRI). While systems in which such a concatenation of multi-
ple modalities exist, the issue of information coordination across modal-
ities to identify relevant context information remains problematic. A
system-wide information formalism is typically used to address the issue,
which requires a re-encoding of all information into the system ontology.
We propose a general approach to this information coordination issue,
focussing particularly on a potential application to a dialogue strategy
learning and selection system embedded within a wider architecture for
social HRI. Rather than making use of a common system ontology, we
rather emphasise a sub-symbolic association-driven architecture which
has the capacity to influence the ‘internal’ processing of all individual
system modalities, without requiring the explicit processing or interpre-
tation of modality-specific information.
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1 Introduction

In the application of robotic agents to societal issues, their capacity for extended
social interaction with people is a central feature of behaviour that has not yet
been resolved [9]. It has been proposed that key to achieving such functionality is
the requirement for the coordination of multiple interaction modalities (such as
verbal, behavioural, emotional, etc) and the adaptation of the agents’ behaviour
to that of the human interactant [13]. Among the various potential interac-
tion modalities, linguistic interaction is clearly of central importance. However,
while the joint optimisation of dialogue strategies with other modalities shows
improvements over the optimisation of dialogue strategies for individual modal-
ities [4], the combinatorial expansion in the possible number of dialogue context
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configurations if encoded symbolically (e.g. [8]) could prove problematic in a
real-time social HRI application domain. This variation on the ‘frame problem’
is particularly apparent in those systems where a global symbolic representation
scheme (ontology) is used, where an explicit encoding of what information that
should be taken into account must be provided. The aim of this contribution is
to provide an outline approach (roadmap) to augment existing solutions to this
problem by taking a perspective inspired by aspects of biological cognitive sys-
tems, emphasising sub-symbolic associative strategies. In so doing, we propose
a system that may provide complementary functions to those mechanisms that
are used in an existing dialogue strategy management implementation [8].

2 An Association-driven approach to providing ‘internal’
context

Taking inspiration from neuropsychological theories of memory and cognitive
processing in biological agents, a framework for the ‘soft’ coordination of mul-
tiple modalities within a cognitive architecture has been devised that is based
on the hebbian-like associative learning of relationships between information in
different modalities [15]. Given that learning of this type may be characterised
in a statistical manner, e.g. principle component analysis [12], such a system
can extract the statistical relationship between the constituent modalities of a
cognitive architecture, over the course of its operation. If the resulting structure
is then treated as the substrate for activation dynamics, then the mechanism of
priming is instantiated, in which the activity in one modality can influence the
processing in another, thereby linking prior experience with ongoing behaviour
generation across modalities [2, 15]. A computational system that embodies these
characteristics has been implemented, which is informed by Interactive Activa-
tion and Competition models (and their adaptive extensions, e.g. [3]). Applied
to a classification problem, it is shown that this system both completes the task,
and does so in a manner consistent with human behavioural data [6].

In combination, these mechanisms (Hebbian association and activation spread-
ing) enable the embedding of a realtime sub-symbolic statistical relationship
component with what may be a largely symbolic processing cognitive architec-
ture. Indeed, this general approach has formed the inspiration for a number of
contemporary cognitive robotics implementations, notably in [11] which is used
to model a range of human cognitive competencies.

In this perspective, context in a cognitive architecture can be derived on the
basis of the associative substrate, and the activation dynamics operating over
it: it is an encoding of the activity within the system, resulting from external
input and internal processing. From the point of view of a given single cognitive
modality (e.g. face recognition or dialogue strategy management), the activation
received from other such cognitive modalities constitutes an internal context
signal since it is explicitly based on the associations that have been formed, and
thus on prior experience. In this way, a symbolic representation of context is not
required, thus circumventing combinatorial explosion in symbolic representation
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schemes. Furthermore, due to the generalisation (and compact representation)
properties inherent to distributed associative networks (e.g. [10]), the proposed
mechanism has the capacity to similarly generalise over prior experience.

3 A proposed application to augment Dialogue Strategy
Management

One computational approach to dialogue strategy learning and language gener-
ation that has recently shown particular promise is that of Hierarchical Rein-
forcement Learning (HRL) [7, 8]. In this approach, a hierarchy of learning agents
optimise a set of policies, rather than a unitary dialogue system policy. Each layer
of the hierarchy therefore consists of multiple RL agents optimised to maximise
reward for a subset of the state space (which includes context information). Re-
cent developments have relaxed the notion of strict hierarchical organisation by
positing a role for informal structure to enhance flexibility [5].

On this basis, it may be proposed that associations can be formed between
the currently active dialogue management agent(s) and other cognitive modali-
ties (e.g. face recognition, emotion interpretation, etc, see figure 1). This process
would, over experience, encode statistical relationships between the dialogue
agents and the state of processing in other cognitive modalities. These multi-
modal associations thus subsequently act as the substrate for priming effects
between the different cognitive modalities and dialogue strategy management,
by modulating the transition functions used in the HRL structure. For example,
a dialogue agent that has strong positively weighted associations with a set of
states in other modalities can be differentially supported in terms of dialogue
strategy processing over other dialogue agents should these states re-occur: i.e.
the influence of a global ‘context signal’. Thus, though the associative mech-
anism remains constant, the quantitative effect on action selection changes as
a function of experience, and may take effect over relatively short time-periods
given the real-time learning rate of the type of associative system in question, e.g.
[11]. This scenario is particularly consistent with the loosening of the require-
ment for strict hierarchy in the HRL schema, as transitions between dialogue
strategies in different hierarchy branches can be informed to a greater extent by
the information provided by the proposed association mechanism (figure 1).

A number of points can be raised concerning this outline proposal. Firstly, the
proposed association mechanism assumes that there is a functioning cognitive
architecture upon which the associative mechanisms can operate: the emphasis
of the current approach is on augmenting existing processing rather than replac-
ing it. Secondly, there is no explicit semantic/symbolic information transferred
between modalities through the proposed system. While this results in the need
for an existing architectural mechanism to transfer specific semantic information
(e.g. the ball I see is red rather than green. . . ), the association and activation
spread mechanisms enable multi-modal information to be taken into account
in a relatively simplistic manner (architecturally), without requiring translation
using a system ontology with the resulting frame-problem issues. Indeed, the
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Fig. 1. Schematic of the interaction between a loose hierarchical dialogue strategy
management system (left, adapted from [5]), and cognitive modalities (right, such as
visual processing, etc), through the sub-symbolic associative learning mechanism (cen-
tre, see section 2): encoded statistical relationships can subsequently influence dialogue
strategy state transitions (not all possible influences depicted).

combination of sub-symbolic and RL approaches has been previously consid-
ered as promising, e.g. [14]. Furthermore, it enables a clear perspective on how
the agent can improve its behaviour through interaction experience rather than
off-line training (enabling the findings of developmental learning theory to be
leveraged [1]), since further associative specification can be progressively gained.

In summary, there are two primary advantages to this type of augmented di-
alogue strategy management: (1) opportunities for fast learning over the course
of interaction with real users; and (2) global integration of modalities for coor-
dinating multimodal conversational behaviours.

4 Perspectives

A roadmap for complementing the functionality of an existing dialogue strategy
management implementation has been outlined: making use of statistical multi-
modal associations learned through experience (on the basis of a hebbian-like
learning mechanism) in order to augment the dialogue strategy management
process. In this way, there is also the potential for coordination among other
modal-specific systems within a cognitive architecture. Even though the flow of
explicit information through such a system is sparse (being constituted of scalar
activation levels only), it has the capacity to improve performance not through
the explicit transfer of information per se, but by virtue of the statistical proper-
ties of those associations that have been experienced providing a global context.
While this paper has only presented a roadmap and is an ongoing programme
of research, we believe that this principle of sub-symbolic context signals for
augmenting modal-specific processing is generalizable to other cognitive archi-
tecture modalities, from perception to action, in the service of achieving social
human-robot interaction with autonomous systems.
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