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sound patterns and to attract attention to those changes. As var-
ious studies pointed out (for a comprehensive overview see [9]),
human auditory recognition is able to mask specific (e.g., recur-
rent) sound patterns from attentional processing, while being still
sensitive to small variations of the sonic properties as well as to
deviations to abstract rules, such as lexical, semantic, and syntac-
tic information of human speech [10]. Such preattentive detection
of change is often followed by orientation of the auditory focus of
attention to the source (or auditory channel) of change. Preatten-
tive change detection and subsequent switching of attention was
well explored by magnetoencephalographical studies that explain
these phenomena by differences in change-specific components of
the auditory event-related brain potential, such as the mismatch
negativity (MMN) [11].

Our approach exploits these beneficial properties of human au-
ditory processing to support situational awareness in video surveil-
lance. A basic assumption we make is that information relevant to
surveillance monitoring is represented by changes in video signal.
This means that we ascribe static parts of the video little or no
relevant information. To leverage change detection capabilities of
the human auditory system, our approach produces a continuous
sonic pattern or soundscape of the change in video data. Further,
recurrent changes in video generate an auditory texture that fades
from attentional monitoring after some time of familiarization. In
this state of background monitoring, sufficiently large changes of
the auditory texture with respect to the familiar acoustic reference
pattern reallocate attention, again. This is supported by research
of the central auditory processing system that proved that MMN is
only elicited after a few repetitions of a standard stimulus and only
if the deviation exceeds a particular threshold [9]. Hence, we focus
on the design of a non-obtrusive auditory display. Further, the pa-
rameter mapping should, to some extent, allow the interpretation
of the sonification to infer from auditory display some information
of the event that occurred in the monitored video. This supports a
rough classification of the change recognized by the auditory sig-
nal and thus enables decision making, such as if the occurred event
requires further attention by switching the visual focus to a screen.

These two main criteria for the design of our auditory display
(interpretability and non-obtrusiveness) are reflected by the em-
phasis of this paper: the optimization between aesthetical and psy-
choacoustic aspects of this sonification. The goal is to find an aes-
thetically pleasing sonification that still conveys all of the relevant
information in an interpretable manner.

1.1. Related Work

Little work has yet been published in the field of video sonification.
Moreover, most of these sonifications were developed for artistic
purposes (e.g., [12]) or as assistance of visually impaired people
(e.g., [13]). In the context of video monitoring, we identified two
related publications.

The first one is the Cambience system, which was developed
by Diaz-Marino [14]. Besides its application in interactive arts,
and as a technique to provide informal awareness between col-
laborators, Cambience was intended by its developer to be used
as a security system that provides auditory alarms or notifications
when changes occur in video. Therefore, Cambience maps video
data from webcams to a sonic ecology. Differences between video
frames are used to measure the level of activity in a video. Fea-
tures derived from the level of activity in user-defined regions (e.g.,
amount of change, center of activity, and velocity) are mapped
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onto sound properties, such as volume, playback frequency, and
stereo panning. Visual programming allows interactive definition
of the mapping between sounds parameters and the features ex-
tracted from areas of interest. In the security context, Cambi-
ence provides an auditory display for process monitoring. This is
closely related to the scenario we present in this paper. However,
there is a distinct difference in the complexity of activities that are
monitored between Cambience and the sonification presented in
this paper. Cambience relies on user-defined areas of interest and
is fixed on the recognition of apriori known events, such as a per-
son entering a room. For this reason, it is constrained to be used
mainly for auditory alarms. Abnormal behavior and more complex
actions are thus hardly recognizable. In contrast, our approach is
designed to guide attention also for apriori unknown activities and
complex events that occur in the context of video surveillance.

The system by Hoferlin et al. [6] utilizes trajectories of mov-
ing objects extracted from video data to support situational aware-
ness of surveillance operators via a spatial auditory display. In
their approach, each object trajectory is mapped to an auditory
icon that moves along the object’s trace in 3D sound space. By
user interaction, the virtual listener’s position and other parameters
can be adopted to suit the monitored site. Further, the selection of
auditory icons for each object class help produce a natural sound
environment. The approach presented in this paper, follows a dif-
ferent path: one of the major differences is that we do not rely on
high-level computer vision techniques, such as object tracking and
classification, since these methods come with high computational
cost and are not fully reliable [15]. Another difference is that we
intend to avoid the mental reconstruction of the video from the
auditory display. Such a translation from auditory stimulus to fa-
miliar mental representation was observed many times [16]. How-
ever, in the case of video sonification, maintenance of an imagi-
nary video representation can be mentally demanding. We aim for
a rather abstract auditory representation of relevant information
and rely on the excellent capabilities of human auditory percep-
tion to detect deviations in the acoustic pattern. Although we aim
for interpretability of the sonification, our primary goal is to enable
auditory change detection on signal level, not on semantic level.

1.2. Contribution

According to the problem definition and related work, we aim for
an auditory display meeting the following requirements:

e usage of reliable low-level computer vision features,

e comprehensive and abstract auditory display to leverage audi-
tory change detection on signal level,

e synthesis of non-obtrusive continuous soundscape, and
e interpretability of the sonification to guide visual attention.

In the remainder of the paper, we present a novel parameter
mapping sonification that copes with these requirements. This
is our main contribution. As a major aspect, we tackle the often
discussed issue of finding a trade-off between interpretability and
aesthetics of sonification using non-linear optimization. Further,
we evaluate our sonification with respect to its interpretability and
support of situational awareness in video surveillance.
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Further, we describe how we selected the transfer functions for
each mapped parameter. To consider aesthetics and interpretabil-
ity, we map the data properties not directly to physical sonic prop-
erties, but introduce an intermediate perceptual mapping layer.

2.3. Amplitude Mapping

To achieve linear scaling of amplitude that is necessary to interpret
the information conveyed by the auditory display in the right way,
we linearly map the activity value of a segment to the perceptual
measure of subjective loudness S (sone at 1 kHz). Thereby, we
scale the activity level to the sone interval that fits into the user-
defined volume range. For the evaluation in Section 3, this range
is fixed to the interval of 20 to 80 dB in the accordingly defined
interval of frequency. Next step is to map loudness S to loudness
level L (phon at 1 kHz) according to the non-linear relation [20]:

o

Finally, we map the loudness level with respect to equal-loudness-
level contours to sound pressure level (dB-SPL); this value is di-
rectly fed into the CSound system and represents the amplitude of
the fundamental frequency. Amplitudes of overtones are adapted
accordingly and normalized by CSound. An analytical expression
of equal-loudness-level contours fitted to experimental data was
developed by Suzuki and Takeshima [21].

Obviously, this approach is only a rough approximation to ad-
just the perceived loudness of a data segment. We neglect any in-
fluence of overtones of complex sounds. Furthermore, dependen-
cies between the complex tones of different data segments are not
considered, too. A more elaborated loudness model will be con-
sidered in future work, a thorough evaluation of advanced models
was presented by Skovenborg and Nielsen [22].
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24. Stereo Panning

A segment’s horizontal position component is a linearly mapped
between left and right channel and scaled to fit the complete pan-
ning range. The energy of the panned signal is kept constant with
the source signal. Note that we do not account for directional de-
pendencies of loudness and pitch perception, since we expect the
sonification to be used with headphones.

2.5. Frequency Mapping

To map the vertical position component of a segment to frequency,
we have to consider different, sometimes opposing objectives.
First, we require a linearly perceived increase of frequency for in-
terpretability reasons; while for a pleasing sonification the tone
heights of two segments should match consonant intervals. These
criteria have to be met under the constraint of a limited frequency
spectrum to be used. And finally, frequencies should increase
monotonically with a step size of at least the perceptual just no-
table difference.

To find the most suitable distribution of frequencies ® (or-
dered increasing set of fundamental frequencies in Hz) that copes
with these competing goals, we formulate a cost function ¥ to be
minimized by gradient descent in combination with simulated an-
nealing as follows

U(@) =7 Wi(®) + ¥a ¥a(®@) + Yo To(®) + 7+ Ur(®) (2)
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Figure 3: Perceived dissonance of pure tones as a function of the
ratio of the critical bandwidth. Experimentally obtained disso-
nance function by Plomp and Levelt [24] (dashed line), Benson’s
approximation [25]: 4|z|e'~*1%! (green), Sethares’ approximation
cited in [25] (blue), and our fitting in Equation 5 (red).

with 7y, being a user-defined factor to emphasize particular cost
terms W that are described in the subsections below. Note that
we require the cost terms ¥, to be differentiable, since we use
gradient descent. Further, we found that an equal distribution of
the N fundamental frequencies ¢ € & in the user-defined fre-
quency range is a suitable initial value to start the gradient descent.

Linear Scaling. The first cost term ¥; represents the linearity of
the perceived pitches: a property that is important for understand-
ing the conveyed information. To rate the ordered set of fundamen-
tal frequencies ®, we map each of the frequencies ¢; € ® (in Hz)
to Zwicker’s bark scale (critical bandwidth rate, CBR), a percep-
tual scale of pitches that accounts for the place-spectral analysis of
the cochlea [23]:

CBR(yp) = 13 atan(0.00076¢) + 3.5 atan(/7500)°  (3)

As a natural measure of linearity, we take the second (smaller)
eigenvalue Ao of the 2 X 2 covariance matrix of the set of vectors

L) (75) - ()}

Therefore, we assume that at least a minimum of linearity
already exists. Further, we assume the influence of sound pres-
sure level on the perceived pitch to be already compensated by
loudness-based amplitude mapping.

Consonant Intervals. To improve acceptance and reduce obtru-
siveness and annoyance of our sonification, we account for aes-
thetics and musicality in terms of consonant intervals. Consonant
complex tones exhibit harmonic vibration ratios of their partials
(integer multiples) and thus sound pleasant to most people. As
measure of consonance of the complex tones of the ordered set
of fundamental frequencies ® (in Hz) with Ny harmonics, we ap-
ply the method reported by Plomp and Levelt [24]. The dissonance
costs ¥4 therefore represent the sum over the degree of dissonance
of two successive fundamental frequencies ;, p;+1 € ® (in Hz)
with their overtones:

1 gl l[ivi — kwit]
@ =y & 3 i)
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Table 1: Coefficients for sine approximation of dissonance term.

i| o ~

1] 2035 4340 -1.387
2 | 3424 5.662 0.4757
3| 1.680 6469 2.873

The dissonance function d is a perceptual measure that was
experimentally derived by Plomp and Levelt [24]. Although sev-
eral analytical approximations have already been published, we
propose a more precise fitting on sine basis (see Table 1 for coeffi-
cients, and Figure 3 for a comparison with the original data):

d(z) = {

The function CB(f.) provides the critical bandwidth of the

center frequency f. = /@@ of the two compared harmonics ¢, &
according to Zwicker and Terhardt [23]:

,ifz <12
, else
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Finally, ¥4 is normalized to fit the interval [0, 1].

Frequency Order. It is a main requirement of our approach that
frequencies in the ordered set ® increase monotonically. Hence,
we have to assure that this criterion is met for all possible solutions
of the optimization. The term ¥,, insures this by penalizing pairs
of similar fundamental frequencies in ® by the sum

L Z (0 05603(%))

o(®
( ) —1 Pit+1 Pi

)

Monotonicity is enforced by the cost function approaching infinity
as differences of neighbored frequencies approach zero. Each
term of the sum becomes 1 if the frequency differences reach the
frequency difference limen, which is about 1/18 ~ 0.056 times
the critical bandwidth [19]. The parameter o > 0 is used to adjust
the steepness of the function.

Frequency Range. The frequency range available for mapping
is limited. Obviously, the human auditory system is restricted to
the interval between 20 Hz and about 20 kHz. Furthermore, users
may want to narrow this interval even more, for example to the
range of musical pitch perception (50 Hz to 5 kHz). The cost term
U, judges the fitness of ® to match the user-defined frequency in-
terval. Since we presume a monotonic increase in frequency (see
section "Frequency Range™) , we only have to compare the first
and the last fundamental frequency (¢1, ¢ n) with the lower and
upper frequency limits (fi, f.), respectively. However, we allow
the range to exceed these limits at the penalty of rising ¥,., repre-
sented by sigmoid function terms

1 1
+
12(fu—wN) 12(p1—f})
g 14" oRm

14 %88y
To account for different severities when exceeding the limits at
different frequencies (violation of 20 Hz of a limit at 50 Hz is more
severe than it is for a limit at 10 kHz), the sigmoidal cost function
is scaled to the critical bandwidth (cf. Equation 6) at the particular
limit frequency.

. (®) = ®
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3. EVALUATION

We conducted two separate user studies to cover two different
purposes. The first user study was conducted during an early
stage of development and had a formative character. The goal
of such formative evaluation is to provide “insight into which
problems occur and why they occur”, as well as to provide
design feedback [26]. The second user study was designed as
a validating user study and conducted in order to evaluate the
effectiveness of our sonification approach. The study procedure,
as well as the experimental setup, and given tasks were identical
for both user studies. However, the participants and the presented
auditory stimuli differed between the two user studies. Due
to space constraints, we only provide a brief conclusion of the
formative user study results here, and include, in exchange, a
more detailed discussion on the results of the validating user study.

Experimental Setup. The experiments were conducted in a
laboratory insulated from auditive distractions. The audio samples
were presented with stereo headphones with volume control.

Stimuli and Tasks. The user study consisted of six sets (S1 —
S6) of stimuli and tasks with the purpose to answer different re-
search questions. Auditory stimuli created from video data were
presented, without showing the according videos. For S1 — $4, ar-
tificial videos with moving textured hexagons were rendered (cf.
Figure 4(a)). For S5 — 86, surveillance footage was used (cf. Fig-
ure 4(b) and (c)). Stimuli with video data are available at our
homepage®.

S1:  Research Question: How well can object movement be de-
tected and localized from sonification? (Accuracy)
Stimuli: Five stimuli, each with a single moving object.
The object movement describes a rhombus, circle, two
semicircles with an interruption, an eight, and a triangle.
Task: Sketching trajectories.

S2:  Research Question: How well can similar object move-
ments be distinguished? (Discrimination)

Stimuli: Six pairs of stimuli. Each pair consists of two ob-
jects with similar movement trajectories presented in suc-
cession. The pairs of object movements describe the fol-
lowing patterns: line (back and forth) — with varying slope;
circle — var: radius; line (one direction) — var: acceleration;
circle — var: object size; rotating object — var: object posi-
tions (long distance); rotating object — var: object positions
(short distance).

Task: Sketch trajectories.

Research Question: How sensitive is the sonification to
distractors and noise? (Distraction)

Stimuli: Three stimuli, each including the movement of a
single object. The applied distractors are Gaussian noise
(50% normally distributed luminance changes), an image
of cluttered background, and MPEG4 coding artifacts (also
with cluttered background image).

Task: Sketch trajectories.

Research Question: s it possible to detect and distinguish
several simultaneously occurring objects? (Distraction)
Stimuli: Three stimuli, showing (1) two coexistent objects,

2http://www.vis.uni-stuttgart.de/projekte/
visual-analytics—-of-video—data/sonification.html
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the proposed sonification can be used as component to support sit-
uational awareness. The evaluation also exhibited the limitations
of our approach, such as constraints on detection of multiple tra-
jectories or accuracy limits for the estimation of fine movement. A
consequence of these results may be the application of such soni-
fication as supportive display.

Future work will extend the mapping by yet neglected psy-
choacoustic aspects, such as a more sophisticated loudness model
that accounts for masking of complex tones. Besides this, opti-
mization of other psychoacoustic aspects should be investigated,
such as auditory channel separation, scalability to many displays,
and change deafness.
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