




















one shown in Fig. 13 (a) on the touch-screen. In our
database of 7 images, we made sure that two objects of
equal color (e.g. banana and lemon) would not be
positioned next to each other. In each trial, an image was
presented and the participant was told, which object he had
to find, based on a random generator. This time, we
measured the overall time until an element was named.
In Experiment 1b and 2b, we tested the system on a group of
congenital blind 14 year old teenagers. Unlike the adult
participant, they had little geometric understanding and sense of
space. We hope that our system can not only support them in
everyday life, but also help them to develop cognitive abilities
in geometry and spatial orientation. We performed an
experimental evaluation of our system to measure their progress
and compare it with the results of the adult participant. Three
teenagers were trained about 5 hours with the system. This also
included fundamental lecturing about basic geometry. Then, we
asked them to perform Experiment 1b and 2b, which had the
same setup as la and 1b described above. Surprisingly, the
teenagers were able to perform the tests with similar hit rates
and times as our adult participant (Table 1 and Fig, 14).

RESULTS P | Hit rate X u 4
Experiments | - % elem. sec sec | sec
Exp. 1a A | 100.0 | 60/60 1.3 18 | 14
T 91.6 | 55/60 | 22 26 | 15
Exp. 1b T, 933 | 56/60 1.5 23 | 19
T; [ 100.0 | 60/60 1.3 1.7 | 1.1
Exp. 2a A 93.3 | 42/45 5.6 70 | 39
T 88.8 | 40/45 | 12.1 | 133 | 4.7
Exp. 2b T, 933 | 42/45 | 119 | 125 | 55
Ts 88.8 | 40/45 | 10.1 | 114 [ 6.6
Exp. 3 A | 100.0 | 45/45 5.6 | 10.6 | 120

Table 1. Hit rates and times (median X, mean g, and standard
deviation g), for each trial and participant P.

8. CONCLUSIONS

We have presented a general framework and a sample
implementation of a device that can support blind and visually
impaired persons in exploring images or scenes. Many details
of our implementation, such as the choice of local image
descriptors, may be modified or improved further. However, we
tried our best to design descriptors that are most promising
from the theoretical and most informative from the practical
point of view. The same is true for our sonification concepts:
they are only one way how this can be achieved, yet we argue
that it is an appropriate and powerful way to do it. The
experimental results indicate that the system enables users to
solve simple recognition tasks fast and reliably. In future
experiments, we are planning to consider more and more
difficult tasks with cluttered scenes and a wider variety of
objects. Both the design of image descriptors and sonification
concepts went through many experimental steps, and we
discarded many altemative designs before we ended up with the
solution that we present here. Feedback from the users was that
they found the setup that we presented in this paper both
intuitive and helpful. Still, it is our goal to start a fruitful
discussion about 1: which features of an image are most
informative in this framework, and 2: how can sonification
convey as much relevant information to the user as possible. As
we mentioned in the paper, there are also many possible
extensions in terms of sensorics (cameras, tracking systems)
and exploration paradigms. In future work, we are planning to
continue to improve and extend our system along these lines.
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Our vision is to provide visually impaired persons with
software for web browsers, image “viewers”, and on portable
systems such as smart phones.
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