
Awareness as an Equilibrium Notion: Normal-Form

Games.
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Abstract

We study normal-form games where parts of the games may not be common

knowledge. Agents may be aware only of some facts describing the game. An

awareness architecture is given by agents’ awareness, and an infinite regress of

conjectures about other agents and their conjectures. The problem is specified

by the true underlying normal-form game, and by the set of possible awareness

architectures. Awareness equilibrium is given by a feasible awareness architec-

ture for each agent, strategies that are played and these strategies have to be

consistent with the awareness architectures and agents’ rationality. We first

study games with complete information, where each player may be aware of

a subset of the set of possible actions. We then study games with incomplete

information, where each player may be aware of a subset of the set of types

and probability over types. Our results illustrate how a departure from the

assumption of common knowledge alters equilibium predictions.
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1 Introduction

We define and analyze equilibrium situations where parts of the game may not be

common knowledge. The general question we address is how departing from com-

mon knowledge alters the equilibrium predictions. We model the lack of common

knowledge by using the notion of awareness. Each player may be aware of some, but

perhaps not all, aspects of the game. A player makes conjectures about what others

are aware of and what others will do, makes conjectures about others’ conjectures,

and so on ad infinitum.1 This constitutes an awareness architecture. Heuristically,

the awareness architecture of a player summarizes the theory that a player formulates

about the world. Based on this theory, the player defines his plan of actions.

If the modeler has no information about agents’ awareness, then he must consider

all possible awareness architectures for the players. In other situations, the modeler

may know something about players’ awareness, e.g., that a player is aware of a certain

fact. This is represented by the set of possible awareness architectures, which might

be restricted.

Awareness architectures, and the play of the game, constitute an equilibrium

situation if the following three principles are satisfied. The first principle is that con-

jectures must be consistent with awareness, that is, players may not make conjectures

about facts that they are not aware of. The second principle is that conjectures must

be consistent with the outcome that obtains. When such outcome is probabilistic,

players’ conjectures must be correct regarding the actual probabilities, otherwise they

would realize that something was wrong with their inferences about the world. The

third principle requires that the play of the game and conjectures must be consistent

with optimizing behavior. In equilibrium, agents’ awareness architectures and the

play of the game must be self confirming. Thus, in equilibrium, the theory that each

player formulates about the world must not be contradicted.

1Feinberg [2004] defines such construction as an awareness construction.
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Although our approach to awareness is quite different, it is related to the epistemic

models of unawareness, in particular those concerned with multi-person settings.

After the seminal contribution of Dekkel et al. [1998], showing that standard state-

space representation precludes non-trivial forms of unawareness, this literature has

focused on providing general state-space models which are able to overcome this

negative result. Recent papers on this are Heifetz et al [2005], Li [2006], Modica and

Rustichini [1999]. These models propose state-space representations of unawareness;

in specific situations, agents’ unawareness structure is a primitive that models agents’

states of minds. Feinberg [2004,2005] provides an approach that is more similar

to ours - in particular, he proposes modelling agents’ awareness as an awareness

architecture. In his approach, agents’ awareness might change after having observed

an outcome, so that Feinberg’s approach can be thought of as a dynamic one.

There are two key differences between these approaches and ours. First, in our ap-

proach, the agents’ awareness is part of equilibrium and the equilibrium has to satisfy

the three principles above. Our second innovation is that through the specification of

the set of possible awareness architectures, we model the modeler’s knowledge about

the agents’ awareness and conjectures.

This is conceptually the core of our approach and is consistent with other no-

tions of equilibrium. Awareness equilibrium is close to the equilibrium models where

off the equilibrium deviations are only conjectured but never actually observed (see

Rubinstein and Wolinsky [1994], Fudenberg and Levine [1993], and Battigalli and

Guatoli [1998]). It is worth noting that in normal-form games, these types of equi-

libria are equivalent to Nash equilibrium, which is not the case here. On the one

hand, awareness equilibrium weakens the equilibrium notion further by not requiring

that the model itself be common knowledge. On the other hand, by specifying the

set of possible awareness architectures, the equilibria may have to satisfy additional

restrictions. As all equilibrium models, awareness equilibrium can be thought of

as characterizing steady states of dynamic processes - in this case, processes where
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agents adjust their actions and awareness architectures.

The main results of our paper can be summarized as follows. In Section 2 we study

normal-form games with complete information. Agents may have limited awareness

of strategies available to them and to others. All other aspects of the game are

common knowledge. The outcome is a profile of players’ mixed strategies. We pro-

vide conditions on the set of possible awareness architectures under which awareness

equilibrium exists. We study a natural class of possible awareness architectures,

satisfying existence conditions, where agents may have a cognitive bound on the

number of strategies that they are aware of. This cognitive bound is a parameter of

the model. We show that, in general, the cognitive bound of the players has to be

sufficiently low, in order to obtain awareness equilibrium outcomes which are differ-

ent from Nash equilibrium outcomes. When the cognitive bound of players increases

the set of awareness equilibria converges to the set of Nash equilibria.

In Section 3 we define awareness equilibrium in the context of normal-form games

with incomplete information. We depart from the standard Harsanyi’s model by

allowing agents not being fully aware of the set of possible types and the true dis-

tribution over types. In these environments, an awareness architecture consists of

conjectures about the type space and the distribution over types. An awareness ar-

chitecture is thus related to the Mertens and Zamir [1985] construction of infinite

hierarchies of beliefs, except that an awareness architecture also concerns conjectures

about the type space itself.2 An outcome here is a randomization over actions, for

each player, which results from players’ type-contingent strategies and the distribu-

tion of players’ types. Players can’t verify the type-contingent strategy of the others,

but just the joint distribution over own payoffs and opponents’ actions. While play-

ers may be unaware of some types, and have erroneous probabilistic conjectures, in

an awareness equilibrium, players’ conjectures about the joint distribution over own

2Mertens and Zamir [1985] consistency axioms H1 and H2 are satisfied for awareness architec-
tures where the type space is common knowledge.
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payoffs and opponents’ actions must be consistent with the truth.

We describe the relation between type-awareness equilibria and Bayesian equi-

libria. We first show that in private-values environments and strict-common values

environments all awareness equilibria are strongly outcome equivalent to Bayesian

equilibria of the true underlying game. That is, the joint distribution of actions and

payoffs generated by the play of an awareness equilibrium equals to the one gen-

erated by a Bayesian equilibrium in the Bayesian game where the type space and

the true prior are common knowledge. Thus, strong outcome equivalence describes

a situation where an outside observer knows the payoff structure, the equilibrium

payoffs that were attained by players and the true distribution over the states of the

world and he can justify the observed behavior as a Bayesian equilibrium.

Strict common values and private values provide a large class of economically

interesting games where the departure from common knowledge over the prior and

type space does not alter the equilibrium predictions. But, this is not true in general.

Our second result provides simple conditions on the payoff structure of the game

under which strong outcome equivalence doesn’t obtain. We illustrate this result in

Example 3. In that example there exists an awareness equilibrium outcome which is

not sustainable in any Bayesian equilibrium under the true prior, but is sustainable

in a Bayesian equilibrium under some prior. Therefore, an outside observer who does

not know the true prior could still justify observed behavior as a Bayesian equilibrium

behavior selecting the appropriate prior.3

One might be tempted to believe that this holds generally. Example 4 shows that

there exists games with awareness equilibria which are not supportable as Bayesian

equilibria under any prior. Given players’ rationality, in such a case, an outside

observer verifies the hypothesis of unawareness.

3Example 3 is taken from Jackson and Kalai [1996]. Jackson and Kalai [2006] study learning of
agents in recurring games who are uncertain over prior. Both the setup and the results there are
very different from ours.
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2 Complete information and action-awareness equi-

librium

In this section we study normal-form games of complete information where action

sets might not be common knowledge. The set of agents is common knowledge.

Each agent may be aware only of some actions and the corresponding outcomes.

The mapping from outcomes into payoffs is common knowledge, so that if an agent

is aware of a profile of actions, he is aware of the corresponding payoffs to all agents.

Awareness equilibrium builds on Nash Equilibrium in the sense that agents play and

conjecture best responses (given their awareness). We present this section in terms

of 2-player finite games to make the section easier to read.

Let N = {1, 2} be the set of agents, let A = A1 × A2 be the set of action

profiles, where An is finite for each n ∈ {1, 2}, A1 = {1, ..., K} and A2 = {1̄, ..., K̄},

a = (a, ā) is a typical element of A, and σ = (σ, σ̄) is a mixed strategy profile.

The set of pure-strategy outcomes corresponds to A, and denote by ∆(A) the set of

mixed-strategy outcomes, i.e. corresponding to lotteries over pure strategies. Payoffs

over pure-strategy outcomes are represented by a mapping u : A → IR2, u(a) =

(u1(a), u2(a)) ,∀a ∈ A. Agents have Von Neumann-Morgenstern expected utilities,

and payoffs associated to a mixed strategy profile σ are U(σ) = (U1(σ), U2(σ)) =

Eσ[u(a)].

Players’ awareness restricts the set of actions of each player, and players make

conjectures about others’ awareness and others’ conjectures and so on, which we

call an awareness architecture. Denote by A(n) = A
(n)
1 × A

(n)
2 ⊂ A the action-

awareness of player n, so that A
(n)
1 are actions of player 1 that player n is aware

of, n ∈ {1, 2}. A player is aware of u(a) = (u1(a), u2(a)) if and only if he is aware

of a. A first-order conjecture of agent n about m’s awareness A(m) is denoted by

A(n,m) = A
(n,m)
1 × A

(n,m)
2 , and so on. Define the awareness architecture of agent n
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by cn = (A(n), A(n,m), A(n,m,n), ...), n, m ∈ {1, 2}. The set of all possible awareness

architectures for player n is Cn ⊂ {0, 1}A × {0, 1}A × ... and the space of possible

awareness architectures is C = C1×C2. A normal form game with action awareness

is U = (N,A,u,C).

For a finite sequence k of length x let (k, n) be a sequence of length x + 1, such that

(k, n)i = ki for each i ≤ x and (k, n)i+1 = n.

Definition 1. The Action-awareness Equilibrium (AAE) is an outcome σ ∈ ∆(A)

and awareness architectures (c1, c2) ∈ C1 × C2 such that

AAE1 A
(k,m)
l ⊂ Ak

l , and if k = (n, ..., m), then A(k,m) = Ak, ∀l ∈ N, for all k ∈

Nx,∀x < ∞, n,m ∈ N.

AAE2 a ∈ Ak,∀k ∈ Nx,∀x < ∞, ∀a ∈ supp(σ).

AAE3 σ = arg maxσ′∈∆(Ak
1) U1(σ

′, σ̄), σ̄ = arg maxσ̄′∈∆(Ak
2) U2(σ, σ̄′),∀k ∈ Nx,∀x <

∞.

An AAE is a situation where the agents’ perception of the world is internally

consistent (AAE1), consistent with the outcome (AAE2), and consistent with the

aspects that are common knowledge (AAE3). The requirement AAE1 is that agents

cannot reason about actions that they are not aware of. For example, if player 1

is not aware of action a, then he cannot conjecture that player 2 is aware of that

action. This is very different from knowledge, where a player may not know that

an action is available, but is allowed to make conjectures about this action. AAE1

also requires that if 1 is aware of some actions, he cannot conjecture otherwise about

himself. AAE1 has been proposed by Feinberg [2005] (Weak Awareness Axiom), who

also describes agents’ subjective reasoning as an awareness architecture.

AAE2 requires that in equilibrium the players are aware of the action profile that

is realized, and correctly conjecture that others are aware of that action profile, and
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so on at all orders of conjectures. AAE3 requires that the action profile that obtains

is consistent with agents’ optimization, at every order of conjectures. Equivalently,

agents must conjecture that at every order of awareness, each player is playing a best

reply to the actions of the other players.

Note that if N,A,u were all common knowledge then this would be a standard

game. Then, AAE would coincide with the standard definition of Nash equilibrium.

Here, our only departure is to relax the assumption of common knowledge of the

action space.

While U is a different and more complex object than the standard game Γ =

(N,A,u), there is a relationship between Nash equilibria of Γ and AAE of U . Nash

equilibria of Γ are AAE of U that are not sensitive to the details of the specification

of C. Observe that in general, by virtue of AAE1, for every C, we can restrict

attention to CE ⊂ C, such that AAE1 holds for every element of CE. We from now

on restrict attention to architecture spaces C such that CE 6= ∅.4

Proposition 1. Given Γ = (N,A,u), the profile σ is a Nash equilibrium of Γ if

and only if it is supportable in AAE for every U = (N,A,u,C), such that there

exist (c1, c2) ∈ CE with supp(σ) ⊂ ∩x<∞ ∩k∈Nx Ak.

Proof. We provide the proof for pure strategies, the proof for mixed strategies is

analogous. Let (a, b̄) be a Nash equilibrium of Γ and suppose ∃(c1, c2) ∈ CE such

that (a, b̄) ∈ ∩x<∞∩k∈Nx Ak. Since (a, b̄) is a Nash equilibrium there are no profitable

deviations to either of the two players even if their action sets are restricted, so that

AAE3 is satisfied. AAE1 and AAE2 are satisfied by assumption. For the converse,

(a, b̄) is supportable on the architecture space C, where A(1) = A(2) = A, in which

case players must be playing a Nash equilibrium by AAE3.

The above proposition states that a Nash equilibrium profile of Γ is the only

4It is very easy to provide examples of C such that CE = ∅. For instance, that is true if
A(n) ∩A(n,m) = ∅.
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one for which players can make any conjectures that are internally consistent (in

the sense of AAE1), and consistent with the given profile (in the sense of AAE2),

and such conjectures along with the action profile constitute an AAE. That is, for

a strategy profile that is not a Nash equilibrium in Γ we can find an architecture

space C such that even if this strategy profile satisfies AAE2 (is feasible) it does not

constitute a part of an AAE.

We now turn to the question of existence of AAE. Existence of AAE may depend

on the specification of C. There are two very different situations at the opposite

extremes of the possible specifications of C. The first situation is one where Cn =

{0, 1}A × {0, 1}A × .... This corresponds to the case where an omniscient outside

observer sees the game, but has no indication on the agents’ awareness of the game.

In this case, existence is not an issue, since for instance the outcomes associated

with Nash equilibria of Γ will be supported in AAE of U . However, in this case,

an outside observer could justify every realized pure-strategy outcome in AAE -

simply take Ak = {a, b̄},∀k. At the other extreme is the situation where Cn =

{0, 1}{a,b̄} × {0, 1}{a,b̄} × ..., n ∈ N, then the outcome corresponding to {a, b̄} is the

unique outcome supportable in AAE. This is a very restrictive case where agents’

awareness is trivial. The interesting cases are somewhere in between, where some

restriction on C is exogenously specified. For example, an experimenter tells each

player something about A, in which case Cn ⊂ {0, 1}A×{0, 1}A× ..., where A(n) has

to equal to what player n was told. The following example illustrates that in such a

situation, an AAE may fail to exist.

Example 1. Let Γ be described by the following normal-form representation.

1\2 1̄ 2̄

1 6, 4 8, 7

2 5, 9 10,10

Observe that Γ has a unique pure-strategy Nash equilibrium, (2, 2̄). If C is such
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that A(1) = {1, 2, 1̄} and A(2) = {1, 1̄, 2̄}, then no AAE exists. The reason is that

regardless of A(2,1), player 2 would always play 2̄, which would violate AAE2.

In contrast, if C is such that A(1) = {1, 1̄, 2̄} and A(2) = {1, 2, 1̄}, then {1, 1̄} can be

supported in an awareness equilibrium. An awareness architecture that supports it

is A(12) = A(21) = Ak = {1, 1̄},∀k, s.t. k ∈ Nx, x ≥ 3, k = (n, m, ...), n 6= m. Note

that not all awareness architectures will be equilibrium architectures, for instance if

A(12) = A(1), no such AAE will exist.

Finally, we remark that if C is such that A(1) = A(2) = A then the only AAE outcome

is the Nash equilibrium outcome of Γ.

It is natural to ask what sets of possible awareness architectures will give existence

of AAE.

Proposition 2. Given U = (N,A,u,C), an AAE exists, if and only if there exists

(c1, c2) ∈ CE, and ∃σ, supp(σ) ⊂ ∩x=1,2,...∩k∈NxA(k), with σ = arg maxσ′∈∆(Ak) U1(σ
′, σ̄),

for k ∈ {(1), (21)} and σ̄ = arg maxσ̄′∈∆(Ak) U2(σ, σ̄′), for k ∈ {(2), (12)}.

Proof. The only if part follows from the fact that if such (c1, c2) didn’t exist, then

for every outcome satisfying AAE2, there would be a player n ∈ N, such that either

n would deviate given A(n), or m 6= n would deviate under n’s conjecture A(n,m). In

either of these cases, AAE3 is violated.

We now prove the if part. If n doesn’t have a profitable deviation under A(n) and

under A(m,n), then he does not have a profitable deviation under S, ∀S ⊂ A(n) nor

under P , ∀P ⊂ A(m,n), so that the claim follows by AAE1.

Proposition 2 shows that generically, a restriction on C for which AAE will exist,

will be much stronger than just requiring that there exist an outcome in the inter-

section of all the players’ conjectures. There must exist such outcome, which is also

consistent with players’ own optimization, and the first order conjecture that the

other agent optimizes.
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Proposition 2 also illustrates that admissible restrictions on C in general depend on

the specification of Γ. As we noted earlier, one class of such restrictions on C is to

impose the awareness of the agents.5 In the next section we consider a model where

C is restricted in a natural way, independently of Γ.

2.1 A model of cognitive bounds

In this section we study a model where the number of actions that a player can be

aware of is a parameter, but not which actions these are. Such restriction on C has a

natural interpretation that the agents have bounded cognitive abilities.6 Moreover,

the existence of AAE will not be in question, regardless of Γ.

We study how the number of outcomes sustained in a AAE changes with the cog-

nitive bound. This illustrates the effect of unawareness of actions on the predictions

of the standard model. It provides a very stylized metric of how far from the set of

Nash equilibrium outcomes the outcomes sustainable in AAE might be.

We focus on pure strategies. Let ` be the number of actions of each agent that

agent i is aware of, and assume that the number of actions that agents are aware of

is common knowledge.

Definition 2. Fix an ` ≥ 1. An `-Action-awareness equilibrium, `-AAE, is an AAE

where |A(n)
l | = `, and this is common knowledge.

By Proposition 1, a Nash equilibrium profile would be an `-AAE whenever the

corresponding Nash-equilibrium action profile a is in the awareness sets of both

5One could also consider the possibility that the experimenter also tells the players what he told
the other player, and possibly lies about that, but this might not be enough to control the players’
conjectures if they see a reason not to trust the experimenter. This consideration does not apply
to their awareness, since if the experimenter tells them something he is sure that they are aware of
it.

6For example, the subjects in an experiment might be confronted with a very large normal-form
game, only a fraction of which fits on the computer screen.
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players. This observation only holds for Nash equilibrium profiles of Γ. This suggests

a refinement of `-AAE, which we call `∗-AAE. An `∗-AAE is an `-AAE which is an

equilibrium even if some Nash-equilibrium profile is in the awareness sets of both

players. We carefully define and study `∗-AAE in Appendix A.

We now compare how the sets of `-AAE change as we vary `. Such comparison is

useful for providing a measure of how strengthening the restriction on the architecture

space strengthens the equilibrium notion. This comparative-statics approach also

provides a method of estimating the cognitive bound ` of the agents. In the absence

of other considerations, if a certain outcome is observed, then ` has to be low enough,

in order to support that outcome as an `-AAE. The following result simplifies our

analysis.

Lemma 1. A profile of actions a is an `-AAE if and only if it is an `-AAE with

Ak = Ak′
,∀k ∈ Nx,∀x < ∞.

Proof. The if part is trivial and we omit it. The only if part is as follows. Let a be

an `-AAE outcome under some awareness architecture, different from those specified

in the claim. This implies that there are at least `− 1 deviations by each player to

which a is a best reply. But then a can be supportable also with some awareness

architecture where all agents are aware of the same actions and make the correct

conjectures about others.

We will further restrict our analysis to generic games. The reason is that it is possible

to construct non-generic and non-trivial (K × K) games where there is a unique

Nash equilibrium in the game (N,A,u), but for every ` < K every outcome can be

supported in an `-AAE (and even in `∗-AAE). We illustrate this with Example 5 in

the Appendix A.

We say that a K×K game Γ is generic if it satisfies the following no-indifference
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condition,

u1(p, q̄) 6= u1(p
′, q̄),∀p 6= p′,∀q,

and similarly for player 2.

Theorem 1. Let Γ be a generic K × K game. Denote by e`(Γ) the number of

distinct `-AAE outcomes of Γ, for each ` ∈ {1, ..., K}. Then K2 − 2(` − 1)K ≤

e`(Γ) ≤ K2 − (`− 1)K, ∀` ∈ {1, ..., K}.

Proof. See Appendix A.

The bounds in Theorem 1 are tight. Theorem 1 shows that as ` increases, in a

generic game the set of `-AAE shrinks. When ` converges to K, the set of `-AAE

generically converges to the set of Nash equilibria of Γ. However, it is a simple

corollary that when ` is substantially smaller than K, the set of `-AAE is strictly

larger than the set of Nash equilibria.

Corollary 1. Let K ≥ 3, and let Γ be a generic K × K game, then the set of

`-AAE outcomes of Γ is a strict superset of the set of pure-strategy Nash Equilibrium

outcomes of Γ, ∀` ≤ K
2
.

Proof. A generic K ×K game can have at most K pure-strategy Nash Equilibrium

outcomes, and the claim follows.

Theorem 1 and Corollary 1 tell us that in general, to obtain outcomes that are

different from Nash equilibria, players have to be unaware of a large number of

actions. Theorem 1 says nothing about the bounds on the number of `-AAE relative

to the number of pure-strategy Nash Equilibria. When pure strategy Nash Equilibria

exist, the lower bound on the number of `-AAE may be in some cases improved, since

every Nash Equilibrium is also an `-AAE, for all `.7 Nevertheless, Theorem 1 shows

7In contrast, Theorem 2 in Appendix A shows that the lower bound on the number of `∗-AAE
is linked to the number of Nash equilibria of Γ.
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that it is impossible to provide general conditions on game forms which would assure

that the set of `-AAE equals the set of Nash Equilibria, without tying ` to K.

3 Incomplete information and type-awareness equi-

librium

In this section we define awareness equilibrium in the context of games with incom-

plete information. Our starting point is Harsanyi’s model, and we depart from it by

considering the possibility of agents not being fully aware of the set of possible types

and the true distribution over types. If types were common knowledge and players

were allowed to be unaware of some actions, we could in the usual way think of this

as a normal-form game between different types, and the results would be the same as

in the previous section. What is truly different in a setting with uncertainty is that

it allows for unawareness of types and the true distribution over these. Players here

can’t verify the type-contingent strategy of the others, but just the joint distribution

over own payoffs and opponents’ actions. While players may be unaware of some

types, and have erroneous probabilistic conjectures, in equilibrium, players’ conjec-

tures about the joint distribution over own payoffs and opponents’ actions must be

consistent with the truth. The model where agents are not fully aware of the set of

types can be interpreted as a specific case of unawareness of players.

Let N = {1, 2} be the set of agents, let A = A1 × A2 be the set of action

profiles, where An is finite for each n ∈ {1, 2}, A1 = {1, ..., K} and A2 = {1̄, ..., K̄},

a = (a, ā) is a typical element of A. Let T = T1 × T2 be the set of players’ types,

where Tn is finite. We refer to tn as an element of Tn, and t = (t1, t2) is an element

of T. There is a P : T → [0, 1], which is the true joint probability distribution over

players’ types.

A strategy for player n is a mapping s
(n)
n : Tn → ∆(An), where ∆(An) is the
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set of probability distributions over An. Player n conjectures a strategy of player

m, which is a mapping s
(n)
m : Tm → ∆(Am). Let s(n) = (s

(n)
n , s

(n)
m ). At the next

order, n conjectures that m conjectures a strategy of n, s
(n,m)
n : Tn → ∆(An), and

own strategy s
(n,m)
m : Tm → ∆(Am). Let s(n,m) = (s

(n,m)
n , s

(n,m)
m ), and so on at higher

orders of conjectures. We define sn = (s(n), s(n,m), ...), as the strategy architecture of

player n, and we call s = (sn, sm) the strategy-architecture profile (from now on, a

profile). The payoff relevant components of a profile s are (s
(n)
n , s

(m)
m ).

The set of outcomes is T ×∆(A1) ×∆(A2), and the outcome corresponding to

a profile s depends only on the payoff-relevant components (s
(n)
n , s

(m)
m ). The payoffs

corresponding to deterministic outcomes are given by u : T×A → R2. Payoffs to a

profile s are Ui(s, ti) = EP |tiE(s
(n)
n ,s

(m)
m )

[u(a, ti, tj)], where i, j ∈ N, j 6= i.

Again, players make conjectures about others’ awareness and others’ conjec-

tures and so on (awareness architecture). Denote by T (n) = T
(n)
1 × T

(n)
2 ⊂ T

the type-awareness of player n, so that T
(n)
1 are types of player 1 that player n

is aware of, n ∈ {1, 2}. A player is aware of u(a, t) = (u1(a, t), u2(a, t)) if and

only if he is aware of t. Along with T (n), player n also conjectures a distribu-

tion P (n) over T (n). Zeroth order conjecture of agent n (or his awareness) is thus

(T (n), P (n)). As before, a first-order conjecture of agent n about m’s awareness

(T (m), P (m)) is denoted by (T (n,m), P (n,m)) = (T
(n,m)
1 × T

(n,m)
2 , P (n,m)), where P (n,m)

is a joint distribution over T (n,m) and so on. Define the awareness architecture of

agent n by cn = (T (n), P (n), T (n,m), P (n,m), T (n,m,n), P (n,m,n), ...), n, m ∈ N. The set

of all possible awareness architectures for player n is Cn ⊂
(
{0, 1}T × {0, 1}∆(T)

)
×(

{0, 1}T × {0, 1}∆(T)
)
× .... It is more convenient to write Cn = Cn,T × Cn,P , where

Cn,T ⊂ {0, 1}T × {0, 1}T × ..., and Cn,P ⊂ {0, 1}∆(T) × {0, 1}∆(T).... The space of

possible awareness architectures is C = C1×C2. A normal form Bayesian game with

type awareness is U = (N,A,T, P,u,C).

Recall that we defined for a finite sequence k of length x, (k, n) to be a sequence
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of length x + 1, such that (k, n)i = ki for each i ≤ x and (k, n)i+1 = n. Denote

by P (tn) the marginal probability of tn under the joint distribution P , i.e., P (tn) =∑
tm∈Tm

P (tn, tm). Let Vn be the set of all possible utility payoffs that player n can

obtain, given types and actions of both players, i.e., v ∈ Vn iff there exist a ∈ A,

and t ∈ T s.t. v = un(a, t). Denote by Pr(am | s
(n)
m , P (n), tn) the probability of

action am ∈ Am, conditional on tn, and given the conjectures s
(n)
m , P (n) (similarly

for other orders of conjectures). Finally, denote by Pr(am, v | s(n)
m , P (n), tn) the joint

probability of action am ∈ Am and payoff v ∈ Vn, given tn, s
(n)
m , P (n), and analogously

for higher orders of conjectures.

Definition 3. A type-awareness equilibrium (TAE) is a profile s and awareness

architectures (c1, c2) ∈ C1 × C2 such that

TAE1 T
(k,m)
l ⊂ T k

l , and if k = (n, ..., m), then T (k,m) = T k, ∀l ∈ N, for all k ∈

Nx,∀x < ∞, n,m ∈ N.

TAE2 If P (tn) > 0 then tn ∈ T
(n)
n and P (n)(tn) = P (tn),∀tn ∈ Tn.

If P (k,n)(tm) > 0 then tm ∈ T
(k,n,m)
m and P (k,n,m)(tm) = P (k,n)(tm),∀tm ∈ T

(k,n)
m ,

∀m, n ∈ N,∀k ∈ Nx,∀x < ∞.

TAE3 s(k,n) : T (k,n) → ∆(An) and s
(k,n,m)
m = s

(k,n)
m .

TAE4 Pr(am, v | s
(k,n)
m , P (k,n), tn) = Pr(am, v | s

(m)
m , P (k), tn), ∀am ∈ Am, ∀m, n ∈

N, m 6= n, ∀v ∈ Vn,∀tn ∈ T
(k,n)
n ∀k ∈ Nx,∀x ≥ 0.

TAE5 s
(k,n)
n = arg max

ŝ
(k,n)
n :T

(k,n)
n →∆(An)

E
s
(k,n)
m

EP (k,n)|tn

[
u(ŝ

(k,n)
n , s

(k,n)
m , tn, tm)

]
,∀tn ∈

T
(k,n)
n , k ∈ Nx,∀x < ∞, n, m ∈ N.

TAE1 and TAE2 require consistency of equilibrium awareness architectures. TAE1

requires that a player cannot make conjectures about types that he is not aware of

and that he is aware of his own conjectures. TAE2 requires that at each order, a

player’s conjecture about the distribution over types is consistent with the marginal
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distribution over his types under the distributional conjecture at the previous order.

In particular, the marginal distribution over own types must be consistent with the

true prior. Again, each player is aware of his own conjectures.

TAE3 and TAE4 require consistency of equilibrium strategy architectures. TAE3

requires that the strategy architecture is consistent with conjectures on type spaces,

and that players are aware of their own strategies.

TAE4 requires that conditional on his own type, a player’s strategy architecture,

along with his awareness architecture, are consistent with the joint distribution over

the actions of the other player and his own payoffs, at every order. To illustrate,

suppose that at zero order, player 1 makes conjecture P (1), T (1), and s(1). This induces

a (conjectured) probability distribution over 2’s actions and 1’s payoffs, conditional

on his type. TAE4 requires that this be consistent with the distribution over 2’s

actions and 1’s payoffs, conditional on 1’s type, induced by 2’s true strategy, and

the true probability distribution over types. Similarly, at the first order, player 1

must conjecture that player 2’s observation (induced by P (1,2), s(1,2), T (1,2)), equals

to what player 1 thought player 2’s observation should be (as induced by P (1), s(1),

T (1)).8

TAE5 requires that players are best responding to the perceived randomization

over the opponent’s actions, and that they conjecture (at every order) that players

are best replying.

In summary, in a TAE, players may have wrong conjectures about types, proba-

bility distribution over types, and the strategies that each is playing, as long as these

are empirically consistent, and consistent with optimizing behavior.

How far is this model from the standard Harsanyi’s formulation of a Bayesian

game? If Cn = {T × P × T × P...},∀n ∈ N, then N,T,A,u,P,C is equivalent

to the Bayesian game N,T,A,u,P, and TAE is equivalent to Bayesian equilibrium.

8As we show below, in a private-value environment, TAE4 is equivalent to requiring that a player
correctly conjectures the observed empirical distribution over the other player’s actions.
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Indeed, note that TAE1,TAE2, and TAE3 are then vacuously satisfied, TAE4 is the

standard requirement that in equilibrium beliefs are correct, and TAE5 requires that

agents play best replies. Our departure from the standard model is the departure

from common knowledge of the type space and priors, which is embodied in TAE1-

TAE3. We do not change the assumption of players’ rationality, which is embodied

in TAE4 and TAE5.

We now provide two examples to familiarize the reader with the definition of TAE.

In the first example we illustrate how C affects the set of TAE. It is an example with

private values, where an outcome of TAE can always be sustained as a Bayesian

equilibrium outcome under the true prior, which we show in the next section.

Example 2. Coordination-anticoordination game. Define a normal-form game

by N = {1, 2}, A1 = {up, down}, A2 = {L, R}, T1 = {+}, T2 = {+,−}, P (+, +) =

π, P (+,−) = 1 − π, π ≥ 2
3
, and the payoffs are given by the following two payoff

matrices:

(t1 = t2 = +) L R

up 1, 1 0, 0

down 0, 0 2, 2

(t1 = −t2) L R

up 0, 1 2, 0

down 1, 0 0, 2

In this game, depending on his type, player 2 either wants to coordinate with 1,

or he wants to not coordinate.

Player 1’s mixed strategy is (σ, 1−σ), where σ ∈ [0, 1] is the probability of playing

up. Player 2’s mixed strategy is (σ+, 1− σ+, σ−, 1− σ−), where σt is the probability

of playing L if t2 = t. It can be easily verified that Bayesian equilibria of this game

are (σ = 0; σ+ = 0; σ− = 1), (σ = 1; σ+ = 1; σ− = 0),
(
σ = 2

3
; σ+ = 2

3π
; σ− = 0

)
.

We now show how C affects TAE, and in particular, what C must include for

existence.

First, if C includes the awareness architecture where T and P are common knowl-
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edge then all Bayesian equilibrium outcomes are supportable in TAE. Simply take

all conjectures at every order to be equal to the true prior over the true type space,

and each agent conjecturing the true strategy that the other is playing.

Second, suppose C does not include the awareness architecture where T and

P are common knowledge. Then, neither of the two pure-strategy equilibria can

be supportable if T and P are not common knowledge. For instance, consider the

Bayesian equilibrium (σ = 1; σ+ = 1; σ− = 0). In a TAE, since 1 is playing up, he

must be aware of both types of 2, and since for each of his two types, 2 has a distinct

best reply, 1 has to correctly conjecture P as well.

If C only includes architectures where T
(1)
2 = {−} then no TAE exist. Indeed,

under such conjecture and 1’s randomization of up with probability 2
3
, in 1’s view

player 2 does not play a best reply by randomizing, so that TAE5 would be violated.

Finally, if C includes architecture where T
(1)
2 = {+}, and P (1)(t2 = +) = 1,

then only the outcome of the Bayesian equilibrium
(
σ = 2

3
; σ+ = 2

3π
; σ− = 0

)
can be

sustained as a TAE outcome. To see that, note that if 2 plays
(
σ+ = 2

3π
; σ− = 0

)
, then

1 observes L with probability π 2
3π

= 2
3
, and R with probability 1

3
. Given this, and

T
(1)
2 = {+}, 1 is indifferent between up and down, and playing σ = 2

3
is a best reply

that in 1’s view makes 2 indifferent between his actions. In other words, s
(1)
2 = (2

3
, 1

3
),

and satisfies TAE5. Similarly, we can construct higher-order conjectures for player

1. In turn, player 2 could either have correct conjectures about player 1’s awareness

architecture, or he could conjecture that player 1 is fully aware of 2’s types. Thus,

if C includes only this awareness architecture, a unique TAE exists, and is outcome

equivalent to the mixed-strategy Bayesian equilibrium.

The next example is taken from Jackson and Kalai [1996]. In this example we il-

lustrate how an outcome of a TAE, need not be sustainable in a Bayesian equilibrium

under the true prior. However, in this example, that outcome will be sustainable in

a Bayesian equilibrium under some prior.
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Example 3. Affirmative action, Example 5, Jackson and Kalai [1996].

N = {1, 2}, A1 = {up, down}, A2 = {L}, T1 = {t1}, T2 = {t2, t′2},

P (t1, t2) = 1
4
, P (t1, t

′
2) = 3

4
, and the payoffs are given by the following two payoff

matrices:

(t1, t2) L

up 1, 0

down 0, 0

(t1, t
′
2) L

up −2, 0

down 0, 0

Let T (k) = T,∀k, P (1)(t1, t2) = P (1)(t1, t
′
2) = 1

2
, P (2) = P , and let P (k) =

P (1),∀k ∈ Nx, x ≥ 2. Now let s(k) = (down, L). Then (c, s) thus defined constitutes

a TAE, which is easy to check. It is clear that (down, L) is not a Bayesian equilibrium

under P . However, (down, L) is a Bayesian equilibrium under P̃ = P (1).

The general question that we explore is how different is a consistent situation

where we do not require common knowledge assumptions from the standard Harsanyi

formulation where we do. This difference may be either in terms of behavior or the

outcome observed by an outsider.

4 TAE and Bayesian equilibrium

We define three notions of equivalence between TAE and Bayesian equilibrium.

Let (s, c) be a TAE of (N,A,T,P,u,C) and let s∗ be a Bayesian equilibrium of

(N,A,T, P̃,u). We say that (s, c) and s∗ are observationally equivalent if Pr(a |

s
(1)
1 , s

(2)
2 , P ) = Pr(a | s∗, P̃ ),∀a ∈ A, that is, if the joint distribution over actions is

the same in both equilibria.

We say that (s, c) and s∗ are weakly outcome equivalent if Pr(a, v | s(1)
1 , s

(2)
2 , P ) =

Pr(a, v | s∗, P̃ ),∀a ∈ A,∀v ∈ V1×V2, that is, if the joint distribution over actions and

payoffs is the same in both equilibria. Finally, we say that (s, c) and s∗ are strongly
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outcome equivalent if Pr(a, v | s
(1)
1 , s

(2)
2 , P ) = Pr(a, v | s∗, P̃ ),∀a ∈ A,∀v ∈ V1 × V2,

and P̃ = P .

Observational equivalence describes a situation where an outside observer knows

the payoff structure and asks whether it is possible to justify observed behavior as

Bayesian equilibrium behavior under some prior. Under weak outcome equivalence,

the observer also knows the equilibrium payoffs that were attained by players. Under

strong outcome equivalence, the observer knows the true distribution over the states

of the world. Note that strong outcome equivalence implies weak outcome equiva-

lence, which implies observational equivalence but the implications do not go in the

other direction.

In order to obtain strong outcome equivalence, it is sufficient that a player can

compute a best reply just by observing the distribution over own payoffs and oppo-

nent’s actions. We first show that in two commonly used classes of environments

this is the case. We say that a game is a private-value game if un(a, tn, tm) =

un(a, tn, t
′
m),∀tm, t′m ∈ Tm,∀tn ∈ Tn,∀a ∈ A. We say that a game is a strict common

value game if un(a, tn, tm) 6= un(a, tn, t
′
m),∀tm, t′m ∈ Tm,∀tn ∈ Tn,∀a ∈ A.

Proposition 3. Let (N,A,T,P,u,C) be a type-awareness game. If it is either

a private-value game or a strict common-value game then all its TAE are strongly

outcome equivalent to Bayesian equilibria of (N,A,T,P,u).

Proof. Take private values, and let (s, c) be a TAE. By TAE5, s
(1)
1 is a best reply to

s
(1)
2 under the distribution P (1). TAE4 implies that

Pr(a2 | t1, s(1)
2 , P (1)) = Pr(a2 | t1, s(2)

2 , P ),∀t1 ∈ T1,∀a2 ∈ A2.

By private values, u1(a, t1, t2) = u1(a, t1),∀(t1, t2) ∈ T,∀a ∈ A. Using these two
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observations, we have that

E
s
(1)
2 ,P (1)u1(a, t1, t2) = E

s
(2)
2 ,P

u1(a, t1),∀a1 ∈ A1.

Thus, (s
(1)
1 , s

(2)
2 ) is a Bayesian equilibrium of (N,A,T,P,u), which implies strong

outcome equivalence.

Now consider strict common values. Take a v1 ∈ V1 (recall that V1 is the set of

utility payoffs for player 1), then ∃a ∈ A, (t1, t2) ∈ T, s.t. v1 = u1(a, t1, t2) and by

strict common values u1(a, t1, t
′
2) 6= v1,∀t′2 6= t2. Using this, we have that

Pr(v1, a2 | t1, s(1)
2 , P (1)) = Pr(t2, a2 | t1, s(1)

2 , P (1)), (1)

so that

Pr(t2 | t1, P (1)) =
∑

a2∈A2

Pr(t2, a2 | t1, s(1)
2 , P (1)).

Similarly,

Pr(t2 | t1, P ) =
∑

a2∈A2

Pr(t2, a2 | t1, s(2)
2 , P ).

By TAE4 and (1),

Pr(t2, a2 | t1, s(1)
2 , P (1)) = Pr(t2, a2 | t1, s(2)

2 , P ),∀t2 ∈ T2,∀a2 ∈ A2,

which implies that Pr(t2 | t1, P
(1)) = Pr(t2 | t1, P ), i.e., 1 must correctly conjecture

the type distribution, and similarly at higher orders. Thus, (s
(1)
1 , s

(2)
(2)) is a Bayesian

equilibrium.

Strict common values and private values provide a large class of economically

interesting environments. To name just a few examples, public goods, market situa-

tions such as auctions and double auctions, many standard examples of oligopolistic

competition, adverse selection models, and so on. Proposition 3 shows that in these
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environments, departing from the common knowledge requirements over the prior

and type space does not alter the equilibrium predictions.

While strong outcome equivalence obtains in both of these environments, there

is a difference. Namely, in the case of strict common values, in a TAE, the true prior

needs to be common knowledge (modulo types with zero probabilities, of which the

players do not need to be aware), and a TAE exists if and only if C includes such

architecture. As shown in Example 2, in the case of private values the true prior

need not be common knowledge. In the appendix A we provide two additional

propositions for private-values. Proposition 5 provides conditions for existence of

TAE, and Proposition 6 provides conditions under which in a TAE, players need to

conjecture the true prior at every order.

Example 3 shows that strong outcome equivalence doesn’t always obtain. We

now provide a simple condition on the payoff structure of the game, under which

strong outcome equivalence doesn’t obtain.

Proposition 4. Suppose that for m, n ∈ N, m 6= n, there exist tm ∈ Tm, tn, t
′
n ∈

Tn, a ∈ A s.t. the following conditions hold:

1. am ∈ arg maxa′
m∈Am um(an, a

′
m, tn, tm) and am 6∈ arg maxa′

m∈Am um(an, a
′
m, t′n, tm),

2. an ∈ arg maxa′
n∈An un(a′n, am, tn, tm) ∩ arg maxa′

n∈An un(a′n, am, t′n, tm),

3. um(a, tn, tm) = um(a, t′n, tm).

Then, under unrestricted C, there exists a P, and a TAE of (N,A,T,P,u,C), which

is not strongly outcome equivalent to any Bayesian equilibrium of (N,A,T,P,u).

Proof. Assume wlog that n = 1, m = 2, and let P be such that P (t1, t2)+P (t′1, t2) = 1

and P (t1, t2)u2(a1, a2, t1, t2) + P (t′1, t2)u2(a1, a2, t
′
1, t2) < P (t1, t2)u2(a1, a

′
2, t1, t2) +

P (t′1, t2)u2(a1, a
′
2, t

′
1, t2) (condition 1 implies that A2 has at least two elements, and

that it is possible to find such an a′2).
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Let P̃ be such that P̃ (t1, t2) + P̃ (t′1, t2) = 1 and

P̃ (t1, t2)u2(a1, a2, t1, t2) + P̃ (t′1, t2)u2(a1, a2, t
′
1, t2)

≥ P̃ (t1, t2)u2(a1, a
′
2, t1, t2) + P̃ (t′1, t2)u2(a1, a

′
2, t

′
1, t2),∀a′2 ∈ A2, a

′
2 6= a2.

Now set T (k) = {(t1, t2), (t′1, t2)}, P (1) = P, P (k) = P̃ ,∀k 6= (1), s
(k)
1 = a1, s

(k)
2 =

a1, ∀k. It is immediate to verify that (s, c) is a TAE, and by construction, (s
(1)
1 , s

(2)
2 )

is not a Bayesian equilibrium under P , implying that strong outcome equivalence

doesn’t hold.

The conditions in the above proposition build on the intuitions from Example 3.

Condition 1 says that should exist two types of player n, such that for each of these

player m has a different best reply. Condition 2 and 3 state that in order for m to

not be able to discern the relative likelihoods of these two types, n must play the

same action for both, and m must obtain the same payoffs. It easy to verify that in

Example 3, these conditions are satisfied by taking n = 2, m = 1.

Still, in Example 3 one can easily verify that weak outcome equivalence obtains,

and one might be tempted to believe that this is always the case. In the rest of this

section we provide an example where we show that even observational equivalence

doesn’t always hold. That is, there exist games with TAE, which are not supportable

as Bayesian equilibria under any prior. In such a game, an outside observer might

observe a joint distribution over players’ actions which could not be justified as a

Bayesian equilibrium of that game under any prior. Given players’ rationality, in

such a case, the hypothesis of unawareness can be verified.

4.1 Failure of observational equivalence

The example is constructed on two principles. First, it satisfies the three conditions

of Proposition 4 for both players. This allows to sustain an outcome in a TAE, in
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which each player is unable to discern relative likelihoods of two draws of types,

call them (t1, t2), (t1, t
′
2) for player 1, and (t1, t2), (t

′
1, t2) for player 2. The second

principle is to construct payoffs in such a way that this TAE outcome cannot be

sustained as a Bayesian equilibrium under any prior. Payoffs have to be such that

player 1 must conjecture that (t1, t2) is sufficiently unlikely relative to (t1, t
′
2), while

2 must conjecture that (t1, t2) is sufficiently likely, relative to (t′1, t2).

Example 4. Let each player have two types, Tn = {tn, t′n}, and two actions, and let

the payoff structure for each draw of types be specified as follows.

(t1, t2) L R

u 0, 6 0, 0

d 0, 0 −10, 0

(t1, t
′
2) L R

u 0, 0 0, 1

d 0, 0 4, 0

(t′1, t2) L R

u 0,−1 1, 0

d 0, 0 3, 0

(t′1, t
′
2) L R

u 0, 30 2, 0

d 0, 0 −50, 0

Let the true prior distribution P be given by the following.

P t2 t′2

t1
3
10

3
10

t′1
3
10

1
10

Now we will construct a TAE in which each type of player 1 plays u, and each

type of player 2 plays R. Let’s denote this strategy profile by s∗ = (s
(1)
1 , s

(2)
2 ). Then

we will show that there does not exist a common prior P̃ under which this strategy

profile would be a Bayesian equilibrium.

We start by considering the conditions on P (1) and P (2) that need to be satisfied

to sustain s∗ in a TAE. First, note that by TAE4, in order to sustain s∗, it has to be

that s(k) = s∗, for all k ∈ Nx, x > 0.
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Notice that when player 2 plays R, and player 1 is of type t′1, player 1 must

by TAE4 correctly conjecture the conditional distribution on player 2’s types, i.e.,

P (1) |t′1 (x) = P |t′1 (x), x ∈ {t2, t′2}. This is so because player 1 obtains different

payoffs for different types of player 2. Similarly, player 2 must correctly conjecture

the conditional distribution on player 1’s types when he is type t′2.

By TAE5, in order for t1 to play u when 2 plays R, P (1) must satisfy the following.

−10P (1)(t1, t2) + 4P (1)(t1, t
′
2) ≤ 0, (2)

Similarly, for t2 to play R when 1 plays u, P (2) must satisfy

6P (2)(t1, t2)− 1P (2)(t′1, t2) ≤ 0. (3)

Also, by TAE2, P (1)(x, t2) + P (1)(x, t′2) = P (x, t2) + P (x, t′2), x ∈ {t1, t′1} and

P (2)(t1, x) + P (2)(t′1, x) = P (t1, x) + P (t′1, x), x ∈ {t2, t′2}. All these conditions are

satisfied by the following P (1), P (2).

P (1) t2 t′2

t1
2
10

4
10

t′1
3
10

1
10

P (2) t2 t′2

t1 0 3
10

t′1
6
10

1
10

Now define the higher order conjectures on P inductively as follows. For k ∈

Nx, x ≥ 0, given P (k,1), define P (k,1,2) such that P (k,1,2)(t1, t2) + P (k,1,2)(t′1, t2) =

P (k,1)(t1, t2) + P (k,1)(t′1, t2), and such that (3) is satisfied, and set P (k,1,2)(t1, t
′
2) =

P (k,1)(t1, t
′
2), P (k,1,2)(t′1, t

′
2) = P (k,1)(t′1, t

′
2). In this way, s

(k,1)
2 and P (k,1,2) satisfy

TAE5, and by construction TAE2 is satisfied by P (k,1,2). Analogously, given P (k,2),

construct P (k,2,1), such that condition (3) holds (implying that TAE5 holds for

s
(k,2)
1 and P (k,2,1)) and TAE2 holds. Such construction is possible, and setting

cn = (T, P (n), T, P (n,m), ...), s(k) = s∗, ∀k ∈ Nx, x > 0, (s, c) is a TAE.
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Now we show that there does not exist a common prior P̃ , such that in the game

(N,A,u,T, P̃), s∗ is a BE.

We first show that for no P̃ that puts mass 1 on a single type of one player s∗

is a BE. We have to consider 10 different cases. The 4 cases where P̃ puts mass 1

on a single draw of types are trivial to check, and the other 6 cases are also simple.

To illustrate the logic take for example a P̃ that puts mass 1 on {(t1, t2), (t′1, t2)}. If

player 1 is type t′1 and player 2 plays R, one would play d.

For every P̃ that puts 0 probability on exactly one draw of types, it is also easy

to check in the same way that s∗ is not supportable in a BE. The last case is when

P̃ puts positive probability on all draws. Denote p1 = P̃ (t1, t2), p2 = P̃ (t1, t
′
2),

p3 = P̃ (t′1, t2), p4 = P̃ (t′1, t
′
2), and write the incentive constraints,

0 ≥ 4p2 − 10p1, (4)

0 ≥ 2p3 − 52p4, (5)

0 ≥ 6p1 − p3, (6)

0 ≥ 30p4 − p2. (7)

Add (5) and 4× (7), add (6) and 2× (7), and add 5× the first resulting inequality

to 6× the second one, to obtain 0 ≥ 460p4, which is a contradiction.

Before concluding we remark that in the TAE from Example 4 each player con-

jectures that the other player holds a different conjecture about the probability over

some types, at every order. Since both verify the distribution of actions in equilib-

rium, this is common knowledge, and therefore players agree to disagree. A subtle

point here is that this is a consequence of the fact that in this TAE, there is no

common prior that would support it as a Bayesian equilibrium.
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5 Discussion

We discuss some relations between the material we presented so far, and some pos-

sible extensions. First, in the model of type awareness we allow for conjectures over

types and probability distributions over these. One may wonder whether a model

where the type space is common knowledge and conjectures are only over the dis-

tributions over types is rich enough. In principle, this is not the case, but as the

following remark illustrates, it is the case in equilibrium.

Remark 1. Consider two type awareness games, (N,A,T,u,P,C), where C is

unrestricted, and (N,A,T,u,P, C̄), where C̄n,T = {T} × {T} × ..., and C̄n,P =

{0, 1}∆(T) × {0, 1}∆(T)... for both n. In other words, T is common knowledge in

(N,A,T,u,P, C̄). Then the set of TAE of (N,A,T,u,P,C) is equal to the set of

TAE of (N,A,T,u,P, C̄).

Proof. Whenever a player is not aware of some type, this is in equilibrium equivalent

to putting probability 0 on that type. This shows that {TAE of (N,A,T,u,P,C)} ⊂

{TAE of (N,A,T,u,P, C̄)}. The other inclusion is trivial.

We also remark that if in a TAE a player puts probability 0 to some type at every

order, this is equivalent to him being unaware of that type.

Second, we presented two models of awareness equilibrium. In the first one, aware-

ness is about the action sets, in the second one, the action sets are common knowl-

edge, and awareness is about the type space. The richness of the latter framework

suggests that we could model action awareness equilibria of a given complete infor-

mation game, as type-awareness equilibria of some carefully constructed game with

incomplete information. It may be possible to construct the appropriate game using

the intuitions from Example 4. The difficulty is to construct a game with incomplete

28



information that has TAE which are not “too dependent” on the prior. This is a

question that we want to explore further.

Finally, in the present work, we explored a situation where agents can verify the joint

distribution over actions of the opponent and own payoffs. But there are many inter-

esting situations, where players cannot verify actual actions taken by the other player

but just some statistic of those. An example of such a situation is moral hazard, and

more generally, models of hidden actions. On the one hand, our model is flexible

enough to extend to such environments - one would have to modify the definition of

TAE slightly. On the other hand, the TAE considered here will always be equilibria

under those circumstances as well (just consider a situation where a player happens

to conjecture the true distribution over the opponents actions). Nevertheless, this

may be useful for possible applications of our model. It is also a necessary step for

writing down a model where agents are unaware of other agents-if an agent is aware

of some other agent’s actions he needs to be aware of that agent.
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Appendix A–Action Awareness Equilibrium

In this Appendix we first provide a formal definition of `∗-AAE. Second, we

construct an example to illustrate the existence of non-generic games in which, for

very l < K, every outcome can be supported in an l∗-AAE. Third, we prove Theorem

1. Fourth, we provide and prove an analogous result to Theorem 1 for `∗-AAE

(Theorem 2). Finally, we provide an example which illustrates some other feature of

`∗-AAE.

Definition 4. Fix an ` ≥ 1 and let a∗ = (a∗, ā∗) be a pure strategy Nash equilibrium

of the game Γ = (N,A,u). An `∗-Action-awareness equilibrium, `∗-AAE, is an `-

AAE where a∗ ∈ A(n), n = 1, 2.

An `∗-AAE, is an `-AAE which is an equilibrium even if some Nash-equilibrium

profile is in the awareness sets of both players.

In the following example we construct a non-generic and non-trivial game where

there is a unique Nash equilibrium, but for very l < K every outcome can be sup-

ported in an l∗-AAE.

Example 5. For each K there exists a Γ = (N,A,u), |An| = K, ∀n ∈ {1, 2}, such

that the following holds. Γ has a unique pure-strategy Nash Equilibrium, let (1, 1̄)

be the unique NE. Then for each `, 2 ≤ ` < k, every outcome is sustainable as an

l∗-AAE.

To see this, consider the following game. To define u, take first the matrix for

the row player, u1(p, q̄), 1 ≤ p, q ≤ K. Let u1(1, q̄) = 1, u1(q, 1̄) = 0, q = 1, ..., K.

For each column p = 2, ..., K, assign a 1 in precisely one unassigned location in such

a way that the assigned 1’s don’t lie in only one row. This can obviously be done.

Let u1(p, q̄) = 0 for all the other locations. Take player 2 and do exactly the same,

but also take care so that (u1(p, q̄), u2(p, q̄)) 6= (1, 1) for (p, q̄) 6= (1, 1̄). Since the 1s

assigned to columns of player 1 are not in the same row, such assignment is possible

(reader can easily verify that). See Figure 2 for an example of such a game.
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1\2 1̄ 2̄ 3̄

1 1, 1 1, 0 1, 0

2 0, 1 1, 0 0, 1

3 0, 1 0, 1 1, 0

Figure 2

Now we have to show that u has the desired properties. Clearly, the profile

s = (1, 1̄) is a pure strategy NE of Γ. To show that this is the unique pure-strategy

NE of Γ observe that for every (p, q) ∈ {1, ..., K}2, (p, q) 6= (1, 1), at least one player

gets a 0. Suppose (wlog) it is the row player 1. Then, by construction there is

another column q′ such that u1(p, q̄
′) = 1 so that 1 would want to deviate.

To show that every outcome is an `∗-AAE, for all ` < K, observe first that if an

outcome is an `∗-AAE, ` > 2 then it must be an (`−1)∗-AAE (reduce the supporting

awareness set of each player by one action). Thus, it is enough to show the claim for

` = K − 1. So take an outcome (p, q̄) ∈ {1, ..., k}2, (p, q) 6= (1, 1), and suppose that

u1(p, q̄) = 0 (if it is 1, then there is no deviation for player 1 anyway). This is not

column 1, since there player 1 gets 1. By construction there are K − 2 other rows in

column p such that player 1 gets 0 in those rows, and taking those K − 2 rows and

row p also includes row 1. Similarly for player 2, so that we have constructed the

awareness sets which include action 1 for both players, and no player has a profitable

deviation from the profile (p, q̄).

Proof. (Theorem 1) By Lemma 1 we can focus on `-AAE with the property that

agents are aware of the same actions and make correct conjectures. Let player 1 be

the row player. Given an ordered set S, Denote by S(r) the r-th order statistic of S.

Step 1. A profile (p, q̄) is supportable as an `-AAE if and only if

u1(p, q̄) ≥ {u1(1, q̄), ..., u1(K, q̄)}(`) and u2(p, q̄) ≥ {u1(p, 1̄), ..., u2(p, K̄)}(`). (8)
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For illustration, suppose first that ` = 2. Under genericity, the claim is that a

strategy profile (p, q̄) is then sustainable as an 2-AAE if and only if

u1(p, q̄) > min
p′∈{1,...,K}

u1(p
′, q̄) and

u2(p, q̄) > min
q′∈{1,...,K}

u2(p, q̄
′).

To see the only if part, suppose that u1(p, q̄) = minp′∈{1,...,K} u1(p
′, q̄). By genericity

of Γ it is therefore u1(p, q̄) < u1(p
′, q̄),∀p′ 6= p. This implies that regardless of what

other row p′ comprises A(1), player 1 will at the profile (p, q̄) deviate to p′.

To see the if part suppose that a profile (p, q̄) satisfies the above condition. There

exist a p′ 6= p and a q′ 6= q such that u1(p, q̄) > u1(p
′, q̄) and u1(p, q̄) > u1(p, q̄

′).

Let A(1) = A(2) = {p, p′, q̄, q̄′}, and (p, q̄) is an 2-AAE outcome supported by such

awareness structure. Similarly, we prove the claim for general `. Note that we do

not need genericity in this step. End of Step 1.

By genericity of Γ, there exists a strict ordering of 1’s payoffs in each column,

and a strict ordering of 2’s payoffs in each row.

Step 2. e`(Γ) ≥ K2 − 2(`− 1)K.

Fix an ` ∈ {1, ..., K}. By Step 1, we will minimize the number of outcomes that

can be supported under `-AAE by “optimally” assigning the ` − 1 lowest payoffs

to player 1 in each column and ` − 1 lowest payoffs to player 2 in each row. An

allocation which minimizes the number of outcomes supportable as `-AAE is one

where all these payoffs are allocated to different profiles. Since there are K columns,

`− 1 worse payoffs to 1 in each column, K rows, and `− 1 worse payoffs to 2 in each

row, there are in total at most 2K(`−1) action profiles that can be eliminated. This

gives the desired lower bound on e`(Γ).
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Step 3. e`(Γ) ≤ K2 − (`− 1)K.

Fix ` ∈ {1, ..., K}. By Step 1, we will maximize the number of outcomes by allocating

the `−1 lowest elements of each row and each column in way which takes least space

in the game matrix. That is achieved for instance by having every outcome which is

the worst payoff in a given row for the column player to also be the worst payoff in

the given column for the row player. Since there are K rows and columns and there

are by genericity ` − 1 strictly worst payoff in each, we can thus eliminate at least

K(`− 1) outcomes, which gives the desired upper bound on e`(Γ).

We now provide an analogous result to Theorem 1, for the `∗-AAE. We denote by

floor[x] the largest integer that is smaller than x ∈ IR, and by mod[y, r] the leftover

from integer division of an integer y with integer r.

Theorem 2. Let Γ be a generic K × K game. Denote by eN(Γ) the number of

pure strategy Nash Equilibria of Γ and by e`∗(Γ) the number of `∗-AAE of Γ. Then

eN(Γ) ≤ e`∗(Γ) ≤ floor[ K−1
K−`+1

](K − ` + 1)2 + (mod[K − 1, K − ` + 1])2 + 1.

Proof. The lower bound is a consequence of the following simple Lemma.

Lemma 2. eN(Γ) = e`∗(Γ) if and only if the following condition holds. For every

profile (p, q̄) and every Nash Equilibrium profile (p∗, q̄∗), either u1(p, q̄) ≤ u1(p
∗, q̄)

or u2(p, q̄) ≤ u2(p, q̄
∗).

Proof. The if part is obvious: regardless of what Nash Equilibrium is taken along

with a strategy profile (p, q̄), one of the players has incentives to deviate (also by

genericity) to the Nash Equilibrium strategy.

To see the only if part, take a profile (p, q̄) and suppose there exists a Nash

Equilibrium (p∗, q̄∗) 6= (p, q̄) such that the above condition does not hold. Take

A(1) = A(2) = {p, p∗, q̄, q̄∗} and it is clear that (p, q̄) is an `∗-AAE profile for ` = 2.

The upper bound is constructed via a “geometric” argument. Fix an `, 2 ≤ ` < K,
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and we show by induction on ` and K that e`∗(Γ) ≤ floor[ K−1
K−`+1

](K − ` + 1)2 +

(mod[K − 1, K − ` + 1])2 + 1. Consider first a Γ, such that eN(Γ) = 1, and assume

without loss of generality that (1, 1̄) is the Nash Equilibrium profile.

Suppose first that ` = 2. Then we can for every K do the following. By genericity

of Γ all the outcomes in the row 1 and column 1 cannot be sustained as `∗-AAE. Also,

without loss of generality, we make a construction where as many `∗-AAE profiles

as possible are concentrated in the lower right hand corner of the game bi-matrix.

Consider a profile (K, K̄). This profile can be supported if in row K there is 1

outcome which is worse for player 1, and in column K there is 1 worse outcome for

player 2. Moreover, (1, K̄) and (K, 1̄) have to be worse for the corresponding player

(since {1, 1̄} ⊂ A(i) by definition of `∗-AAE). By the same logic, all other outcomes

in K-th row and K-th column can be sustained. Similarly, in all the rows K−1, ..., 2

the first outcome cannot be sustained but all the others can. The same applies to

the columns.

Now let 2 < ` < K. Exactly as before, the outcomes in rows `, ...,K and columns

`, ...,K are sustainable. If 2`−K − 1 ≤ 1 then all the outcomes in rows 2, ..., `− 1

and columns 2, ..., `−1 can also be sustained as `∗-AAE by making them higher than

` − 1 outcomes in the succeeding rows and columns. In the first row and column

only the Nash Equilibrium is sustainable.

If 2` −K − 1 > 1, then consider the game Γ′ obtained by taking the first ` − 1

rows and ` − 1 columns of Γ and let `′ = 2` − K − 1. Now, the outcomes of Γ′

that are sustainable as `∗-AAE of Γ must be sustainable as (`′)∗-AAE of Γ′, so that

e`∗(Γ) ≤ (K − ` + 1)2 + e(`′)∗(Γ
′). The claim now follows from induction.

Note that the assumption that Γ has a unique Nash Equilibrium was made only

for convenience, since if there are more Nash Equilibria, we can first re-arrange the

players’ actions so that all of those lie on the diagonal.

The upper bound as stated in Theorem 2 is independent of the number of Nash
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Equilibria. However, if a generic game has a unique Nash Equilibrium this imposes

additional structure on the game, and the upper bound may never be attained.

We illustrate this with an example of potential games9. Potential games are a very

natural class to consider since a subgame of a potential game is also a potential game,

and every potential game has at least one pure-strategy Nash Equilibrium. Many

commonly studied games are potential games, e.g. prisoners’ dilemma, congestion

games, or Cournot games with quasi-linear demand.

Example 6. Let Γ be the following 4× 4 potential game with eN(Γ) = 2, given by

the following matrix P .

P 1̄ 2̄ 3̄ 4̄

1 10 0 2 6

2 1 3 5 2

3 2 4 6 3

4 5 8 7 9

Figure 4

Let ` = 2, so that by Theorem 2 the upper bound on e`∗(Γ) = 10. Clearly, the 9

right lower corner outcomes of Γ along with the left upper corner Nash Equilibrium

constitute the set of 2∗-AAE of Γ, so that the upper bound is tight in this case. Also

note that it is easy to extend the example to general potential games with at least 2

Nash Equilibria and different `.

Consider now the potential game Γ with a unique pure-strategy Nash Equilibrium,

given by the matrix P̃ below. The unique Nash Equilibrium of Γ is the profile (1, 1̄).

9A game Γ is an ordinal potential game if there exists a potential function P : A → IR which
represents Γ in the following way: u1(p, q̄) − u1(p′, q̄) > 0 ⇐⇒ P (p, q̄) − P (p′, q̄) > 0, and
u2(p, q̄)−u2(p, q̄′) > 0 ⇐⇒ P (p, q̄)−P (p, q̄′) > 0,∀p, p′ ∈ A1,∀q, q′ ∈ A2. A profile (p, q̄) is a pure-
strategy Nash Equilibrium of Γ if and only if P (p, q̄) ≥ max{P (p′, q̄); p′ = 1, ...,K}∪ {P (p, q̄′); q′ =
1, ...,K}. In particular the maximum of all elements of matrix P is a pure-strategy Nash Equilibrium
of Γ. See Monderer and Shapley [1996].

35



P 1̄ 2̄ 3̄ 4̄

1 10 9 2 6

2 1 3 5 2

3 2 4 6 3

4 9 8 7 4

Figure 5

Now observe that the path of best replies from each profile (p, q̄) eventually ends

up in (1, 1̄). This is in fact a property of potential games with a unique Nash Equilib-

rium. At some point such path enters either column or row 1, suppose that the path

enters column 1 in row p (in P̃ , p = 3). But this implies that P (p, 1̄) > P (p, q̄), q > 1,

so that no element in row p can be sustainable as an `∗-AAE outcome, which means

that the upper bound may never be attained in a potential game with a unique Nash

Equilibrium. Nonetheless, the additional structure imposed by uniqueness of Nash

Equilibrium eliminates only one additional row (or column), so that in a large game

this effect is negligible.

36



Appendix B–Additional Results for Private-Value Games.

In this appendix we only consider private-value environments. The next propo-

sition provides conditions for the existence of TAE.

Proposition 5. Consider a private-value environment. Let Cn,P = {0, 1}∆(T) ×

{0, 1}∆(T).... Then a TAE exists if and only if there exists a T̄ = T̄1 × T̄2 such that

the following two properties hold.

1. There exists a Bayesian equilibrium s∗ such that

∪tn∈Tnsupp (s∗n(tn)) = ∪tn∈T̄n
supp (s∗n(tn)).

2. There exists a cn ∈ Cn with the property that (cn,T )(k,n) = Tn and (cn,T )(k,m) =

T̄m, for all k ∈ Nx, x ≥ 0, n, m ∈ N.

Proof. Suppose that both conditions hold, and let T̄ be as specified in the proposi-

tion. Take player 1. We will show that if T̄2 = T2 \ t̂, for some t̂, then there exists a

TAE. The general case then follows immediately by induction.

Take an action â ∈ supp
(
s∗2(t̂)

)
. Since T̄ satisfies Condition 1, there exists a type

t̄ ∈ T̄ , s.t. â ∈ supp (s∗2(t̄)). Let α(â | t̂) denote the probability that s∗2 assigns to â

given type t̂. Let P̄ (t̄) = P (t̄) + α(â | t̂)P (t̂), and allocate all the new mass of type t̄

to the play of action a. That is, define the new mixed strategy of t̄ as follows. Let

ᾱ(â | t̄) =
α(â | t̄)P (t̄) + α(â | t̂)P (t̂)

P (t̄) + α(â | t̂)P (t̂)
,

and for every other action ā ∈ supp (s∗2(t̄)), let

ᾱ(ā | t̄) =
α(ā | t̄)P (t̄)

P (t̄) + α(ā | t̂)P (t̂)
.

By construction, the aggregate empirical distribution over actions of player 2 is un-

changed by this transformation. By taking all the actions of type t̂, and repeating this
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procedure, we allocate all the mass of t̂ to other types of player 2, without affecting

the empirical distribution over actions of player 2. By private values, player 1 only

cares about the distribution over 2’s actions. This proves sufficiency of conditions 1

and 2.

The converse follows from Proposition 3.

We say that a TAE outcome requires correct architectures if there exists a unique

TAE (s, c), where s
(k)
n = s∗n, (cn,T )(k,m) = Tm, (cn,P )(k) = P , for all k ∈ Nx, x ≥ 0,

n, m ∈ N, where s∗ is a Bayesian equilibrium sustaining the given outcome. We

already saw that for the case of strict common values every TAE requires correct

architectures. The next proposition provides a characterization of TAE that require

correct architectures in private-value environments.

Proposition 6. Let Cn,P = {0, 1}∆(T) × {0, 1}∆(T)..., and let s∗ be a Bayesian

equilibrium. Then the outcome of s∗ requires correct architectures if and only if

supp (s∗n(tn)) ∩ supp (s∗n(t̄n)) = ∅,∀tn, t̄n ∈ Tn, tn 6= t̄n. (9)

Proof. If condition (9) holds, then the claim follows: unless both players have correct

architectures, TAE4 cannot be satisfied.

For the converse, if (9) doesn’t hold, then we can construct a TAE which does not

require correct architectures. In particular, a player’s conjecture about the distribu-

tion of types need not be correct. Suppose therefore that (9) doesn’t hold, so there

exists two types t̄, t̂ ∈ T2, s.t. supp(s∗2(t̄)) ∩ supp(s∗(t̂)) = {ā}. We can assume wlog

that the intersection of the supports is a single action, since the same construction

can be made if the intersection is larger. Now, let player 1 conjecture the correct

type space of player 2, but 1’s conjecture about the probability distribution be given

by

P̄ (t̄) = P (t̄) + ε, P̄ (t̂) = P (t̂)− ε,
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where as before, P (t) gives the true marginal distribution of type t, and ε is some

positive number. Define 1’s conjecture on 2’s strategy, s
(1)
2 (t̄), by defining mixing

probabilities ᾱ(. | t̄) and ᾱ(. | t̂). First let

P (t̄)

P̄ (t̄)
α(a | t̄) = ᾱ(a | t̄),∀a ∈ supp(s∗2(t̄)) \ {ā},

P (t̂)

P̄ (t̂)
α(a | t̂) = ᾱ(a | t̂),∀a ∈ supp(s∗2(t̂)) \ {ā}.

Since mixing probabilities have to sum to 1 for each type, we have

ᾱ(ā | t̄) = 1− P (t̄)

P̄ (t̄)

 ∑
a∈supp(s∗2(t̄))\{ā}

α(a | t̄)

 , and

ᾱ(ā | t̂) = 1− P (t̂)

P̄ (t̂)

 ∑
a∈supp(s∗2(t̂))\{ā}

α(a | t̂)

 .

Now we make ε small enough so that ᾱ(a | t) ∈ (0, 1), for all a and t. ¿From the last

two equalities, we can easily verify that

P (t̄)α(ā | t̄) + P (t̂)α(ā | t̂) = P̄ (t̄)ᾱ(ā | t̄) + P̄ (t̂)ᾱ(ā | t̂).

Thus, the observed probability of playing each action is the same under P and α and

under P̄ and ᾱ. Clearly, the other requirements of TAE are also satisfied.
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