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Abstract

According to the received view in biology, genededor phenotypic traits during
development. However, there are reasons to thiatkttie massively distributed character
of the causal systems underlying development igemsion with such representational
talk about genes. The main contenders from theatitee that purport to establish that
genes are genuine coding elements in developméntofaneet this challenge. An
alternative and superior strategy for understandamgl justifying coding talk in
development turns on the fact that the process roteim synthesis exhibits the
interlocking architectural features of arbitrariseand homuncularity. However, this
proposal turns out to have the radical implicatioat it is mMRNA, not DNA, that codes.
Moreover, for any of the available strategies,udahg the one recommended here, there
is a serious and unresolved issue surroundingtteenpt to extend the reach of coding
talk from proteins to traits.

Key words: genetic code, genetic information, representatidevelopment, causal
spread, arbitrariness, homuncularity.

Contents

1. The Uniqueness of Genes
2. Cause for Concern

3. False Starts and Dead Ends
4. A Better Idea

5. A Bullet to Bite

6. The Reach of the Code



1. TheUniqueness of Genes

Although, in most biological circles, talk of thauses of phenotypic structure naturally
invites talk of genesgveryoneknows (or ought to) that biological developmentais
mightily complex process involving a vast arrayaafusal factors, some of which are
genetic and some of which aren’t. Elements withettgsmentally decisive effects are
easily discoverable in non-genetic constituencieshsas the gene’s surrounding
metabolic context and the developing organism’srenment (examples below). Thus
everyoneknows (or ought to) that genetic and non-genegictdrs interact during
development, thereby causatigmbiningto produce the phenotype. Such is the received
wisdom in contemporary biological thought. Nevel#ss, and in spite of this
interactionist consensu@ term | have borrowed from Sterelny and Griffitt999), the
fact is that among all the co-contributing develepial factors, genes remain special.
That, anyway, is what we're told. So what mand#tesprioritizing of the gene?

This is the point at which the concept of genetidicg makes its entrance onto
the theoretical stage. The view that genes, or ¢texep of genes, code for phenotypic
traits is just as much a part of the current bimalgorthodoxy as the interactionist
account of development, and goes hand in glove witSuch coding talk, which is of
course a species oépresentationakxplanation, is, if not ubiquitous, overwhelmingly
common, both within the scientific community and/dwed. Indeed, it is the keystone of
popular views according to which the genotype aghale should be conceived as a set
of instructionsfor, ablueprint for, aplan for, a specificationof, or aprogram for, the
building of the phenotype. All the highlighted raits, while perhaps subject to subtle
differences in meaning that might be important iartigular contexts, depend
conceptually on the idea that genes make a refegs®ral contribution to development.
The idea that genes code for phenotypic traithus &an ineliminable component of such
views. Moreover, one conceptual stage back, reptagen-talk gets a grip only where it
makes explanatory sense to think in terms of sirest that carry, are vehicles for,
exploit, or in some other way trade imformation Whether or not one can think of
structures as information-carrying (in a rich setitarsense, rather than merely in
information-theoretic terms — see below) withowdréby thinking of those structures as
representational is, | think, a moot point. In @age | shall take it that representation-talk
requires information-talk, so establishing that kdger makes sense is a significant step
towards establishing that the former does too.

Among other things, coding talk about genes is egpg to help us make good on
the claim that genes are special developmentafgcdhat they count as beipgvileged
causal elements in the developmental process. Hyetat coding talk is supposed to
achieve this feat is nicely captured by Lorenz’368) image of the non-genetic causal
factors in development as nothing more than th&limg blocks out of which organisms
are systematically constructed according to a bloggtored in the genes. On such a
view, the real challenge for developmental biolagyto understand how genetically
specified instructions organise those availableettggmental materials into an organism.
This way of looking at things really does make gesgecial.

There are many gene concepts in the literaturegimgnfrom the essentially
abstract, generically Mendelian notion of a gena asait difference marker to various



attempts to give molecular substance to the idBlaere are even some who argue that
most of the assumptions that historically have upnideed the term ‘gene’ have been
shown to be problematic, meaning that the very epnof a gene is now, in many ways,
a misleading one that perhaps biology could do auth(e.g., Dupre 2005). For the
purposes of the present investigation | intend b Ipoth definitional diversity and
strategic critical eliminativism aside, and stigalthat we should be thinking of a gene as
an entity with some sort of molecular unity, thet as a stretch of DNA that possesses
some sort of ontological integrity. To make thisadirm enough for the job at hand, we
need to resist the tempting thought that the wayegtablish the molecular unity in
question is by holding that genes are those pdrtiseogenome that code.Why this is
should be clear enough: | have been assuming lieae tis conceptual space for the
following result: there are genes but they dondedor anything. If genes simply are the
coding parts of the genome, then this result isawatilable. A negative answer to the
guestion ‘do genes code?’ would imply that theeerar genes. So we need to achieve the
desired molecular unity without appealing to codiBgt how? One answer would be to
appeal to causally underpinned structural isomarphithat exist between (a) sequences
of DNA and (b) certain developmental elements #rat causally downstream of those
sequences. The most likely candidates for therlaite proteins, since the claim that
systematic causal mappings exist between sequen@¥$A and amino acids in proteins
is not generally thought to be controversial (d&= description of protein synthesis in
section 4 below). Of course, if (i) all there isdoding is some sort of systematic causal
dependence, and (ii) genes may rightly be saidbt® dor proteins, whether or not they
also code for traits, then the recognition of gystec causal mappings between (a) and
(b) would herald significant progress in our invgation. Genes would code for proteins
(at least). However (i) is implausible, as we skak in section 3, so even if (ii) is true, it
can't be on the basis of (i). The upshot is thata @rogrammatic level, we are in a
position to identify genes in advance of settling toding issue.

If the primary goal of introducing the concept @ngtic coding is to single out
genes as privileged causal elements in the devaofahprocess, then it might well seem
that any successful account of coding talk muselthe consequence that, of the many
causal factors that combine causally during deveky, it is the genesonethat end up
coding for phenotypic traits. Let's call thike uniqueness constrain{Griffiths and
Knight 1998 introduce what is essentially this veonstraint in terms of what they call
the ‘parity thesis’; see also Griffiths 2001.) Timeiqueness constraint will not be met if
either (a) the account of genetic coding under ickemation fails to deliver the result that
genes code for traits, since if genes don’t codér&its then they can’t do so uniquely, or
(b) that account does deliver the result that gexele for traits, but its conditions for
what it is to do this are met by other elementshim extended developmental system,
since then genes won't be the only developmenéahehts that code for traits.

It's an irritating but undeniable fact that the ural world rarely plays ball with
neat philosophical distinctions and categoriesth®ouniqueness constraint, in the strict

! For a recent review, see Griffiths and Stotz fosthing. See also thRepresenting
Genesproject at http://www.pitt.edu/~kstotz/genes/genisl.

? Contrary to some accounts, an organism’s genommtissimply its complete set of
genes, but much more besides (see Dupre 2005).



form just stated, is very likely to be violated bByy non-question-begging account of
genetic coding on which we settle. Still, as losgsach violations are not the norm, they
are of no great matter. The background methodaddgimught concerning the genetic
target of coding talk in biology can surely toleréhe odd non-genetic interloper. To be
sensitive to this state of affairs we can modifg tlmiqueness constraint slightly, to
require only the following: any successful accoofhtgenetic coding must have the
consequence that those non-genetic elements fochwiti would be unreasonable,
extravagant, or explanatorily inefficacious to iiahat their contribution to development
is representational in character do not count digofor developmental outcomes. Call
this theweakened uniqueness constrailhe weakened uniqueness constraint still has
teeth, since the overwhelming majority of non-genelevelopmental factors surely
belong in the non-representational category. Sdgpey it's acceptable for, say, an
antero-posterior gradient of the bicoid proteinthie Drosophilaegg to be a vehicle of
representational content (see Maynard Smith 2000k}, not, say, environmental
temperature or the force of gravity (see below)eréhwill no doubt be borderline cases
to be fought over. Let’s use the teilflagitimate non-genetic elemerits label those non-
genetic factors for which it would be unreasonal@&fravagant, or explanatorily
inefficacious to claim that they code for develomta¢ outcomes. Stegitimate non-
genetic elementsre those non-genetic elements for which it wolél reasonable,
prudent, and explanatorily efficacious to claim tthhey code for developmental
outcomes. We can now state an important principlene is considering the proposal
that meeting certain specified conditions is sugfit for representing phenotypic
structure, and it turns out that adopting thoseadi¢@ns would allow not only genes and
legitimate non-genetic elements, but also illegaien non-genetic elements to qualify
(that is, there is a transgression of the weakeméglueness constraint), then one should
conclude that the proposed conditions are inriatsufficient for representatioh.

Using the benchmark of meeting the weakened uneggenonstraint as a sign of
success, is it possible to give an adequate acadugenetic coding? What follows is an
attempt to answer this question. | should warn §@ it won't exactly be a stroll in the
park. Here’s the route: Having set things up byirgpymore about exactly why the
massively distributed character of the causal systeinderlying development might
actually be in tension with coding talk about gefsction 2), | shall consider the main
contenders from the literature that purport to beanly plausible reconstructions of the
character of such talk, but also justificationdtsfexplanatory efficacy, and | shall find
each of them wanting (section 3). At that pointtle proceedings | shall lay out an

3 See Wheeler 2005, pp.208-209, for similar movethéncase of the neural target of the
concept of representation in cognitive science.Vidwat | take to be a similar weakening
of (what | am calling) the uniqueness constraintthe case of genetic coding, see
Stegmann 2005. To keep a sense of balance, itnhwoting that Sarkar (2000, 2005)
explicitly recommends that a constraint which isselly analogous to the uniqueness
constraint be dropped (at least for eukaryotes)th@n grounds that no conceptually
respectable concept of genetic information is awdé which doesn’t have the
consequence that that constraint is violated. gesg by contrast, that any notion of
genetic information which has the consequencetligafweakened) uniqueness constraint
is violated thereby loses its claim to concepteapectability.



alternative and, | suggest, superior strategy fateustanding and justifying coding talk
in the relevant area of biology (section 4), biuguar that that strategy has at least one
quite radical implication that is, | think, a bulldat we just have to bite (section 5). In
the final section (section 6), | shall considerofection to the claim that there is coding
for traits, an objection that applies to all thexaidate strategies on the table, including
the one | favour.

2. Causefor Concern

In recent years some of the most persistent ciitithe idea that genes are informational
entities that code for traits have come from theksaof the developmental systems
theorists. (For classic statements of the developashasystems position, sometimes just
called developmentalism, see, e.g., Oyama 1985fitGsi and Gray 1994, Griffiths and
Knight 1998; and various papers in Oyama, Griffidrel Gray 2001.) Developmental
systems theorists hold that the fundamental ungwofution is the life cycle (a process
that reconstructs itself from one generation to riegt using a suite of developmental
resources). Given that they take the life cycleb® the basic evolutionary unit,
developmental systems theorists object to any wieat understands development in
terms of some basic dichotomy between genes and rése of the extended
developmental system. Thus they reject (what tleeyas) the massive over-emphasis on
genes in (what they see as) mainstream neo-Damvigiglutionary biology. It is
important to be clear here that developmental systieorists are not denying that there
are any interesting empirical differences betwéenways in which, say, DNA sequences
and, say, parental scaffolding of language learwcimgng early childhood contribute to
development. What they deny is that these empiddé&rences should be turned into
what Griffiths (2001, p.406) calls a “scientific taphysics.” As Griffiths and Gray put
the point:

[G]enes are just one resource that is availabtbealevelopmental process.
There is a fundamental symmetry between the rokbefenes and that of
the maternal cytoplasm, or of childhood exposurdatmyuage. The full
range of developmental resources represents a eangystem that is
replicated in development. There is much to be ahalit the different roles
of different resources. But there is nothing thaid#s the resources into
two fundamental kinds. The role of the genes ismwe unique than the
role of many other factors. (Griffiths and Gray 499277-304)

One sure-fire route to the sort of scientific métggics that developmental systems
theorists reject would be to adopt coding talk @abgenes alongside the uniqueness
constraint (in either its full-strength or its wealed form), and to suggest that (all or the
vast majority of) non-genetic developmental factsisuld, in a Lorenzian fashion, be
relegated to mere genetically assembled buildiogksl. With this line of thought in their
critical sights, Griffiths and Knight (1998) claithat “DNA does not contain a program
for development” (p.253) and deny that there arge-formed Dblueprints or
representations of traits in DNA” (p.255).

This is not the place to become over-focused on tetails of the



developmentalist agenda. Our concern will be witgeaeral way of motivating anti-
representationalism about genes that is often & wmodevelopmental systems thinking,
as well as in the arguments of other prominent gewreding sceptics who lay stress on
the distributed character of the causal procesedsrlying development (for example,
Maturana and Varela 1987, more on whom below). flimgkthings into focus, it will be
useful to highlight a phenomenon that Andy Clarki dnhave dubbedausal spread
(Wheeler and Clark 1999; see also Wheeler 20035)2@@ausal spread obtains when
some phenomenon of interest turns out to depend gpasal factors external to the
system previously or intuitively thought responsibThus the identification of causal
spread depends on the previously accepted explanaitithe phenomenon of interest. Of
course, given some default view of the world, etWea most mundane examples of
representational systems might display some degfr@ausal spread. For example, we
might reasonably think of a C program as a setnefricctions for (i.e., as a set of
representations of) computational outcomes. The ia¢hat a C program is nigh on
useless without certain ‘environmental’ (with resp® the program) features, such as a
working operating system. However, nothing aboatgbsitive representational status of
the C program would be threatened by the discouétihe essential causal contribution
of the operating system.

Having said that, not all modes of causal spreadqaite so obviously harmless
to representational explanation. Consider whatraight call non-trivial causal spread
This phenomenon arises when the newly discoverelitiawolal causal factors reveal
themselves to be at the root of some distinctivgetafeature of the phenomenon of
interest. In effect, where one confronts non-tticausal spread, a new sharing-out of the
explanatory weight is mandated. Call thiglanatory spreagwWheeler and Clark 1999).
Mameli (2005) explains the key points in this way.

Causal spread occurs when we discover some neuwr featisally involved

in the occurrence of a phenomenon. Explanatoryaspoecurs when we
realize that some factor that was not consideredetonecessary in the
explanation of a phenomenon is instead explangtocessary for that
phenomenon. Or, to put it differently, explanatspread occurs when we
realize that some factor that was not taken to bg pf a sufficient

explanation of a phenomenon needs to be includesuah explanation.
Since the fact that something is causally requdeds not entail that it is
also explanatorily required, causal spread does neaessarily lead to
explanatory spread. But in cases where the newlyosiered causal factor is
deemed to be an important one, causal spread efy ltob generate the
inclusion of the newly discovered factor in anyfmignt explanation of a

phenomenon to which this factor causally contribut€hat is, in these
cases, causal spread leads to explanatory sppead8j

In the present paper, the phenomenon of interestgsnismic structure, and the default
position is that such structure is down to genetiding (on something like a Lorenzian
model according to which the non-genetic matergaises in development are the bricks
and mortar out of which the organism is assembtadraling to the genetic blueprint).
Against this background, one would have non-tricelisal spread where one discovered



a distributed developmental system in which nonegienorganismic and/or wider
environmental factors made explanatorily non-nélgleg contributions to phenotypic
form. So, is there non-trivial causal spread, dng texplanatory spread, in (our theories
of) biological development? The answer, surely,yés. Developmental explanatory
spread is common. | shall give just a few briaistrative examples, but the biological
literature is simply brimming over with others.

First, consider the process of determination durtejl specialization. In
vertebrates, prior to the third cleavage stagecé#fls in the developing embryo retain the
possibility of achieving any of the full range afvetlopmental outcomes available to the
original zygote. The process of determination, hick the future course of development
in the cells is differentially restricted, deperms a process in which the nuclei of the
various cells become embedded in different cytopiagnvironments which in turn have
different regulatory effects on the genes withie tharious nuclei. The sources of this
differential embedding are a range of non-genetdrs, including pH balance and
gravity, which result in a non-homogenous distiidmutof cytoplasmic materials within
the egg. The inclusion of such non-genetic facitorsur explanation is thus necessary if
we are to account for the phenotypic phenomenonterfest.

Now consider the Mississippi alligator. These arezd lay their eggs in a nest of
rotting vegetation which produces heat in varyin@mities. Eggs that develop at lower
temperatures (within some overall range) end umyimg females, whilst those that
develop at higher temperatures end up producingesnalEggs in a clutch will pass
through the critical developmental window at vasadifferent temperatures, meaning
that a mixture of females and males will be borithis environmental method of
regulating sex ratio (a ratio which, for reasonspopulation-survival, needs to stay
somewhere near 50:50 in the population) might sadittle hit and miss, but it works
well enough (for more details, see, e.g., Goodwi®941 p.38). Environmental
temperature is a non-genetic factor, the inclusiowhich in our explanation is necessary
if we are to account for the phenotypic phenomesfanterest.

Finally, turning to human development, there isriech-studied phenomenon of
scaffolding, in which a caregiver provides an orelsupport system to enable a child to
complete a task. As the child displays improvingnpetence at the task, the caregiver
gradually withdraws the support system, transfgrresponsibility for the completion of
the task to the child (see, e.g., Wood, Bruner,&®R1976). Scaffolding is a key feature
of child development, in areas such as discoursdicipation, literacy, and self-
regulation, although the style and extent of theegaer intervention varies among
cultures. Scaffolding is a non-genetic factor, ittedusion of which in our explanations is
necessary if we are to account for a range of pigprlophenomena of interest.

Taking the foregoing examples as paradigmatic eédg@ment, we can conclude
that explanatory spread is rife in that arena. Wheatan’t conclude right now is that this
generates a problem for coding talk about geneseten though a new sharing out of
the explanatory weight is mandated, such that remetic elements such as pH balance,
gravity, environmental temperature and caregivaffalding become part of the relevant
explanatory matrix, we haven't yet found out exaethy that fact might undermine the
positive representational status of the genetictritnriion* So let's turn now to an

* To be clear: it is highly plausible that the kinofsnon-genetic factors highlighted are



explicit argument against the view that genes dod@henotypic traits, one that appeals
to (what | am calling) developmental explanatorsesg.

We have often heard it said that genes contain“ithfermation” that
specifies a living being ... [but] when we say thadii® contains what is
necessary to specify a living being, we divest é¢hesmponents ... of their
interrelation with the rest of the network. It leetnetwork of interactions in
its entirety that constitutes and specifies therattaristics of a particular
cell, and not one of its components. That modifcet in the components
called genes dramatically affect the structureesy\certain. The error lies
in confusing essential participation with uniquspensibility. By the same
token one could say that the political constitutddra country determines its
history. This is obviously absurd. The politicalnetitution is an essential
component in any history but it does not contaime tinformation” that
specifies that history. (Maturana and Varela 19889)

Maturana and Varela’s claim is that the fan of gena@formation mistakenly confuses
“essential participation with unique responsibilitfhis suggests that for genes to count
as carrying the information that specifies phenityaits, and thus for genes to be in the
right conceptual ballpark to code for such traggenes would need to beaole
responsibility for phenotypic form. But if, as the examples dssad earlier suggest,
biological development is a playground for explamaspread, then any such description
of the genetic contribution here looks to be unaied. In general, DNA wilhot meet
the sole responsibility condition. So it seems thtite representational theory of genes is
tied to this condition, then that theory is straighwardly undermined by the presence of
developmental explanatory spread. And that, inresses Maturana and Varela’s point
when they say, with respect to the cell, that ithe network of interactions in its entirety
that constitutes and specifies the characteristica particular cell, and not one of its
components.”

But now surely something has gone wrong. Given pgning remark that every
biologist understands (or ought to understand) ldgweent as involving a vast range of
geneticand non-geneticausal factors, Maturana and Varela’s argumenhsde do no
more than set up a straw man for summary executomever, things are not quite that
simple. Indeed, despite the pretty much universkhawledgement that there are extra-
genetic causal contributions to development, tkeisathat many theorists fall prey to the
following, seductive thought: if one could find othhe complete sequence of an
organism’s DNA, then, in principle, one would bdeato use that informatioalone to
compute the adult organism, such that one woul@le to predict, in every relevant
detail, that adult’s phenotypic form. As DeLisi pui

illegitimate non-genetic factors, in the sense thahey counted as representations of
developmental outcomes according to some accouwhat it is for an element to play
that role, then that in itself would be groundsrgjecting the proposed account, since the
weakened uniqueness constraint would have beeateth|But we don’t as yet have such
an account on the table. Our investigation hasiwgjessed that far.



The collection of chromosomes in the fertilized eggstitutes the complete
set of instructions for development, determining timing and details of
the formation of the heart, the central nervougesysthe immune system,
and every other organ and tissue required for(DeLisi 1988, p.488)

At work here is a deceptively tempting view of aute-directed representation that
Clark and | have previously dubbstiong instructionism{Wheeler and Clark 1999; see
also Wheeler 2003, 2005). Strong instructionisiésclaim that what it means for some
element to code for an outcome is for that elenteflly specify the distinctive features
of that outcome, where ‘full specification’ requsrthat the kind of exhaustive predictive
power just indicated may, in principle, be achiewedthe basis purely of what may be
known about the putatively representational factior.the present context, strong
instructionism amounts to the claim that what itam&for a gene (or a complex of genes)
to code for a phenotypic trait is for that gene ¢omplex of genes) to fully specify the
form of that trait. (Here we finally see the truelaurs of that compelling Lorenzian
image of blueprints and materials.) However, gitbe presence of developmental
explanatory spread, the fact is that knowing thireesequence of an organism's DNA
will not be sufficient to predict phenotypic form. So ies® that if coding talk about
genes is tied to strong instructionism, then sathis unsustainable.

Still, when it comes to providing a satisfactorgaent of genetic coding, there’s
somethingright about strong instructionism, namely thatréspects the following,
eminently plausible principle: in counting someggdrfactor as a representation, in an
appropriate outcome-directed sense, one buys igto@al asymmetry between, on the
one hand, that putatively representational factod, aon the other, the ecological
backdrop against which that factor operates. Indeedll cases of algorithms, programs,
instruction-sets, and other action-producing codésse representational states and
processes are able to perform their outcome-gengrdtinctions only given some
assumed backdrop of other causally active statdpeocesses. To build on a previous
example: try running a C program without certainvieonmental’ (with respect to the
program) features, such as a working operatingsysioreover, where the right kind of
asymmetry exists in the extended causal systemjioevery of causal spreaglen of
the non-trivial variety that generates explanatospread will not undermine
representationalism. Thus we may conclude thatilitbe legitimate to treat genes as
coding for traits, even in the face of developmketplanatory spread, just so long as we
can legitimately regard the rest of the extendeceldpmental system as the ecological
backdrop against which genes make their represeméhtcontributions to phenotypic
outcomes.

Notice that nothing about this suggestion requihes the crucial asymmetry be
established independently of whatever detailed @wdcave give of genetic coding.
Rather, an adequate account of genetic coding gl@ave the consequence that the right
kind of asymmetry is manifest. We can now see hawowerall benchmark for success,
meeting the weakened uniqueness constraint, fitsstive current dialectic. As | argued
earlier, any satisfactory account of the concemgeanfetic coding must have the following
consequences: (a) if any non-genetic factors camtcoding for traits, then such
violations of the uniqueness of genes in beingasgmtations of developmental outcomes
should not be the norm; and (b) where such viatatido occur, it should be neither



unreasonable, nor extravagant, nor explanatorilgfficacious to claim that the
developmental contribution of the non-genetic festo question is representational in
character. In singling out genes as the predomicansal elements in the extended
developmental system that code for traits, we danelously earn the right to treat the
rest of that system as an ecological backdrop agaumich those genes (along with
perhaps certain legitimate non-genetic elementgyatp. Strong instructionism meets
this demand through the full specification conditand the associated Lorenzian claim
that non-genetic developmental factors in genawia more than biological bricks and
mortar. But this view of non-genetic factors is rmiailable once developmental
explanatory spread is in the picture. So we atenéh a challenge. What we need is an
account of genetic coding that, without imposing thll specification condition, meets
the weakened uniqueness constraint. In the nekbedadiscuss a number of (ultimately
unsuccessful) ways of addressing this challenge.

3. False Starts and Dead Ends

Here’s a seductive first shot: genes code fordrh#cause thegausally co-varywith
traits. In other words, appropriate causal co-vama is sufficient for genetic
representation. One reason why this suggestioroiagioonally attractive is that it makes
contact with well-established views from elsewhieracience and philosophy that treat
information in purely causal terms, or at least thhéght be used to explicate such an
idea. Thus, at a first pass, causal informationhtign part, be cashed out by way of
mathematical information theory (Shannon and We&al@49), according to which
(roughly) the quantity of information in a systesndentified with the amount of order in
that system. | say ‘in part’ because, strictly $eg Shannon information supposes only
correlation rather than causal correlation, sodhesal nature of the correlation is an
extra feature. | say ‘at a first pass’ because,tlh@ purposes of genetic information,
where we mostly want to talk about thententof the information in a system, rather
than how much of it there is, the notion of caustdrmation is more usefully explicated
in the light of Dretske’s (1981) influential philgshical treatment. Here is the resulting
picture. Where there exists a sending system armet@ving system, connected by a
channel such that the state of one system is dgusé#dted, in a systematic way, to the
state of the other, then we have a signal — a fvdévinformation — between the two
systems. The causal information content of the aigs the source with which it is
reliably correlated. This account is straightfordigradapted such that entities carry
information about causally downstream states witiictvthey co-vary.

So how useful are causal information conceptseémptiesent context? Mahner and
Bunge (1997) question their applicability. Firsteyhpoint to the largely noiseless
character of the (so-called) genetic code, notirag, ppractically speaking, the presence of
noise is a standard issue when deploying Shanrformation. Second, they claim that
chemical processes cannot be thought of as sighatscarry messages. In response,
Maynard Smith (1999) argues (rightly in my viewgathypesetting is largely noiseless,
yet causal information concepts would surely bdiegiple there, and that it's hard to see
why chemical processes couldn’'t be vehicles of @lauformation content, since all
manner of other physical media, such as fluctuatungents in wires and sound waves,
are standardly thought to be good for the job. Aergerious barrier to the use of causal
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information concepts in genetics is that, givengtendard conception of the genome as
specifying phenotypic outcomes in a disjunctive naan(i.e., develop likehis under
theseenvironmental circumstances, likieis undertheseenvironmental circumstances,
and so on), the causal information view licencetouspeak about genetic coding in ways
that biologists don’t. For example, to use an eXardpe to Griffiths (2001), on the basis
of a purely causal notion of information, the hungg@mome would encode the instruction
“when exposed to the drug thalidomide grow onlyimehtary limbs.” But biologists are
unlikely to be tempted by such a claim. What tlelistus is that the notion of causal
information fails to capture the standard usagafofrmational terms in biology.

The most substantial problem confronting claimst tAppropriate causal co-
variation is sufficient for genetic representat{on for genetic information), however, is
one ofexcessive liberalitylt is indeed a familiar point from the literatuttgat genes are
not the only factors in the developmental systeat thight be identified as causally co-
varying with traits. Of course, it seems clear agiothat if one could hold non-genetic
causal factors in the developing body and the enwient constant, while varying the
genotype, then one would find causal co-variatiogisveen genes and phenotypic traits.
However, if one could hold the genotype and the-gemetic causal factors in the
developing body constant, while varying environnaériaictors, then one would find
causal co-variations between environmental vargabhel phenotypic traits. Similarly, if
one could hold the genotype and the environmensteot, while varying non-genetic
causal factors in the developing body, then oneldvbinod causal co-variations between
those factors and phenotypic traits. But now ifssdwwo-variation is a sufficient condition
for a developmental factor to be representaticanad, if non-genetic causal factors in the
developing body and the environment can causalyarg with phenotypic traits, then
those extra-genetic elements will sometimes cosmoaing for traits. This spells trouble
because, given that many of the non-genetic fatters will be illegitimate ones, it falls
foul of the weakened uniqueness constraint. Intshera sufficient condition for coding,
causal co-variation is excessively liberal, in thalicences explanations in whidioo
much of some extended developmental system might emasgeoding for traits. So
while it is eminently plausible that appropriateusal co-variation is necessary for
genetic representation, it cannot be sufficientiegie representation must be appropriate
causal co-variatioplus something else

What might that something else be? Here is a stiggegenes code for traits
because they (additionallpet certain parameterfor the developmental systems that
generate phenotypes. Perhaps then we can say hilatgenes do not fully specify the
final phenotypic form (strong instructionism is da), they nevertheless code for
developmental parameters and, by extension, fongilgpic traits (see Maynard Smith
1998 for a version of something like this stratedyje claim that genes might broadly be
conceptualized as setting developmental parametagist not, | think, to be particularly
controversial. As Goodwin (1994, p.102) puts idl]tfring reproduction, each species

> The fact that any systematic causal co-variatioooant of genetic coding will be
excessively liberal (in the sense identified in thain text) is widely appreciated; see,
e.g., Griffiths and Gray 1994, Maynard Smith 200Bs&ffiths 2001, Sarkar 2005.
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produces gametes with genes defining parametets specify what morphogenetic
trajectory the zygote will follow.” However, it iguite another matter to claim that
developmental parameter-setting is sufficient fepresentation, in the relevant sense.
Indeed, this idea suffers from a version of theyvexcessive liberality problem that
dogged the causal co-variation proposal. There sédiehe doubt that certain non-genetic
factors (e.g., environmental temperature in theeca$ sex determination in the
Mississippi alligator) might, like genes, be trehtas parameterizing developmental
systems. These non-genetic factors would then eoHsp along with the relevant genes,
exactly which possible trajectory of that systemuldofinally be traversed by the
developing organism. But if performing the functioihparameter-setting is sufficient for
some developmental factor to count as coding fphanotypic trait, then these extra-
genetic factors will qualify. And, given that maaf/the non-genetic factors here will be
illegitimate ones (environmental temperature wohél an example), that violates the
weakened uniqueness constraint. So even if penfgrnthe function of setting
developmental parameters is necessary for a céatal to play a representational role
in development (which it might be, if one conceivels developmental systems as
dynamical systems), such a role cannotjust a matter of developmental parameter-
setting; it must be developmental parameter-sefing something else

It is time for a tactical rethink. So far we havensidered, only to reject, two
versions of the view that the status of genes dsgdor traits is secured by properties of
the direct causal contribution of genes. Perhapspifoblem is that we’re looking at
things all wrong. Perhaps representation is a mattefunction rather than (brute)
causation. In evolutionary biology, function-tal&tarally invites an appeal to Darwinian
selection. On this view, the function of a develegmtal element (if it has one) is
(roughly) the positive contribution to organismimaval and reproduction prospects that
ancestors of that element have made within histbpopulations. This generates the
following proposal: genes code for traits insofartlaey have beeselectedprecisely so
that a particular trait should occur (see, e.greby 1995; Maynard Smith 2000a).

Why might someone think that appealing to selecisoa good way to go on the
issue of genetic coding? One motivating thoughh# the concept of information that
matters to biology is not causal information, mientional (or semantic) informatich
The intentional concept of information is modelted the kind of information carried by
human thoughts and utterances. And one of the atdnghilosophical tests for the
presence of intentional information is to see & @an make sense of the phenomenon of
misrepresentation. In cases of input-related mergptesentations, misrepresentation
occurs when the content of the representation# $&ls to correspond to the state of
affairs in the world that caused it (e.g., one’®wt representation is activated by
perceptual contact with a horse). In cases of ooéedirected mental coding,
misrepresentation occurs when the content of tharesentational state fails to

® For this distinction drawn in these terms, see,,eSterelny and Griffiths 1999;

Maynard Smith 2000a; Griffiths 2001. For scepticiabhout the applicability, within the

genetic context, of the intentional concept of infation, see Sarkar 2005. Sarkar
presents his own account of genetic informationfeinms of what he calls ‘semiotic

information,” which, while being deflationary wittespect to intentional information, is

richer than Shannon information.
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correspond to the state of affairs that it helpgdorabout (one’s grasp-controlling
representations are activated but, due to intengecauses, fail to result in the beer glass
leaving the table). Genetic coding, if it exists,of course, an outcome-directed form of
representation. So misrepresentation would occthefcontent carried by the gene (its
developmental instruction) fails to correspond e phenotypic state of affairs that it
helps bring about (the gene coding for long legsaissally active but, due to intervening
causes in the developmental system, the phenotygseup with short legs).

In outcome-directed mental representation, missgmtion is made possible
because the content of the mentally representednaatiented instructions remains the
same, no matter what happens in the rest of thenagénerating system. So, in the case
of genetic coding, we need it to be the case tletbntent of the represented instructions
remains the same, no matter what happens in theofébe developmental system. A
dramatic illustration of the intuitive plausibilityf cross-context content within biological
systems comes from some striking experiments dudalder, Callaerts, and Gehring
(1995). There is a particular gene that plays asaatole in eye development in the
mouse. Transfer that gene to the fruiilyosophilaand it will result in the development
of an eye — a compound eye, a fruitfly eye. Indesddivate the transplanted gene at
various sites and one will get a fruitfly eye depshg at the different organismic
locations in question (e.g., at the usual site lgfgy. So, if this gene codes an instruction,
the content of that instruction is very plausibbmething like ‘build me an eye here’.
That's the developmental instruction representedthat gené. Intuitive plausibility
aside, the key point here is that we can make sehisgentional representation because
we can make sense of the coding element in quelsdivimg an ‘intended’ effect (which
in turn determines the content of the representetiuctions), even if that effect doesn’t
come about. Where information is interpreted menelyerms of systematic causal co-
variation, there is no room for this distinctiontween intended and unintended effects,
hence the fact that causal information conceptspiay to the thalidomide counter-
example discussed earlier. As Griffiths (2001) sptke notion of intentional information
can handle this case, since growing only rudimgnliarbs is not one of the intended
effects of the genes concerned. But while the idéathe intended effect of a
representation might seem straightforward enoughhen case of human utterances,
exactly how are we to secure that idea in the chggenes? It's here that the appeal to
selection comes in. Intended effects are identifigdreference to the developmental
contribution for which the gene/genes in questiasiwere selected. So, there is some
justification for the claim that an appeal to sétat may secure the appropriate sort of
informational content for genetic representatidighether or not it is the only way to
secure such content is another issue — see below.)

Another key thought in the literature is that tipp@al to selection will not result
in violations of (what | am calling) the weakenediqueness constraint. Thus Sterelny
(1995) observes that the growth patterns of snowsgwill differ depending on whether
they are exposed to snow or wind. Both genotypeeamwironment are necessary causal

" My interpretation of this scenario follows thaven and defended by Maynard Smith
(2000a,b). For an alternative interpretation, adic@y to which the gene in question

should be seen as a reader of information caryedtiber genes, rather than as carrying
information in its own right, see Sterelny (2000).
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factors in determining the plant’s final phenotydgmm. But whereas the climatic
conditions are, in a sense, ‘just there’, the ggmotexists purely because of its role in
producing the phenotype, and thus has the evolmyorfiunction of producing the
phenotype. And that, according to Sterelny, is Wigygenotype codes for the phenotype,
whereas the environmental factors do not. Notieg thn this view, two genes could play
the same brute causal role (say in the producti@m @ye), but one would rightly be said
to code for the relevant property of the eye, wkiile other wouldn't, if the former had
been selected for that job while the latter hadn't.

The suggestion on the table, then, is that gends éar traits insofar as genes,
unlike the rest of the developmental systé@ve been selected precisely so that a
particular trait should occur. The first thing taysis that selection is not necessary for
(genetic) representation (Sarkar 2000, Wheeler R0uBsee why, consider the following
argument (Wheeler 2003). Genes are sometimes lipkgsically, in such a way that the
evolutionary fate of one gene is bound up with ¢velutionary fate of another. This
provides the basis for a phenomenon known as gehithhiking. To see how genetic
hitchhiking works, let's provisionally allow oursels the language of ‘genes for traits,’
and construct a simple evolutionary scenario. Agstimt, in some creature, the gene for
a thick coat is linked to the gene for blue eyest’d also assume that this creature lives
in an environment in which it is selectively adwag#ous to have a thick coat, and
selectively neutral to have blue eyes. What wilpen is that the gene for a thick coat
will be selected for. But since the gene for blyeseis linked physically to the gene for a
thick coat, the gene for blue eyes will be inheriteo, even though it bestows no
selective advantage, has not been selected forthaischas no evolutionary function. For
present purposes, the key feature of genetic hkoith is this: the fact that the
hitchhiking gene is not selected for does not in &gy threaten, by making theoretically
awkward, our description of it as coding for blueeg So the phenomenon of genetic
hitchhiking tells us that selection is not necegsar representation.

There are two obvious responses that the selestiabout genetic representation
might make. First, she might complain that evethd hitchhiking gene has not been
directly selected for, it has a kind of honorarglésted for’ status, on account of the fact
that it is linked to a gene that has been direstiected for. But this seems to be the
wrong way to describe the situation. After allttve foregoing example, the gene for blue
eyes has certainly not survived because of itsirofgoducing the phenotype. Thus it is
hard to see how the notion of being selected for gat any sort of grip. A second
response might be to concede that the blue-eyatedeiene does code for blue eyes, but
to maintain (i) that selection is sufficient forytbnot necessary for, representation, and
(i) that while selection explains why we shouldsdébe the thick-coat-related gene as
coding for thick coats, some other explanation Wwél required in the case of the blue-
eyes-related gene. But unless there are some pdwedependent considerations in
favour of clinging on the selectionist strategy rniderations that would have to be
produced and judged), there is surely no reasamubiply explanatory stories in this
way. What we really want, it seems, is a singleoant of genetic coding that covers both
cases.

Anyway, the fact is that if we adopt the view tkatection is sufficient for genetic
representation, then, contra Sterelny’s snow-guiredrconclusion, we will fall foul of
the weakened uniqueness constraint. To demondtiete we can call on a thought
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experiment due to Mameli (2004). Consider a speofebutterfly with the following
properties: (a) all members of the species are tgatlly identical, and no genetic
variation can be produced; (b) the butterfliesaatrticular species of plant during the
early stages of their life; (c) females lay thegge on plants of the same species as the
one on which they hatch; (d) they do this by eathegleaves of the plant on which they
hatch, by imprinting on the taste of the leavesl laylaying their eggs on plants with the
same taste. Now, as a result of a developmentaderdc the imprinting mechanism in
one female malfunctions. She lays her eggs onwheng’ plant which, as it happens, is
a new species of plant in this species of buttarfgnvironment. By chance, this new
plant makes these butterflies bigger. Now assurag ith this species, bigger size confers
a fitness advantage. Because of this, the luckieiilyts offspring grow up fitter than
other butterflies of the species. The offspringsprinting mechanisms work just fine. So
they lay their eggs on the new species of planteicompetition for resources, the
lucky butterfly’s descendants will out-compete thednspecifics and, eventually, all the
butterflies of this species will hatch on the nelanp. This is a process of natural
selection — there is heritable variation in sizases by variation in plant of hatching —
but there is no genetic variation. Mameli introdsidbe termenvirotypeto describe
factors such as plant of hatching in the lucky dxiif scenario, factors that are
intergenerationally stable (and which thus undeewselection by guaranteeing a
correlation between parental variants and offsprimgriants), but which are
environmental rather than genetic in charactereithe possibility of envirotypes, “not
all selection is at bottom genetic selection. Saelection isnongenetic (or envirotypic)
selection” (Mameli 2004, p.41).

For present purposes, the principal message olutiky butterfly is that if being
selected for is sufficient for some developmentdtdr to qualify as coding for a
phenotypic trait, then non-genetic factors will gtimes attain coding status, since non-
genetic factors may sometimes be selected for. Afd;ourse, if those non-genetic
factors are illegitimate ones, as is plausibly thee with plant of hatching in Mameli's
thought experiment, then that violates the unigasmenstraint. In short, we confront yet
another version of the excessive liberality problem

It is worth pausing here to note two things. Fif$te potential existence of
Mamelian envirotypes blocks the thought that it mosprinciple always be possible to
trace the adapted character of non-genetic devepfahresources back to prior genetic
selection (that is, given the suggestion curreatiythe table, to genes that code for those
resources). This is especially clear when the natiban envirotype is established in the
case where genetic variation is ruled out. Sectirel conceptual linking of selection to
representation, plus the claim that direct selactay non-genetic developmental units is
held to be possible, are points embraced by Steretrd Kitcher in theirextended
replicator proposal (Sterelny and Kitcher 1988). Accordingtihe idea of extended
replicatorsall adapted developmental resources code for tratia,, M one interprets the
extended replicator proposal as an attempt to stowt a theory ofgenetic coding
(which is how it seems to be presented by, e.greBty and Griffiths 1999, p.87, where
it is described as providing a “formal reconstractiof the “gene for” locution”), then
one can only assume that Sterelny and Kitcherr@uamoved by considerations of the
uniqueness of genes with respect to coding status(b) do not believe that there is any
independent way (independent, that is, of the rioiteof selection) to determine whether
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or not an environmental contribution to developmenght legitimately qualify as a
coding element. My view, as should be clear, i$ biméh (a) and (b) are errors. Of course,
it would be entirely consistent to endorse the weaki uniqueness constraint, agree that
there are extended replicators, but deny that besterted for is a sufficient condition for
coding.

Where next? One intuition that we haven’t yet exgdbis that coding talk is
conceptually intertwined with the notion of inharite. Thus, one might claim that genes
code for traits insofar as they are what is passeffom one generation to the next in
evolution. Of course, gen@se inherited. But, using a toy example, let's asstina eye
colour can be traced to a single gene, and futtiady in a particular offspring, the gene
inherited at conception would, if expressed, predbcown eyes. Let's also say that
psychology has shown blue eyes to be advantageaetting on in life, by attracting the
favourable attentions of others. This looks liked baews for our target offspring.
However, a gene transplant is carried out, suchthigainherited brown-eyes-related gene
is removed, and a blue-eyes-related replacemeasttéts by doctors. If we deploy the
same style of reasoning as we used in the hitamgpikkample above, and provisionally
allow ourselves the language of genes as codingdits, we would naturally say that the
inherited, but now removed, brown-eyes-related geoded for brown eyes. But what
about the non-inherited but functional, delibenatelerted, blue-eyes-related gene? As
far as | can see, the fact that this gene hase®n mherited does not seem to threaten, or
make in any way theoretically awkward, the languaigeoding. This suggests that being
inherited cannot be a necessary condition for apthik to get a grip within
development.

Moreover, and perhaps more significantly, if weimgefinheritance without an
antecedent pro-gene prejudice, as the biologikatdegets-like phenomenon, and so as
to fix on elements that are robustly and relialgplicated in each generation of a lineage,
and that persist long enough to be the target ofutative selection, then the fact seems
to be that genes are natl that organisms inherit. For example, there arealed
epigenetic inheritance systemsuch as the inheritance of methylation pattenas av
separate (from the genetic, that is) copying systamd there is inheritance throubbst
imprinting, as when Mameli's imaginary butterflies inheritcieased size through
imprinting on the taste of a new plant (see aboar}l then there is the phenomenon of
inheritance vianiche constructionas when beaver offspring inherit both the dam tha
was communally constructed by the previous germradind the altered river flow that
that physical structure has produced. MoreovernMameli (2005) has argued, simply
mentioning DNA-copying and DNA-transmission canta sufficient to explain the
reliable trans-generational reoccurrence of somengtypic trait,if, that is, one is
compelled to mention more than DNA in one’s exptemmof the development of that
trait. Thus:

If we want to explain why the shape and structuréhe legs of human
offspring reliably have the same shape and stracasrthe legs of human
parents, we have to mention not only the reliablecurrence of the genes
involved in normal human leg development, but dls® fact that humans
experience roughly the same amount of gravitaticioate from one
generation to the next. And this means that, whenexplain the reliable
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reoccurrence... of legs with a certain structure stmape in human lineages,
we have to mention not only DNA-copying and DNAAsanission, but also
those processes that explain why human beings iexgerthe same amount
of gravitational force generation after generatidtameli 2005, p.389)

In short, Mameli’'s argument is that since therexplanatory spread in (our theory of)
development, there is explanatory spread in (cewrghof) inheritance.

The upshot of the foregoing observations is thaeihg inherited is sufficient for
some developmental factor to qualify as codingdgrhenotypic trait, then non-genetic
factors will sometimes count. And if those non-genfactors are illegitimate ones, as is
plausibly the case with the processes that explaynhuman beings experience the same
amount of gravitational force generation after gatien, then that once again violates
our old friend the weakened uniqueness constraint.

4. A Better |dea

Things are not working out, so let's switch tactaggin, and focus our attention on the
phenomenon oprotein synthesisThe guiding intuition here is that something $§ome
things) about the contribution made by genes te pibcess will single them out as
coding elements, in a way that doesn’t contraveeenmeakened uniqueness constraint.

We should begin by reminding ourselves of some Ifaniological facts’ In the
first stage of protein synthesis, the organism’sADadts as a template in the manufacture
of molecules ofmnessenger RNARNA. In prokaryotic gene expression, the initial RNA
molecule generated dyanscription (the process underlying templating) is equivatent
the mRNA. However, eukaryotic genes contain seqeenaf base pairs that are
functionally redundant with respect to protein $ysis, sequences knowniagons In
the initial transcriptional phase, all the DNA (vedlant and salient) is transcribed into a
complementary RNA copy calleguclear RNA(nNRNA. Then, in a post-transcriptional
phase of so-calleBRNA splicing the introns are subtracted so that only the fanatly
salient sequences, tb&ons remain.

® The thought that the concept of genetic coding fivially be vindicated by facts about
the mechanisms of protein synthesis is shared bgalgh and Clark 1999; Godfrey-
Smith 2000b; Maynard Smith 2000a; Sterelny 2000k&a2000, 2005; Wheeler 2003;
and Stegmann 2005. These alternative developmétite same basic idea contain some
significant variations in the precise factors idied as the features of interest, and are
occasionally accompanied by certain concessionsardeyy (a) the full-strength
uniqueness constraint and (b) what exactly is sepmed. Here | shall not attempt to map
out all the different features that characterize theseréifit views, although it is worth
noting at the outset that the concept of arbitem®n(understood one way or another)
plays a central role in all of them. The nuances thatter will be discussed as | work
towards and defend my own current view.

® Protein synthesis is of course a complicated fssinand | have no doubt that some
readers will be unhappy with one or other aspeictseobrief description that | shall give.
Nevertheless, the simplified picture | shall pambroadly correct and good enough for
present purposes.
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The second stage of protein synthesis is knowtraasslation This process is
very similar in prokaryotes and eukaryotes, altlioug prokaryotes transcription and
translation are closely coupled, with the lattegibaing before the former is complete. In
translation, the mRNA molecules produced by trapton (plus RNA splicing in the
case of eukaryotes) determine the manufacture fbéreint proteing which are the
building blocks of bodies. Molecules of MRNA arevided into triplets of nucleotide
molecules known asodons and (ignoring certain singular cases) every msaof a
particular mMRNA codon, as generated from its DNipéate, is believed to result in an
instance of the same amino acid being added toremging protein. However, this is, as
Sarkar (2000, p.210) puts it, a “frozen accidemn.”other words, there is nothing in
current biological knowledge to suggest a conviggahysical-chemical reason why the
mappings could not have been set up differefftho what exactly goes on in
translation? The cell's cytoplasm contains protesmnufacturing-sites callesbosomes
along with molecules of another sort of RNA caltemhsfer RNA (tRNA)Molecules of
tRNA are single nucleotide triplets attached t@Eramino acids. What happens during
translation is that an mRNA molecule becomes aétddb a ribosome, and then passes
through it, one codon at a time. When a new codawves into place, the ribosome
(through trial and error) locates a molecule of RiNat, according to the so-called base-
pairing rules, features a particular nucleotidpléti The ribosome then strips off the
amino acid from the other end of the tRNA molecaled adds it to the protein which is
under construction. Stripped of its amino acid, tR&lA molecule floats off into the
cytoplasm, to be ‘recharged’ with ‘the right’ amiaoid.

Out of all this biological detail, two conceptualigterlocking features of the
architecture of protein synthesis strike me asasgmtationally significant.

1. Arbitrariness In the specific sense in which | am using themtearbitrariness
indicates that the equivalence class of differgmstesnic elements (say nucleotide
triplets) that could perform some systemic functisay, given other causal factors,
produce a specific amino acid) is fixed not by amn-informational physical
properties of those elements (say their shape aghtje but rather by their
capacity, when organized and exploited in the ngay, to carry specific items or
bodies of information. The mappings from particulaucleotide triplets to
particular amino acids are arbitrary, in this sense

2.  Homuncularity The ‘right way’ of exploiting the systemic elentenjust
highlighted is established where the system in tipess homuncular As | shall
use the term, a system is homuncular just when ah de usefully
compartmentalized into a set of communicating ssiesys, each of which
performs a well-defined subtask that contributegatals the collective achievement

19 The standard way of describing this frozen acdidermo say that the genetic code is
arbitrary. As will become clear, however, it is least plausible that arbitrariness,
understood a certain way, is a necessary conditiothere being a cods all. If that is
right, then if the mapping in question were notitaaly, there would be no pressure to
think of the system in question as one of encodifgsthe right question is not “Is the
genetic code arbitrary?,” but rather, “Is thereeagjic code?.”
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of a systemic outcome. In an homuncular analysis,communicating subsystems
are conceptualized as trafficking in the informatihat the inner vehicles carry.
More specifically, certain subsystems are integatetsproducinginformation that

is then consumeddownstream by other subsystems. Of course, honamcu
subsystems must not be thought of as being, inlisergl sense, understanders of
the information in question. (They are not realtyld people.) Nevertheless, the
fact is that the ways in which the functionallydagtated clusters of subsystems
exploit inner elements, so as to collectively gateeisystemic outcomes, become
intelligible only if we treat the subsystems invedivas dealing in the information
that those elements (organized and exploited ag &he) carry, rather than as
responding only to non-informational physical pndjgs of those elements. The
mechanisms underlying protein synthesis are mbsniihatingly conceived of as
being homuncular in the requisite sense. Thus mRRidfecules are assembled by a
producer subsystem thahcodesnformational content in those molecules. And the
translation-realizing machinery of ribosomes andNARconstitutes a consumer
subsystem thatecodegand thereby exploits) that same informationalttent

What we have in protein synthesis, then, is a predagonsumer economy of outcome-
related, information-based transactions between umeoiar subsystems. Such an
arrangement surely warrants a representationafpiai@tion, according to which the
elements in which the homuncular subsystems dealeaitimately identified as coding
for the outcomes in questidh.

If we add these observations, about the architaceonditions under which a
representational interpretation of some system asmdated, to our previous thinking
about the purely causal conditions for represasmathen the following general principle
suggests itself: the presence of (i) systematicaaco-variation between the putative
vehicles of content and specific causally downstrestructures, (ii) arbitrariness, and
(iif) systemic homuncularity is sufficient for codj-talk. (If one conceives of

In Wheeler 2005 (chapters 8 and 10) | argue timiriterlocking architectural features
of arbitrariness and homuncularity also form theidaf an adequate account of the
notion of representation as used in cognitive sgem philosophy of mind and cognitive
science, the connection between arbitrariness a&ptesentation has been made
previously by, for example, Pylyshyn (1986), ane thotion of homuncularity (or
something very close to it) has been linked witbresentation before, by, for example,
Millikan (1995). The conceptual interlock betweehittariness and homuncularity is not
part of these theorists’ treatments, although iamsicipated by Wheeler and Clark’s
(1999) link between arbitrariness and informati@sdd consumption. The sense of
homuncularity that | have pressed into servicenia paper is superficially ‘thinner’ than
its cognitive-scientific cousin (at least as | deyethe latter), since the present notion
does noexplicitly require that the subsystems concerned be orgaimizaal hierarchical
manner. In fact however, in any homuncular analifsese will always be a background
commitment to the idea that subsystems that perfetatively complex subtasks could,
in principle, be analyzed into further subsystehs perform relatively simpler subtasks,
until the whole edifice ‘bottoms out’ in subsystethat perform primitive bio-chemical
functions. Thus there is always a (perhaps wealgesef hierarchicality in play.
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developmental systems in dynamical systems ternesy bne might replace the causal
co-variation condition with one that explicitly nteamns developmental parameter-setting.
If so, then the causal co-variation condition Wik implicit, since elements that are
rightly conceived as setting developmental pararaetdl always causally co-vary in a

systematic way with the outcome states of intérest.

As it happens, my view is that conditions (i)-(&ije not only jointly sufficient for
representation, but necessary too. It seems uraertfaat systematic causal co-variation
is necessary for representation. The additionakssaty of arbitrariness is, perhaps, clear
enough. Thus, to give an intuitive non-genetic epl@mwhere the outcome in question
is, say, keying my actions to the door-stoppingepbél of some book on my office shelf,
the equivalence class of neural states which mafpnpe the right outcome-achieving
role of selecting a suitable book will be fixed gsely by the fact that some of those
elements are able, when organized and exploitédeimight way, to carry some relevant
item or body of information (e.g., that the bookhEavy enough to hold the door open).
Here it seems safe to say that the elements intignegpresent the associated worldly
features. But now consider the outcome of simpliding my office door open. The
equivalence class of suitable objects which mayopar this role will be fixed by
(roughly) the non-informational properties of beimgavy enough and being sufficiently
non-obstructive with respect to passing through tteorway. Here, where the
equivalence class of different elements that cpeldorm the function at issue is fixed by
certain non-informational physical properties aégb elements, there is simply no place
for the language of representation. This suggdsas arbitrariness is necessary for
representation. And if, as my architecture-relateftections suggest, arbitrariness and
homuncularity arrive on the explanatory scene arrarm (conceptually speaking), then
the claim that homuncularity is necessary for repnéation looks to be concurrently
established? So, if | am right, the joint presence of (i) sysaic causal co-variation
between the putative vehicles of content and sigemaiusally downstream structures, (ii)
arbitrariness, and (iii) systemic homuncularityéecessary and sufficient for coding-talk.

As my description of the machinery underlying protsynthesis indicates, that
machinery satisfies conditions (i)-(iii). (Althoudhhave not argued explicitly that there
are appropriate causal co-variations in proteirtr®gis, it should be clear enough that
there are systematic causal mappings between,eoani hand, both DNA and mRNA,
and, on the other, proteins.) But how secure ig#reral account of representation that |
have given? Here | shall consider four objections.

First, one might object to the claim that arbitmags is necessary for
representation, on the grounds that not all eles#dmdt we take to be representations
have that property. This is the sort of compldiattineeds to be settled on a case-by-case
basis, but let's at least consider one of the nmeaisible candidates for positive
representational status coupled with non-arbitesssn namely onomatopoeiaic wotds.
Since the pronunciation of such words suggests theianing (e.g., meow), it might
seem that they cannot be arbitrary. Yet we stiliktof them as representational, so they

2 1n Wheeler 1995 (chapter 10) | give independerasoas for thinking that
homuncularity is necessary for representation.

13 This worry was put to me by Elliott Sober (in dission). Thanks to Phyllis McKay
and Peter Sullivan for helping me to think aboet tlest way to repel it.
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provide a counter-example to my suggestion thattrarlness is necessary for
representation. However, it seems to me that thation that onomatopoeiaic words
cannot be arbitrary trades on a thought that igeftacted in the concept of arbitrariness,
as | have unpacked that concept here. Many diffepdiysical sound patterns could
realize the word ‘meow’ (compare the way in whidtive French and native English
speakers pronounce the word), and what fixes thevalgnce class of appropriate sounds
is the informational content that they carry (rolyglhis is a sound that cats make). Of
course, the class of sounds that may be legitiplagsical realizers of the word ‘meow’
is presumably not infinite, but then infinite realbility is not required for arbitrariness,
in the sense that | am using that term. The clagsgdimate physical realizers of the so-
called ‘genetic code’ is certainly not infinite.

Second, one might object to the claim that condg#i@)-(iii) are sufficient for
coding, on the grounds that what is additionallgessary for (any sort of) representation
is the presence of combinatorial structure — peshafpa mild kind — in the inner
elements, enabling structurally related elementguide different-but-related outcomes.
It is worth pointing out that the system underlyipgptein synthesis would plausibly
satisfy this condition (for related thoughts, semlféey Smith 2000b). However, as far |
can see, and despite arguments to the contrarfobgxample, Haugeland (1991), such
systematicity concerns tlppwer ofa representational system, rather tharstisus asa
representational system.

Third, one might complain that in moving beyond austere causation-based
story about coding, to one that is based on artoital features, | have introduced an
ineliminable reference to function, and thus ultieiya to natural selection. If so, then
there would at least be a suspicion that | am apehe very criticisms of selection-based
approaches that I myself have advanced. Howevhowh, in evolutionary biology,
function-talk naturally invites an appeal to Dariaim selection, generating what we
might call Darwinian functions that is not the only way to think about functioins
biological systemsCausal role function§Cummins 1975), as studied by, for example,
anatomists and physiologists, are identified noebglutionary history, but by analyzing
an overall task (thinking, swimming, digesting foamssembling proteins) into well-
defined subtasks performed by well-defined partsulrsystems. Griffiths illustrates the
distinction with an example germane to our projeete. A “sequence of nucleotides
GAU has the [Darwinian function] of coding for agji@acid if that sequence evolved by
natural selection because it had the effect of rimge that amino acid into some
polypeptide in ancestral organisms” (Griffiths 20@51). The same nucleotide sequence
“has the [causal role function] of coding for agjmaacid if that sequence has the effect of
inserting that amino acid into some polypeptidethe organism in which it occurs”
(Griffiths 2005, p.2). Homuncular analysis natwdbuys into the causal role sense of
function, but it remains a further issue whethernot the causal role function of an
homuncular subsystem is accompanied by a funatidhe selective sense. But notice, in
this context, that the notion of causal role fumct(which is conceptually richer that
mere causal information) supports talk of misrepnéstion, and thus plausibly of
intentional information. Without additionally appieg to selection, we can surely make
sense of a scenario in which intervening causegeptehe subsystemic outcome that is
related to a particular causal role function framming about.

Finally, one might worry that conditions (i)-(iiguffer from their own excessive
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liberality problem, in that they will be met by paropriate environmental factors. To see
why this is plausibly not the case, we can buildamnexample due to Godfrey-Smith
(2000a). Take a plant that responds to an increasky length by starting to flower.
According to Godfrey-Smith, the connection betweba cause (the increase in day
length) and the effect (flowering) here is arbi§rabecause the cause could have been
interpreted in many other ways by the flower. Tthes cause in this arrangement counts
as arbitrary, it's environmentally located, andoibks like the kind of factor that really
shouldn’t count as a representation of a developsmh@utcome; so, with respect to the
arbitrariness condition alone, excessive liberadityerges as a genuine danger. Of course,
| have characterized arbitrariness not in terma @huse potentially having a range of
different effects, but in terms of the equivalemtass of different physical factors that
could have played the same causal role being fioyethformational rather than brutely
physical considerations. Nevertheless, the contatt to flower could clearly have
been carried by environmental factors other thane@se in day length, so it looks as if
arbitrariness in my sense is present too, andarséme worrying place. The solution (in
the framework | am promoting) is to take seriousig conceptual interlock between
arbitrariness and homuncularity with respect tojtiséification of coding-talk. For while,

in the flower case, it might well be said that thés a consumer system that digests the
putative information (by interpreting the increaseday length as an instruction to
flower), it is hard to see how to make sense ofdlaén that the overall arrangement
contains a producer system that has performedalleeof encoding that information in
the relevant causal factor, namely in the incraasday length. So the environmental
factor in question does not emerge as being reptasenal in character.

This response to Godfrey-Smith’s example does stibéish that non-genetic
factors could not ever qualify as vehicles of repreational content in development,
once arbitrariness and homuncularity are pluggeasinecessary conditions. Take animal
signalling systems. If one could specify the appeip causal co-variations (that is,
between the signals and the construction of dewedopally downstream structures),
those systems will contain noises, marks, and sdaha will count as environmentally
located vehicles of representational content. (@free, the producer subsystem will be
in one individual animal, while the consumer subsyswill be in another, but nothing
I've said rules out such a state of affairs.) Hoarewnotice that the existence of such
elements does not violate the weakened uniquemassraint. It is neither unreasonable,
nor extravagant, nor explanatorily inefficacious ¢taim that the developmental
contribution of such factors is representationatharacter. What needs to be ruled out is
the systematic inclusion of illegitimate factorsids as an increase in day length). And
that, | think, is plausibly achieved by a propecagnition of the part played by the
producer subsystem. However, that recognition bisaogs us to what, | suspect, is the
most controversial claim that | shall make in {hégper

5. A Bullet to Bite
Strictly speaking, according to the proposal cuiyeon the table, it's not the DNA

molecules that constitute the representational clehithat play a coding role in
development, but rather the nucleotide triplet® @¢hdong) that make up the mRNA
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molecules: Genes don’t code; mMRNA does. Why is this the righpacking of the
proposal? On the view developed here, representaguires a producer and a
consumer. The representations are the vehiclegsriént that support the communicative
transactions between these systems. The producedes information into the vehicles
in question, the consumer decodes information frim@am. In the case of protein
synthesis, the consumer system is the distributechamism of ribosomes and tRNA that
realises the process of translation in which mRN&ednines the manufacture of
proteins. So what is the producer system? The owspelling answer, it seems to me, is
that it is the distributed mechanism underlying phecess in which the organism’s DNA
acts as a template in the manufacturen®NAmolecules, that is, the producer system is
the machinery of transcription and, in the caseularyotes, RNA splicing (as described
above). It's that very machinery that encodes tiiermation in mRNA molecules, the
information that will later be decoded during tratisn. To see why this interpretation is
the most compelling, we need to consider some tibjex

The first is to claim that while there is a str&¢nse in which it's mRNA
nucleotide triplets that code, the fact is that DNédesby extension Godfrey-Smith
(2000b, p.32) puts it like this: “The “genetic cddg, strictly speaking, the rule linking
RNA base triplets with amino acids. This “interjatein” of the RNA determines the
“interpretation” of the DNA from which the mRNA waterived.” This suggestion faces
a serious difficulty. To see why, we need to coesidn analogy with the cognitive
science of visually guided action. In the broadesins, according to much thinking in
cognitive science, patterns of stimuli on the r@tiletermine the structure of certain inner
states that intervene between sensing and acttantlfsspeaking, what determines the
final outcome (the agent’s behaviour) will be soawtion-specifying inner state that
needs ultimately to be translated into physical ements. Now if, as seems warranted,
we map (a) the pattern of stimuli on the retinaoddNA sequences, (b) the process by
which those stimuli determine the structure of thitcome-specifying inner state onto
transcription plus RNA splicing, (c) the outcomessiying inner states onto mRNA
molecules, (d) the process by which those staesuaned into physical behaviour onto
translation, and (e) the behaviour onto proteimsntby something like the reasoning that
Godfrey-Smith advocates in the case of proteinhsgis, it would be right to say, in
cognitive psychology, that patterns of stimuli & tretina code for particular actions.
And that doesn’t seem right. There will, of courbe, systematic correlations between
both (i) the form of the action and the retinaltpats, and (ii) the content of the inner
action-specifying state and the retinal patterng,tbe fact is that as we travel causally
downstream from the retinal input, extra contenhisoduced that is relevant to the exact
form of the actions produced. Crucially this comtisnntroduced during the construction
of the output-specifying inner states (reflectiagy., the goals and interests that the agent
is pursuing, and that determine how the agent shimdpond to the input). Interestingly,
in theories of visually-guided action where envir@ntal stimuli are said to specify

14 Essentially the same claim is made, on relatedirhportantly different grounds, by
Bullock (1998). Bullock treats genes as themsekmsoders, a position which | reject
(see later in this section), and he makes a pivapgleal to natural selection in his
argument that the machinery of protein synthesigainos a consumer system, an appeal
which I think is unsustainable (see arguments atice 3 above).
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actions more directly (e.g., in Gibsonian ecologp=sychology), those theories are often
characterised as being non-representational inactear The consequence of these
observations is that one wouldn’t have a mandasayjothat how we interpret the inner
action-specifying states here determines how weldhaterpret the retinal input. If the
analogy holds, then similarly we should not endd@selfrey-Smith’s suggestion that the
interpretation of the mRNA determines the intergtien of the DNA from which the
MRNA was derived.

The obvious counter-move here is to question thalogy by claiming that
nothing approaching the complexity present in tegchological case is present in the
process by which DNA sequences are transformed mmRNA base triplets. Thus
Maynard Smith (2000a) draws his own analogy, finie twith Morse code. In the use of
Morse code the content of the message is, MaynarthSclaims, first encoded into
phonemes by the original coder (a human being),thed merelyconverted intaViorse
code. He then argues that, in the case of DNAotiginal coder is natural selection,
which encodes developmental information into gefiégt information is then merely
converted into MRNA base triplets.

The first thing to say here is that we have founddyreasons to conclude that, in
the present context, selection is not necessarydpresentation (see above), so the
appeal to natural selection needs to be treated suispicion. However, the claim about
‘mere conversion’ could in principle be freed frahe link with natural selection. One
might try to argue, for example, that the way inichhthe interpretation of the mRNA
determines the interpretation of the DNA obviateedhfor a producer system altogether.
What really needs to be resisted, then, is thencthat the DNA-to-mRNA transition can
be relegated to anything approaching mere conveiothe phonemes-to-Morse model.
The second point to make is thattlre case of eukaryotes at leatstere are events that
occur between transcription and the beginning afdlation that undermine any such
relegation. | have already mentioned RNA spliciBgmetimes this takes the form of so-
called alternative splicingin which the same initial RNA transcript gets sptl in
different ways to generate several proteins. Inteud there are other complex processes
of RNA editing, involving the addition, removal, teplacement of bases. S0 the case
of eukaryotes at leasthe analogy with the mechanisms by which senstirgulation
results in inner action-coding seems to hold, whickans that one cannot deploy
Godfrey-Smith’s strategy to establish that eukacy®NA codes in protein synthesis.
And, having blocked the use of that strategy inda®e of eukaryotes, it seems to me that
we have good methodological reasons to extend refienped interpretation — that mRNA
not DNA codes in protein synthesis — to prokarydtes As we have seen, Godfrey-
Smith himself concedes thatrictly speakinghe so-called genetic code is the mapping
between mRNA base triplets and amino acids, suiggestrongly thatstrictly speaking
i's mRNA that codes for proteins. There seemdeliteason to speak loosely for
prokaryotes if such talk has shown to be misleadirthe case of eukaryotes.

What looks like an alternative way to resist mywsmgnt concerning the location
of the coding entities in protein synthesis maydend in an argument due to Stegmann
(2005). Stegmann identifies a notion that he dal$ructional contentunpacked as the
information for the synthesis of some outcome, dheth that outcome is determined via
the step-by-step realization of operations spetifieadvance. The thought is that this
kind of content is familiar from everyday represgiunal entities such as cooking recipes
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and computer programs. Given this notion of cont8tégmann argues that if we look at
the role of DNA in transcription, then we find thiatcarries instructional content, in
virtue of the template-directed synthesis that poed (primary) RNA transcripts from
DNA. Thus, if we take ‘code for’ to be equivalent‘tarries the information for,” genes
get to codeindependentlyf anything we might say about the relationshimeen DNA
and proteins. The question then, is, can the codeatgtionship in transcription be
extendedorwards so that it reaches proteins? Stegmann’s answessisbut only under
certain conditions. Here’s the chain of though): j(sst as DNA contains instructional
content for synthesizing RNA transcripts, thos@dripts contains instructional content
for synthesizing proteins; (b) the bases in a DAplate stand in a neighbour relation
to each other, in that C is next to T, T is nexGtoand G is next to A; (c) the neighbour
relation present in DNA is preserved in the RNAnseript, in that the base in the RNA
product corresponding to C is next to the basééRNA product corresponding to T,
and so on; (d) this neighbour relation isn’t digegpin translation; so (e) the linear order
of the DNA template determines the linear ordebath the RNA and the protein; so (f)
DNA codes for (carries the instructional contem) faroteins.

Stegmann’s argument, even if sound, is restriateilsi scope. As we have seen,
and as Stegmann himself notes, the no-disruptioditon, (d), is typically not met for
eukaryotes, so the putative result that genes tmdproteins may well be restricted to
organisms such as bacteria. Elsewhere the putedsudt is that genes code for RNA,
RNA codes for proteins, but genes don’'t code fatgins. However, this is by-the-by,
because there is a problem with Stegmann’s arguriéatthink of cooking recipes and
computer programs as having instructional conbaiht because (i) a producer system — a
cooking expert, a computer programmer — has enctuedhstructional information in
the physical vehicles which carry that informatiand (ii) a consumer system — the cook
using the recipe, the right compiler — interprétsse physical vehicles as instructions.
Notice that this is1ot a demand that there be sentient agents in the ®pnentioned
above, the systems that we rightly identify as posid systems and as consumer systems
need not literally understand the content of th@esentations in question. They simply
need to be play the right architectural roles. Mindess systems of this sort need to be
part of the story. But if that's right, then DNA ekn't carry instructional information,
since (and this point has been bubbling just balwevsurface of my recent discussion),
there is no relevant producer system in the cagdeMA Replication is not the same as
encoding, so one cannot think of DNA as somelse¥fencoding (with, of course, the
help of some complex supporting chemical machinegkgyl if one tries to recruit natural
selection as the producer system (cf. Maynard Ssnahalogy with the Morse coder),
one simply re-confronts the by-now familiar objectithat factors which have not been
selected for may sometimes qualify as coding withéwelopment. There would be no
explanation for the positive representational statusuch elements.

What this all suggests is that the part played ByDn development is rather like
the part played by sensory input in the perceptugliided action case. DNA doesn'’t
code for outcomes, but rather provides a causaiiycal stimulus for subsequent
development, a stimulus that is, of course, botterd@ned by the target system’s
operational context (one which is environmentathia case of perceptual activity, and
historical in the case of development), and paotsdictive of the final outcome.
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6. The Reach of the Code

The foregoing analysis of protein synthesis suggesit mMRNA base triplets are rightly
said to code for proteins. But do they also codefeenotypic traits? Some thinkers who
have concluded that DNA codes for proteins havegeded to worry that the reach of
the code stops there, and that the claim that geoee for phenotypic traits is
indefensible. Indeed, even prominent critics of wiele genetic coding bandwagon are
often willing to grant that genes code for proteibst not traits. Thus Griffiths claims
that “the only truth reflected in the convention&w is that there is a genetic code by
which the sequence of DNA bases in the coding resgmf a gene corresponds to the
sequence of amino acids in the primary structur@re or more proteins” (Griffiths
2001, p.395). | shall bring the present treatmentatclose then by considering an
argument due to Godfrey-Smith (2000b) which questithe extension of the coding
relationship from proteins to traits. If this argem is sound, it would compel me to
conclude that mRNA codes only for proteins and alsb for phenotypic traits. Here is
the argument:

The concept of genetic coding is now used to descnd distinguish the
entire causal path& which genes are involved. This use of the cphoé
genetic coding has, | claim, no empirical basis aratkes no contribution to
our understanding ...

To make this claim is not to deny that at least esarausal relations are
transitive, and so to deny that genes can caus#iiéet complex traits of
whole organisms... The long causal reach of genemtisat issue in this
paper. What is at issue is the relation of “codiog..” ... A case from

everyday life illustrates the point. Suppose yoowthat if you order the
extra-large pizza, that will have the consequethee the delivery arrives
late. This fact does not imply that when you ortiher extra-large pizza you
are also ordering them to make the delivery latee Tlikely or inevitable

effectsof a message are not all part of tdomtentof the message. Similarly,
genes can have a causal role which extends beywadorioduction of

proteins, but proteins are all a gene can codgGadfrey-Smith 2000Db,

p.35)

Godfrey-Smith is surely right about at least onmghhere. His pizza example does
indeed show that the “likely or inevitable effecta message are not all part of the
content of the message.” But, on the face of i§ ttoesn’'t provide a mandate for his
conclusion that “proteins are all a gene can caaé ft establishes only that we need a
way of conceptually screening off those causallwmistream (in this case, phenotypic)
effects whichdon’t count as part of the content of a particular cgdimom those thatio.
How might this be achieved, and the reach of tldedbereby extended from proteins to
traits? Notice that in providing an answiieis question, we are now at liberty to appeal to
factors that we rejected when our target wdsfarentquestion, namely ‘Why should we
use representational language all, when trying to understand development? | have
given an answer to this latter question, in terrhghcee conditions: appropriate causal
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co-variation, arbitrariness, and homuncularity. Whaaven’t done yet is give an answer
to the former question, the question highlighted Gydfrey-Smith’s argument. What
Godfrey-Smith’s pizza undoubtedly shows us is thatanswer to that question, in the
case of any outcome-directed representations, tdy6Whatever the effects are that
the representation in question has.”

One initially attractive thought is that only thegmotypic outcomes that ensue in
the normal developmental environment count as gfatie content of the code. But that
raises the thorny question of how ‘normal’ is to imerpreted here. It cannot be
interpreted as ‘statistically normal,” since onetbé lessons of Peter’s inevitably late
pizza is that some of the effects that an instomcthas in its statistically normal
environment may not be part of its content. Heiie tempting to revive an appeal to the
intended effects, which would succeed in screewiighe lateness of the pizza. (The
intended effect was an on-time extra-large pizbaarlate one.) As we saw earlier, in the
biological case, the appeal to intended effectsiv@lunpacked in terms of selection. But
now recall, once again, our (made-up) example okge hitchhiking, in which a non-
selected-for gene that is causally implicated enghoduction of blue eyes hitchhikes into
the population by being physically connected toekected-for gene that is causally
implicated in the production of a thick coat. Igimgy, for a moment, the matter of
whether it's genes or mRNA nucleotide triplets tlbatle, an appeal to selection will
straightforwardly deliver the result that our reggetational element codes not only for
proteins, but also for a white coat, since that {@nd thus the related coding element)
has been selected for. But if we turn now to thdirap element that is causally implicated
in the presence of blue eyes, the appeal to setetdaves it devoid of any post-protein
content, since blue eyes have not been selected lier discrepancy here indicates that
the appeal to selection falls short of the explaryamark, since it would surely be
uncomfortable to be forced to conclude that thetevboat-related element codes for a
white coat, whereas the blue-eyes-related elenmadsconly for proteins. And thinking
of the blue-eyes-related gene as being indire@lgcsed for certainly won't help, since
the explanation for its presence is that havingiektcoat is selectively advantageous in
the environment in question; so that would make dbetent of the blue-eyes-related
gene, ‘build a thick coat,” which is surely not whae want.

Although there is undoubtedly more to be said lom teach of the code, the
foregoing discussion indicates that it is a difficand challenging issue. In view of the
problems in extending that reach beyond proteirtsaits, the default option ought to be
to restrict it to proteins. Add this to the condtus that the locus of coding talk in
biological development is mMRNA, the base tripldtattdetermine the strings of amino
acids constructed during protein synthesis, anddh@ving picture emerges. The power
of coding talk in development may be limited attbends. Such talk doesn't stretch as
far back as genes, and it may not stretch as fevafal as phenotypic traits.
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