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I. INTRODUCTION

Solutions of charged colloidal particles occur in nearly all biological systems and in many in-

dustrially important formulations. The nature of the electrical double layer composed of colloidal

surface charges and its neutralizing mobile counterions has a large influence on structural and

thermodynamic properties of these systems1.

The Poisson-Boltzmann (PB) theory has been successful in describing many properties of the

electric double layer and is responsible for shaping much of our current understanding of the be-

havior of solutions containing charged colloids. This theory works best when the electrostatic

interactions in the system are relatively weak, i.e., low colloidal surface charge density, mono-

valent counterions, high dielectric constant, and/or high temperature. The breakdown of the PB

theory at strong electrostatic interactions is primarily due to its neglect of correlations between the

counterions, which becomes increasingly important at such conditions.

Many theories have been developed to account for correlation effects, such as modified PB

approaches2–4, liquid state theories such as the hypernetted-chain and mean-spherical approximations5–7,

loop expansions8,9, variational approximations10, to field theoretic formulations, and density-

functional theories4,11,12. These different approaches improve upon the PB theory to varying

degrees; however, they all tend to breakdown when the electrostatic interactions become even

stronger. When the electrostatic interactions are extremely strong, a strong-coupling expansion

method has been developed13,14 that accurately describes the electrostatic double layer.

Even though the PB theory is known to fail for highly electrostatically coupled systems, it has

been found that it can still be used to quantitatively fit properties of these systems provided a

renormalized charge is used (see Ref. 15 and references given therein). Such a use is sometimes

physically justified by the strong attraction of counterions to the surface, which often are con-

sidered to be bound to the surface. Several theoretical approaches have been developed to relate

the renormalized charge to the underlying stociometric charge of the colloids. The renormalized

jellium model16–19, is such a relatively recent theoretical approach.

In the investigations referred to above, the dielectric constant of the colloids is the same as the

surrounding solvent. However, in most aqueous colloidal solutions, the colloids have a dielectric

constant lower than that of the surrounding solvent. This gives rise to an additional repelling force

acting on the counterions arising from the surface charges induced at the dielectric discontinuity.

Often this repulsion is viewed as arising from image charges (or image charge densities) located
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on the other side of the dielectric discontinuity as viewed from the counterions20.

Simulation of systems with dielectric discontinuities are computationally intensive, due to the

many-body nature of the charge polarization at these discontinuities. Much of the early simulation

work for systems with dielectric heterogeneities was limited to planar geometries where the image-

charge description becomes simple. However, in spherical geometry the image-charge casting

leads to a varying linear image charge density, and the calculations become computationally much

more involved. Consequently, there have been relatively few such studies21,22. In a very recent

work, dos Santos et al.23 proposed a much faster algorithm that is accurate for low-dielectric

spheres in a high-dielectric medium. Also recently, extenstions to other more complex geometries,

such as pairs of interacting dielectric spheres24 and parallel cylinders25 have been made.

Different theoretical approaches have been developed to analyze systems with dielectric hetero-

geneities. First, due to the neglect of ion-ion correlations, in spherical geometry there are no addi-

tional image-charge forces in the PB theory. For the planar geometry, early approaches26,27 added

the image-charge interaction directly to the PB theory as an additional external potential acting on

the ions and this approach has been extended to weakly curved interfaces28. Later, these image-

charge interaction were included more rigorously in integral equation approaches, such as the

hypernetted chain approximation29–32. Field-theoretic methods based on the loop expansion33–35

and variational approximation36 have also been applied to planar geometry. A variational field-

theoretical approach has been used to study image-charge effects in spherical10 and cylindrical37

geometries and a loop expansion approach has been used to examine two interacting dielectric

spheres38. The approaches mentioned so far are only accurate for weak electrostatic coupling.

A strong-coupling theory have been developed for strong electrostatic coupling. It has been ex-

panded to include systems with dielectric heterogeneities, and this has been applied to systems in

planar geometries39, for systems of parallel cylinders25,40, and spheres41.

In this work, we examine the properties of salt-free solutions of spherical macroions, including

the effects of a low dielectric interior, within the context of the cell model. Recently, a simple

approximate field theory has been developed42,43 that works well from the weak- through to the

strong-coupling regimes, even for systems with dielectric heterogeneities. It relies on dividing the

electrostatic interactions in the system into short and long-wavelength contributions and treating

each within separate approximation schemes. While this theory can be used in arbitrary geome-

tries, it has so far only been applied to planar systems, where it works fairly well. Here, we asses

the predictions of this field-theory approach42,43 for the spherical cell model by comparing to es-
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sentially exact Monte Caro simulation data. The latter were obtained by using a new and more

quickly converging expansion for the electrostatic energy of a system with a spherical dielectric in-

terface. Our algorithm shares many features with the one by dos Santos et al.23, but our derivation

is mathematically simpler and is formally exact for all values of the dielectric constant.

The cell model is described in the next section, and in Section III details of the systems that

we study are given. Then in Section IV, we give a brief overview of the splitting theory and

its application to the spherical cell model. Details of the simulation methods are provided in

Section V. Section VI provides our numerical findings. The main conclusions of our work are

summarized in Section VII.

II. BACKGROUND

A. Electrostatic interaction energy

Consider a system composed of a fixed charge density distribution and mobile point charges.

The total charge density Q at r is given by

Q(r) = Σ(r) +
∑
k

qkδ
d(r− rk), (1)

where Σ(r) denotes the fixed charge density distribution and where qk is the charge and rk the

position of a mobile point charge k, with δd being the d-dimensional Dirac delta function, here

d = 3. If the system is embedded in a spatially varying dielectric medium described by ε(r), then

the electrostatic interaction energy U of the system is given by

U =
1

2

∫
drdr′Q(r)G0(r, r′)Q(r′)− 1

2

∑
k

q2
kGfree(rk, rk), (2)

where G0 is the Green’s function of Poisson’s equation

− 1

4π
∇ · ε(r)∇G0(r, r′) = δ(r− r′), (3)
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and Gfree is the Green’s function for a system in a medium with a uniform dielectric constant ε,

which is equal to

Gfree(r, r
′) =

1

ε|r− r′|
. (4)

The Green’s function of the system G0 can be considered as a sum of (i) a contribution Gfree from

a uniform system and (ii) a contribution ∆G0, which is the change due to heterogeneities of the

dielectric medium according to

G0(r, r′) = Gfree(r, r
′) + ∆G0(r, r′) (5)

The electrostatic interaction energy U of the system can be decomopsed according to

U = UΣΣ + UqΣ + Uqq + Upol (6)

where UΣΣ is the interaction energy of the fixed charge distribution, UΣq the Coulomb interac-

tion between the fixed charge distribution and mobile point charges, Uqq the “direct” Coulomb

interaction between the mobile point charges, and Upol the polarization contribution to the inter-

action between the mobile point charges. These different terms are related to the various Green’s

functions as

UΣΣ =
1

2

∫
dr

∫
dr′Σ(r)G0(r, r′)Σ(r′) (7)

UqΣ =
∑
k

uqΣ(rk) =
∑
k

qk

∫
drG0(rk, r)Σ(r) (8)

Uqq =
∑
j<k

uqq(rj, rk) =
∑
j<k

qjqkGfree(rj, rk) (9)

Upol =
1

2

∑
j,k

upol(rj, rk) =
1

2

∑
j,k

qjqk∆G0(rj, rk) (10)

which also defines the quantities uqΣ(rk), uqq(rj, rk), and upol(rj, rk).

B. The primitive model and the spherical cell model

The primitive model of asymmetric electrolytes constitutes a firm basis for a statistical-

mechanical description of solutions of charged macromolecules. Within this model, ionic species
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are represented by charged hard spheres differing in charge and size, whereas the solvent enters

the model only through its relative dielectric constant. In this study, solutions contain only charged

spherical macroions and their counterions, forming an electrically neutral system, are considered;

no simple salt is added. This implies that we can make the further simplification that counterions

are point-like, i.e., their hard-sphere radii are zero.

In the spherical cell model, the solution of the asymmetric electrolyte is divided into subvol-

umes, each containing one macroion and a corresponding amount of counterions and solvent. This

model is most frequently used to examine the distribution of ions near a macroion and to obtain

approximate thermodynamic results. The symmetry of the cell should follow closely the symme-

try of the macroion. The obvious choice is a concentric spherical cell placed around the macroion.

The influence of the remaining solution is taken into account in a mean-field manner. The cell

model is most useful when the macroions repel each other and becomes less appropriate when

they possess attractive interactions.

Usually, the dielectric constant of the macroion is taken to be equal to that of the solvent.

However, here we will consider the case where the interior of the macroion possesses a dielectric

constant lower than that of the solvent, which is a more realistic description for colloids in aqueous

solutions.

Given the primitive and spherical cell models, the interaction energy U of the system can be

expressed as

U =
∑
k

uqΣ(rk) +
∑
j<k

uqq(rj, rk) +
∑
k

uext(rk) +
1

2

∑
j,k

upol(rj, rk). (11)

The Coulomb and excluded-volume interaction between the macroion and counterion k, uqΣ(rk),

is given by

uqΣ(rk) =

 ∞, for rk < RM

Qqk
εrk

, for rk ≥ RM

(12)

with Q denoting the macroion charge, qk the ionic charge, RM the macroion radius, ε the relative

dielectric constant of the solvent, and rk the radial position of the counterion. The Coulomb

interaction between counterions j and k, uqq(rj, rk), is given by

uqq(rj, rk) =
qjqk

ε|rj − rk|
. (13)
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The confining external potential energy uext acting on counterion k becomes

uext(rk) =

 0, for rk ≤ Rcell

∞, for rk > Rcell

(14)

where Rcell denotes the radius of the spherical cell.

In the case that the macroion has the same dielectric constant as the surrounding solution (ho-

mogeneous dielectric solution), the polarization energy upol is zero. However, if the macroion

has a dielectric constant ε′ 6= ε (heterogeneous dielectric solution), a polarization surface charge

density will appear at the dielectric discontinuity and upol becomes nonzero. For simplicity, let the

dielectric discontinuity be spherical with radius Rd. Then, the potential energy involving the po-

larization surface charge density and the counterions can be cast as an ionic self-term upol(rk, rk)

and an ion-ion term upol(rj, rk) with

upol(rj, rk) =
qjqk
ε

∞∑
l=1

l∑
m=−l

4π

2l + 1

[
ε− ε′

ε(1 + 1/l) + ε′

](
R2l+1
d

rl+1
j rl+1

k

)
Ylm(θj, φj)Y

∗
lm(θk, φk) (15)

applicable to both j = k and j 6= k, where r = (r, θ, φ), Ylm denotes the spherical harmonics,

and ∗ the complex conjugate. In the following, the dielectric discontinuity will be placed at the

hard-sphere surface of the macroion, i.e., Rd = RM . This maximizes the effect of the polarization

surface charge density. The interaction energy associated with the surface polarization can be

re-expressed in several ways with different convergence properties and computational efficiency.

III. SYSTEMS

In this work, we consider four aqueous solutions containing macroions and their counterions,

which were studied in Ref. 44. As our primitive model systems are composed only of macroions

and point counterions, the system is fully specified by three reduced parameters. Here, we choose

(i) the charge ratio Q/q, (ii) the electrostatic coupling parameter Ξ defined by

Ξ =
|Q|l2B
2R2

M

(16)
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which is one parameter (of many choices) that characterizes the strength of the electrostatic cou-

pling in the system, and (iii) the macroion volume fraction φM given by

φM =
4πR3

M

3
ρM (17)

where ρM is the macroion number density. In Eq. (16), lB = (q/e0)2λB is a modified Bjerrum

length, where λB is the Bjerrum length

λB =
e2

0

εkBT
(18)

with e0 the fundamental unit of charge, kB being the Boltzmann constant, and T the absolute

temperature. Physically, the modified Bjerrum length is the distance between two counterions at

which their electrostatic interaction energy becomes equal to the thermal energy kBT .

Table I provides the values of Q/q, Ξ, and φM of the four systems. The electrostatic coupling

parameter Ξ ranges from weak (Ξ � 1) to strong (Ξ � 1) coupling in steps of approximately

one order of magnitude from System IV to Systems I and II to System III. The macroion volume

fraction φM = 0.01 is used throughout, which implies a cell to macroion radius ratio Rcell/RM =

4.6416. Table I also provides typical values of Q, q, and RM for colloids in aqueous solution at

ambient temperature consistent with the specifications of Systems I–IV. Thus, Systems I, II, and

III could represent solutions of charged surfactant micelles with (i) radius RM = 20 Å, where the

micelle is weakly charged in System I and highly charged in Systems II and III and (ii) monovalent

counterions in Systems I and II and divalent ones in System III. Finally, System IV could represent

a solution of silica particles with radius RM = 160 Å with monovalent counterions. Note, the

colloid charge in System IV is the same as in Systems II and III.

IV. THE SPLITTING THEORY

A. General

This section provides a brief outline of an approximate field theory, which we refer to as the

splitting theory, applied to a system composed of a fixed charge distribution Σ and mobile point

charges of magnitude q. For further details, see Ref. 43. The basic idea behind the theory is to

convert the partition function of the system to a functional integral over two interaction fields:
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TABLE I. Specification of the four systems considered in terms of charge ratio Q/q, electrostatic coupling
parameter Ξ, and macroion volume fraction φM as well as corresponding macroion charge Q, counterion
charge q, and macroion radius RM for typical aqueous colloidal solutions at ambient temperature.a

System Q/q Ξ φM Q q RM σ/lB
b

e0 e0 Å
I −10 0.6326 0.01 −10 1 20 2.9036
II −80 5.0609 0.01 −80 1 20 0.4795
III −40 40.4873 0.01 −80 2 20 0.1280
IV −80 0.0791 0.01 −80 1 160 10.9412

a T = 300 K and ε = 78.4026.

b σ is a parameter of the splitting theory, deter-
mined by Eq. (25). The reported values are for
the homogeneous systems.

one varying over small wavelengths and the other varying over large wavelengths. The functional

integration for each of these fields is evaluated using different approaches, viz. a virial expansion

for the short-wavelength field and a mean-field approximation for the long-wavelength field. Thus,

the variations in the electric potential due to the varying counterion configurations are at short-

wavelengths taken into account but on long-wavelengths a mean-field description prevails.

The separation between short and long wavelength is achieved by dividing the Green’s function

G0 of Poisson’s equation according to

G0 = Gs +Gl (19)

whereGl = PG0 andGs = (1−P)G0 with P being an operator which splits the long-wavelength

variations of the interaction field from the short-wavelength variations. The choice of the operator

is somewhat arbitrary, and, in this work, we select P = [1 − σ2∇2 + σ4∇4]−1. The interaction

energy U can be rewritten in terms of these two Green’s functions as

U =
1

2

∫
drdr′Q(r)Gl(r, r

′)Q(r′) +
q2

2

∑
j,k

Gs(rj, rk)

+
∑
k

[
u(rk)−

q2

2
Gs(rk, rk)

]
+

1

2

∫
drdr′Σ(r)Gs(r, r

′)Σ(r′)

(20)
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where u is a one-body interaction energy, which is felt by each counterion due to the presence of

the fixed charge and dielectric heterogeneities in the system, and is given by

u(r) = q

∫
dr′Gs(r, r

′)Σ(r′) +
q2

2
∆G0(r, r)− q2

2
PGfree(r, r) + uext(r). (21)

The first term is the short-wavelength interaction of the point charge with the fixed charges, while

the second term is the interaction of the point charges with the “image charges” generated by the

dielectric heterogeneities. The third term is the energy of the long-wavelength correlation hole.

By performing the Hubbard-Stratonovich transformation45,46 on both the long-wavelength and

short-wavelength electrostatic interactions, the grand partition function of the system can be writ-

ten as a functional integral over a field ψs which fluctuates on short lengthscales and a field ψl

which fluctuates on long lengthscales. The integration over ψs is approximated using a first order

cumulant expansion, and the integration over ψl is evaluated using the mean-field approximation.

With these approximations, the Helmholtz free energy F becomes42,43

βF [ρ,Σ] ≈
∫
dr ρ(r)

[
ln ρ(r)Λd − 1

]
+

∫
dr ρ(r)βu(r)

− 1

2β

∫
drdr′iψ̄l(r)G

−1
l (r, r′)iψ̄l(r

′) +

∫
dr[qρ(r) + Σ(r)]iψ̄l(r

′)

+
β

2

∫
drdr′Σ(r)Gs(r, r

′)Σ(r′)

(22)

where ρ(r) is the number density of the mobile ions, Λ is their thermal wavelength, and ψ̄l(r)

is the mean value of the long-wavelength field. The first two terms represent the free energy

of the counterions interacting with the one-body energy. The third term is the free energy of the

long-wavelength electrostatic field, while the fourth term is the coupling energy between the coun-

terions and the long-wavelength electrostatic field. The final term is the short-range electrostatic

interaction energy of the fixed charge distribution in the system.

The mean value of the long-wavelength field ψ̄l is given by

δF

δiψ̄l(r)
= 0 (23)

which leads to

− 1

4π
∇ · ε(r)∇φ(r) = Σ(r) + qρ(r) (24)
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where iψ̄l = Pβφ.

In an exact description, the properties of the system are independent of the splitting parameter

σ. However, as the functional integrals entering Eq. (22) are approximate ones, the values of

predicted properties of the system do depend on σ. In order to minimize this dependence, the

value of the splitting parameter σ is determined through

∂F

∂σ
= 0 (25)

Consequently, to first order in σ, the predicted properties are independent of the splitting parame-

ter.

We can now express any equilibrium property of the system from the free energy functional

given in Eq. (22). For example, the dimensionless chemical potential γ of the counterions is given

by

γ(r) =
δ

δρ(r)
βF [ρ,Σ]

= ln ρ(r)Λd + βu(r) + qiψ̄l(r), (26)

and the internal energy of the system by

U =
∂

∂β
βF [ρ,Σ]

=

∫
dr ρ(r)u(r) +

1

2

∫
dr[qρ(r) + Σ(r)]iψ̄l(r) +

1

2

∫
drdr′Σ(r)Gs(r, r

′)Σ(r′). (27)

B. Application to the spherical cell model

In this section, we apply the splitting theory described in the Section IV A to the spherical

cell model described in Section II B. Thus, the system consists of a central spherical macroion of

radius RM with a dielectric constant ε′ and its counterions, which are immersed in a medium of

dielectric constant ε.

For a fixed and uniform charge distribution on a spherical shell of radius RM , the short-

wavelength contribution to the self energy of the macroion is

1

2

∫
drdr′Σ(r)Gs(r, r

′)Σ(r′) =
Q2

2
√

3εσ

(
σ

RM

)2 [
1− e−

√
3R/σ cos

(
RM

σ

)]
. (28)
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The interior of the spherical macroion has a dielectric constant of ε′. The resulting shift of the

Green’s function, owing to ε′ 6= ε, becomes

∆G0(r, r) =
1

εRM

∞∑
l=1

(
1− η

1 + 1/l + η

)(
RM

r

)2l+2

, (29)

where η ≡ ε′/ε. Note, in the equation following Eq. (46) in Ref. 10 the factor 2 should be omitted.

The one-body interaction energy of the counterions is given by

u(r) =
qQ√
3εσ

σ2

rRM

[
e−
√

3
2

r−RM
σ cos

(
r −RM

2σ

)
− e−

√
3
2

r+RM
σ cos

(
r +RM

2σ

)]
+

q2

2εr

∞∑
l=1

1− η
1 + 1/l + η

(
RM

r

)2l+1

− q2

2
√

3εσ
+ uext(r).

(30)

where the external potential energy uext is given in Eq. (14).

For the spherical cell model, the free energy given in Eq. (22) reduces to

βF [ρ,Σ] ≈
∫ Rcell

RM

4πr2dr ρ(r)
[

ln ρ(r)Λd − 1
]

+

∫ Rcell

RM

4πr2dr ρ(r)βu(r)

− ε

8π

∫ Rcell

RM

4πr2dr iψ̄′l(r)φ
′(r) +

∫ Rcell

RM

4πr2dr qρ(r)iψ̄l(r) +Qiψ̄l(RM)

+
β

2

∫
drdr′Σ(r)Gs(r, r

′)Σ(r′).

(31)

Minimizing the free energy with respect to the long-wavelength field ψ̄l leads to Poisson’s equation

in spherical coordinates [cf. Eq. (24)]

ε[r2φ′(r)]′ = −4πr2qρ(r) (32)

with the boundary conditions

φ′(RM) = − Q

εR2
M

and φ′(Rcell) = 0.

The long-wavelength field is obtained from the electric potential through the relation ψ̄l = Pβφ.

The counterion density ρ(r) is related to iψ̄l through [see Eq. (26)]

ρ(r) = Λ−deγ−βu(r)−qiψ̄l(r) (33)
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The value of the chemical potential γ is determined by ensuring that the total number of counteri-

ons in the cell neutralizes the macroion charge.

Within the cell model, the pressure of the system can be obtained from the free energy by the

relation

βp = −∂(βF )

∂V
= − 1

4πR2
cell

∂(βF )

∂Rcell

. (34)

Using the expression for the free energy given in Eq. (31), we find that the pressure predicted by

the splitting theory is

βp = ρ(Rcell). (35)

Therefore, we see that the splitting theory, like the PB theory, obeys the contact value theorem,

which is exact47.

V. SIMULATION DETAILS

A. General

The Monte Carlo (MC) simulations of the four systems as defined in Section III were per-

formed in the canonical ensemble, i.e., at constant number of particles, volume, and temperature.

Each simulation involved 107 MC trial moves per counterion. The value of trial displacements

were selected differently for the four systems. Counterion distribution functions were determined

by using a histogram width of 0.01RM (464 bins). The uncertainties are smaller than the size

of the symbols used to present the simulation data in Section VI. However, in the logarithmic

plots the first points appear significantly shifted upwards owing to the very rapid density variation

at r ≈ RM . As that does not affect our conclusions, corrections of those shifts have not been

made. Statistical uncertainties were calculated using block averaging by subdividing each simula-

tion into twenty equally sized blocks. The integrated MC/molecular dynamic/Brownian dynamics

simulation package MOLSIM for molecular systems was employed48.
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B. Evaluation of the polarization energy

We have employed a novel, efficient, and accurate scheme to evaluate the polarization energy

Upol =
1

2

∑
j,k

upol(rj, rk) (36)

with upol(rj, rk) given by Eq. (15).

First, the polarization energy Upol can be expressed in several, mathematically equivalent, but

numerically different ways. Employing the simplifying notation

η ≡ ε′

ε

and

tjk ≡
Rd

rj

Rd

rk
.

we obtain:

(A) After introducing the multipole moment Qlm defined by

Qlm ≡
∑
k

qk

rl+1
k

Ylm(θk, φk), (37)

we have

Upol =
1

2ε

∞∑
l=1

l∑
m=−l

4π

2l + 1

[
1− η

1 + 1/l + η

]
R2l+1
d QlmQ

∗
lm. (38)

(B) After denoting the angle between the vectors connecting the positions rj and rk by γjk and

applying the addition theorem for spherical harmonics, we get

upol(rj, rk) =
qjqk
εRd

∞∑
l=1

[
1− η

1 + 1/l + η

]
tl+1
jk Pl(cos γjk) (39)

where Pl is the lth Legendre polynomial.
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(C) After introducing the exact expansion

1− η
1 + 1/l + η

=
1− η
1 + η

− 1− η
(1 + η)2

1

l + 1

− η(1− η)

(1 + η)2

1

(1 + 1/l + η)(1 + 1/l)

(
1

l

)2 (40)

and using the generating function of the Legendre polynomial, Eq. (39) can be re-written in

a more quickly convergent sum according to

upol(rj, rk) = u
(I)
pol(rj, rk) + u

(II)
pol (rj, rk) + u

(III)
pol (rj, rk) (41)

with

u
(I)
pol(rj, rk) =

qjqk
εRd

1− η
1 + η

tjk(1− 2tjk cos γjk + t2jk)
−1/2 (42)

u
(II)
pol (rj, rk) =

qjqk
εRd

1− η
(1 + η)2

ln
1− cos γjk

[(1− 2tjk cos γjk + t2jk)
1/2 + tjk − cos γjk]

(43)

u
(III)
pol (rj, rk) =

qjqk
εRd

1− η
(1 + η)2

η

{
− tjk −

∞∑
l=1

1

l2

[
1

1 + 1/l + η

]
tl+1
jk

1 + 1/l
Pl(cos γjk)

}
(44)

For self-terms, j = k, we have cos γkk = 1, and Eqs. (42)–(44) result to

u
(I)
pol(rk, rk) =

qjqk
εRd

1− η
1 + η

tkk
1− tkk

(45)

u
(II)
pol (rk, rk) =

qjqk
εRd

1− η
(1 + η)2

ln(1− tkk) (46)

u
(III)
pol (rk, rk) =

qjqk
εRd

1− η
(1 + η)2

η

{
− tkk −

∞∑
l=1

1

l2

[
1

1 + 1/l + η

]
tl+1
kk

1 + 1/l

}
(47)

Second, the number of mathematical operations involved in scheme (A) scales asO(N(l
′
max)2),

(B) as O(N2l
′
max), and (C) as O(N2lmax) with N being the number of counterions. This shows

that, for systems with few ions, scheme (B) is preferred over (A); the opposite holds for a large

number of ions. However, the re-expression of the sum over l in scheme (C) makes lmax � l
′
max

for the same accuracy, where l′max denotes the the largest l used in Eqs. (38) or (39) and lmax the

largest l used in Eq. (44). From the data given in Table II, we found convergence already for

lmax = 0, and hence the scaling of the polarization interaction also becomes O(N2), as for the
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Coulombic ion-ion interaction [cf. Eqs. (11) and (13)].

The polarization energy of the heterogeneous dielectric solution was evaluated using scheme

(C), i.e., Eqs. (36) and (41)–(44). Table II shows that the error of truncating Eq. (44) at lmax = 0 is

comparable with the statistical uncertainty of the simulations. Our experience is that including the

polarization energy using this scheme lengthens the MC simulations roughly by a factor of two.

The expressions given in scheme (C) are formally exact. In special case where η = 0, the

infinite series in Eq. (44) does not need to be evaluated, and the polarization energy reduces to the

closed form expression previously obtained in Ref. 23, which is exact. The approximate expression

for the polarization energy given in Eqs. (5)–(9) in Ref. 23 is related to that in scheme (C), with

the exception of: (i) an extra factor of 1 + η in Eq. (43), and (ii) the neglect of the term given by

Eq. (44).

TABLE II. Reduced electrostatic interaction energy U/[(N + 1)kBT ] a of the four systems examined by
the splitting theory and Monte Carlo simulations using different lmax.

Method Dielec. b lmax
c System

I II III IV
Theory Homo — −0.901 −13.9 −31.2 −0.847

Hetero — −0.857 −13.0 −28.1 −0.835

MC Homo — −0.8016(8) −13.2579(7) −30.260(1) −0.8089(2)

Hetero 0 −0.7496(6) −12.2856(6) −27.010(1) −0.7929(2)

Hetero 1 −0.7485(5) −12.2854(5) −27.010(1) −0.7931(2)

Hetero 2 −0.7484(6) −12.2858(6) −27.009(1) −0.7935(2)
aStatistical uncertainty (one standard deviation) in parenthesis.
b Homo: ε′ = 78.4026 and Hetero: ε′ = 1.
c Upper limit of the sum in Eq. (44).

VI. RESULTS

Properties of the four colloidal systems obtained by applying the splitting theory and by Monte

Carlo simulations will be presented together with some complementary results from the PB equa-

tion. Results of homogeneous dielectric systems will be given first and followed by results of

heterogeneous dielectric systems.
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FIG. 1. Normalized counterion number density ρ(r)/ρavg as a function of the scaled radial distance r/RM
from the center of the macroion for System I (red), System II (black), System III (green), and System IV
(blue) as obtained from the Poisson-Boltzmann theory (data from Ref. 44) (dotted curves), the splitting
theory (dashed curves), and Monte Carlo simulations (solid curves). The results of Systems I and IV of the
PB equation are identical and all data for these two systems essentially collapse on a single curve.

A. Homogeneous dielectric solution

We will here examine the case where the dielectric constant of the macroions ε′ is the same as

that of the surrounding solvent ε, i.e., ε′ = ε. Figure 1 shows the normalized counterion number

density as a function of the radial position for the four systems described in Section III and inves-

tigated using the PB theory44 (dotted curves), the splitting theory described in Section IV (dashed

curves), and Monte Carlo simulations described in Section V (solid curves). The corresponding

values of the splitting parameter σ are given in Table I for these homogeneous dielectric systems.

Table II provides the electrostatic interaction energy of the four systems.

Generally, there is an accumulation of the counterions near the macroion with the maximal

density appearing at contact r = RM (Fig. 1), arising from the attractive electrostatic macroion-

counterion interaction. In Systems I and IV, the counterion distributions deviate only moderately
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from a uniform distribution, which originates from the fact that the electrostatic coupling param-

eter Ξ is comparably small. The distribution of the counterions becomes much more nonuniform

in Systems II and III, where Ξ = 5 and 40, respectively.

The predictions of the PB theory agree well with the MC simulation data for Systems I and

IV, possessing low values of Ξ. At larger values of Ξ, the PB approximation underestimates

the accumulation of the small counterions near the macroion, leading to a density that is too

large further away. Noticeably, within the spherical cell model, the osmotic pressure is given by

βp = ρ(Rcell), so the PB approximation overestimates the osmotic pressure at large Ξ.

The length σ, entering in the splitting operator P of the splitting theory, can be interpreted

as the size of a correlation hole around each counterion. The optimal σ as a function of the

electrostatic coupling parameter Ξ is given in Fig. 2 for three different colloidal sizes RM . In the

strong-coupling limit (Ξ � 1), the dependence of the free energy of the system on the splitting

parameter is dominated by the one-body energy of the counterions [second term in Eq. (22)] and

the short-range electrostatic interaction energy of the macroion charge [last term in Eq. (22)]. The

balance between these two terms leads42,43 to the scaling relation σ ∝ Ξ−1/2 with a prefactor

basically independent of RM/lB (Fig. 2).

The splitting parameter diverges at Ξ∗ = |q|l2B/(2R2
M), which is the value of the coupling

parameter which corresponds to a macroion with Q = −q. In the limit σ → ∞, Gl = 0 and

Gs = G0, and thus the splitting theory reduces to an exact description of a macroion with a single

counterion ion, where the density profile becomes ρ(r) ∝ e−βqQ/(εr). In contrast, the PB equation

does not reduce properly to this limit, as it does not account for the discreteness of the counterions.

For this particular geometry, the PB theory does not become exact in the weak coupling limit, due

to the finite and limited number of counterions in the system. In the weak coupling limit, the

PB approximation becomes a good approximation only when the number of counterions remains

substantial, i.e., |Q/q| � 1.

Figure 3 displays the counterion number density profile at different macroion chargeQ, keeping

the macroion radius RM , macroion volume fraction φ, and the counterion charge q fixed. This is

equivalent to increasing the coupling parameter Ξ at constant Rcell/RM and RM/lB. In panel

(a), Q = 20, 40, and 100 at RM/lB = 0.702839, and in panel (b), Q = 80, 103, 104, and

105 at RM/lB = 22.4909. As the charge of the macroion is increased, the counterions become

increasingly attracted to the macroion surface. In the strong-coupling regime (Ξ � 1), we see

that there are two distinct regions in the counterion distribution: a tightly bound inner layer, and
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FIG. 2. Reduced splitting parameter σ/lB as a function of the electrostatic coupling parameter Ξ for η = 1

(solid curves) and η = 1/78.4026 (dashed curves) at Rcell/RM = 4.64 with RM/lB = 0.702839 (black
curves), RM/lB = 2.81136 (red curves), and RM/lB = 22.4909 (green curves). The solid and dashed
curves are mostly superimposed.

a diffuse outer layer. The width of the inner layer is of the order of σ. At the same value of

the coupling constant, the counterions are more closely associated to macroions of larger size (cf.

Figs. 3b and 3a). This is due to the smaller repulsions between the counterions bound to the larger

macroion because they are, on average, further apart.

B. Heterogeneous dielectric solution

Now, we assess the ability of the splitting theory to describe counterion distributions when

the macroion possesses a dielectric constant ε′ = 1, while keeping the dielectric constant of the

solvent at ε = 78.4026. The radial distribution of the counterions around the macroion for each of

the four systems examined are given in Fig. 4, as predicted by the splitting theory (lines) and by

Monte Carlo simulation (symbols), presented using a linear (left column) and logarithmic (right

column) abscissa. The corresponding data for ε′ = 78.4026 are also included.

Generally, while the maxima of the counterion distributions appear at r = RM for a homoge-
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FIG. 3. Normalized counterion number density ρ(r)/ρavg as a function of the scaled radial distance r/RM−
1 from the center of the macroion for the radii ratio Rcell/RM = 4.64 and macroion radius (a) RM/lB =

0.702839 and (b) RM/lB = 22.4909 for homogeneous (ε′ = ε) dielectric solutions. In (a), (|Q/q|, Ξ) =
(10, 10.12) (red curve), (40, 40.4873) corresponding to System III (green curve), and (100, 101.2) (blue
curve); and in (b), (|Q/q|, Ξ) = (80, 0.0791) corresponding to System IV (black curve), (103, 0.9885) (red
curve), (104, 9.885) (green curve), and (105, 98.85) (blue curve). The locations where r − RM = 3σ are
also indicated (vertical dotted lines).

neous dielectric permeability, for ε′ < ε (i) the counterion density is zero at r = RM and (ii) the

maxima appears r > RM . Observation (i) originates from the fact that the additional repulsive

potential Upol operating between the counterions and the induced polarization charges diverges at

r = Rd = RM [see Eqs. (41)–(44)], and finding (ii) results from the combination of Upol with the

attractive Coulomb macroion–counterion interaction. These principal features agree with those

found and discussed in previous publications on the same topic21–23.

In more detail, the predictions of the splitting theory agree to a very high degree with the simu-

lation data for Systems I and IV. Only at distances shorter than 0.01RM , detectable differences are

found (see right column of Fig. 4). In System II, noticeable differences are seen up to r ≈ 1.5RM
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FIG. 4. Normalized counterion number density ρ(r)/ρavg as a function of the scaled radial distance r/RM
from the center of the macroion for System I (a,b), II (c,d), III (e,f), and IV (g,h) with ε′ = ε (black) and
ε′ = 1 (red) as obtained from the splitting theory (curves) and Monte Carlo simulations (symbols). The
abscissa is on a linear scale in the left column and on a logarithmic scale in the right column. Results of the
splitting theory and Monte Carlo simulations are nearly indistinguishable in the left column.

(Figs. 4c and d). In System III, which has the strongest electrostatic coupling, the prediction of

the splitting theory is only qualitatively correct (Fig. 4e and f). It accurately predicts the location

of the peak of the counterion distribution; however, it underestimates the counterion densities at

short distances, and overestimates the density at large distances.

Similar systems have been examined recently in Ref. 49, where they develop a modified

Poisson-Boltzmann equation to account for the presence of the dielectric interface. This works
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well in the far-field region but not near the interface. When this modified PB equation is coupled

together with a theory for the strongly-correlated region near the interface, it accurately describes

the counterion density profiles simulated in the work. Interestingly, the splitting theory reduces to

their modified PB equation in the limit that σ → 0. This suggests that using a spatially varying

splitting parameter could improve the theory developed in this work, particularly the predictions

far from the macroion.

Figure 5 displays the radial counterion density profile with macroion charges as for the systems

given in Fig. 3. We see that the location of the density maxima (on a relative scale) moves closer to

the macroion surface (i) as the macroion charge increases and (ii) as the macroion size increases.

The former is due to the increased counterion–macroion Coulomb attraction, and the latter to the

decreased polarization repulsion. In the strong-coupling regime, there are also here two distinct

layers of counterions.

Finally, the variation of the value of the splitting parameter σ with the strength of the electro-

static coupling Ξ was shown in Fig. 2. The values of σ for the systems with a dielectric hetero-

geneity becomes slightly larger, but still close to those for homogeneous dielectric system. The

differences in σ increase (i) as the Bjerrum length becomes larger than the macroion radius and

(ii) as the image charge interactions becomes stronger.

VII. CONCLUSIONS

We have studied models of charged spherical colloids in salt-free solution, including cases

where the dielectric constant of the macroion interior is lower than that of the surrounding solution.

A new method for evaluating the polarization energy arising from the dielectric heterogeneity has

been developed and employed in Monte Carlo simulations of these systems. This method has been

found to converge extremely rapidly and offers great computational advantages over the previous

methods (with the exception of the just published work by dos Santos et al.23, which shares features

with the method presented here), when the number of counterions in the system is sufficiently low.

We have also assessed the accuracy of a recently developed field theory. This splitting theory

predicts counterion density profiles that compare well those from Monte Carlo simulations. That

holds even in the presence of a dielectric interface; however, the theory overestimates the pressure

and potential energy of the system. At high electrostatic couplings, the theory predicts counterion

density profiles that qualitatively divide into a two distinct regions: one strongly bound inner layer
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FIG. 5. As in Fig. 3 but for a heterogeneous (ε′ = 1 6= ε) dielectric solution.

and one diffuse outer layer. The thickness of the bound layer scales with the splitting parameter σ.
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