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ABSTRACT
Micro- and nano-scale fluid systems can behave very differ-

ently from their macro-scale counterparts. Remarkably, there is
no sufficiently accurate, computationally efficient, and — most
importantly — generally agreed fluid dynamic model that en-
capsulates all of this important behaviour. The only thing that
researchers can agree on is that the conventional Navier-Stokes
fluid equations are unable to capture the unique complexity of
these often locally non-thermodynamic-equilibrium flows. Here,
we outline recent work on developing and exploring new mod-
els for these flows, highlighting, in particular, slip flow as a
quintessential non-equilibrium (or sub-continuum) phenomenon.
We describe the successes and failures of various hydrodynamic
and molecular models in capturing the non-equilibrium flow
physics in current test applications in micro and nano engineer-
ing, including the aerodynamic drag of a sphere in a rarefied gas,
and the flow of water along carbon nanotubes.

INTRODUCTION
The set of Navier-Stokes-Fourier (NSF) equations, with no-

velocity-slip and no-temperature-jump conditions at bounding
surfaces, is the traditional model for the transfer of heat and mo-
mentum in fluid flows. While it has proven successful for flows
ranging from liquids in capillaries to the atmosphere of planets,
remarkably it can be a poor predictor when the flow system is ei-
ther very small (i.e. in micro/nano devices) or very low pressure
(e.g. high-altitude air vehicles, spacecraft re-entry), or if the pro-
cess depends on interactions at the molecular level (e.g. protein
folding). This is despite the flows being very typically laminar in

such conditions, so simpler in a conventional sense. For example,
measured gas flow rates in micro channels are typically a factor
of two larger than expected, and drag on a micro sphere is a sim-
ilar factor smaller [1]. At the nano scale, surface effects such as
hydrophobicity, wetting and electrokinetics dominate, and lead
to unexpectedly high liquid transport rates in, e.g., carbon nan-
otubes that different experimental groups not only cannot fully
explain but also fail to agree on.

These predictive failures arise from a limiting assumption
underlying conventional fluid mechanics: scale-separation —
macroscopic flow behaviour is assumed to be independent of the
microscopic dynamics of the fluid material [2]. The conventional
fluid mechanical model of near-instantaneous local equilibration
of heat and momentum throughout the fluid follows from this,
and provides a powerful tool for treating most macro scale flows.
However, scale-separation is not always guaranteed in micro and
nano scale flows: in these cases we often need to account for the
effect of the fluid’s molecular nature on the overall (macro) flow-
field. Micro- and millisecond effects are important for micro and
nano scale flows, but depend on the outcome of pico- or nanosec-
ond molecular processes [3,4]. The design of future technologies
that exploit micro and nano scale flow components will require
the ability to resolve phenomena across scales of at least 8 orders
of magnitude in space, and 10 orders of magnitude in time — a
formidable multiscale problem.

In this paper we describe some of our most recent computa-
tional and theoretical tools we are bringing to bear on this prob-
lem. We examine slip flows in microscale gas and nanoscale
liquid applications as quintessential non-equilibrium or sub-
continuum phenomena that are still not properly understood. We
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tackle gas and liquid flows alternately in this paper, because we
wish to highlight the interesting commonalities between non-
equilibrium gas and sub-continuum liquid flows at these small
scales.

Thermodynamic non-equilibrium in gases
In dilute gas flows, molecules travel in free-flight between

brief (binary) collisions with each other or bounding surfaces.
The Knudsen number, Kn, indicates the degree of scale inde-
pendence; in terms of the molecular mean-free-path, λ , and a
characteristic length scale, L, of the system (or the local gradient
of a relevant flow quantity, Q):

Kn =
λ
L
∼= λ

Q

∣
∣
∣
∣

dQ
dl

∣
∣
∣
∣
. (1)

If Kn> 0.01, physical scales are no longer clearly separated, and
non-local-equilibrium flow behaviour arises: the flow velocity at
a surface takes on a finite “slip” value, and the temperature of the
gas near the surface also differs from the surface temperature.
At higher Knthe linear NSF constitutive relations themselves be-
come inappropriate. Air flowing at atmospheric pressures in a
device with a characteristic length scale of 1μm has Kn ≈ 0.1
and will show these non-equilibrium (rarefaction) effects. Gas
flows in, e.g., micro-pumps or micro-turbines of complex geom-
etry will have a range of Kn: the NSF equations cannot, there-
fore, be expected to be generally applicable to these flows.

While a molecular-level description of the gas is available
through the classical Boltzmann equation — or other kinetic
models, such as BGK or ES-BGK — direct solution is compu-
tationally expensive. Even the cost of indirect methods, such
as the direct simulation Monte Carlo (DSMC) technique, makes
complex 3D full-field flow simulation impractical: to resolve mi-
cro flow velocities of the order of 0.01m/s in DSMC, we need
roughly 500 million statistical samples of the flowfield at any
point [2]. However, variance reduction techniques can be applied
to conventional DSMC to create a powerful and more econom-
ical method for generating molecular distributions at the most
critical points in a flow.

A computationally-efficient gas flow method, but one which
has had only modest success to date, is to establish either a Kn-
series or a Hermite polynomial approximation to the distribu-
tion function in the Boltzmann equation. To first order, i.e. for
near-equilibrium flows, both approaches yield the NSF set, but
the solution methods can be continued to second and higher or-
ders to incorporate more and more of the salient characteristics
of a non-equilibrium flow. Specifying the additional boundary
conditions required for the derived higher-moment and higher-
order extended hydrodynamic equation sets remains a critical
problem. In any case, the complexity of most of the models
(Burnett, Grad 13-moment, R13, R26, etc.) is overwhelming,

particularly when considering the only modest improvement in
accuracy they provide. While they have particular difficulty in
resolving strong non-equilibrium phenomena, e.g. the Knudsen
layer close to bounding surfaces [5, 6], they may have some use
in the “near near-equilibrium” regime [7, 8].

Thermodynamic non-equilibrium in liquids
Non-equilibrium phenomena analogous to that in gases (i.e.

slip and non-linear constitutive behaviour) dominate liquid flows
at the nanoscale. But identifying and modelling non-equilibrium
in liquids is significantly more difficult than for gases: a Knud-
sen number cannot be ascribed because liquid molecules are con-
stantly moving within each others’ potentials, and the length
scale for equilibrium breakdown is similar to that at which the
continuum-fluid model itself fails. The complexity of material-
dependent effects at interfaces cannot be treated by simple phe-
nomenological parameters or by “equivalent fluxes” [9]. Direct
molecular simulation of the liquid, however, can simultaneously
model these phenomena with minimal simplifying assumptions,
and some recent results will be presented below.

Molecular dynamics (MD) simulations calculate the inter-
molecular forces between molecules (based on their configura-
tion in space) and then integrate the classical equations of mo-
tion using the net force on each molecule. Intermolecular force
models can be empirically fitted to experimental data, or derived
from first principles. The dynamics of real molecules in collision
with real surfaces can then be investigated by accumulating the
properties of individual molecules colliding with a (rough) sur-
face lattice of molecules. The major problem again is that, like
DSMC, MD is computationally very intensive. For example, to
simulate 1 μs of water flow in a 10×20×100nm channel would
require up to 10 years on a modern PC. However, much of this
time is spent in calculating unnecessary molecular detail in parts
of the flow that are near to equilibrium [10]. Ultimately, a hybrid
framework is called for, which dynamically couples the efficient
NSF model in near-equilibrium regions to the detailed molecular
dynamics model elsewhere.

MICRO GAS FLOWS
The problem of properly defining additional boundary con-

ditions for extended hydrodynamics, as mentioned in the previ-
ous section, means that many rarefied and micro gas flow inves-
tigations are still conducted within the conventional NSF frame-
work. However, there are still issues surrounding the correct
implementation of non-equilibrium boundary conditions. To il-
lustrate, we confine our attention here to models for calculat-
ing the slip-velocity to be imposed on hydrodynamic simulations
of gas flows at solid bounding surfaces, although calculation of
the temperature-jump at surfaces also requires careful consider-
ation [11].
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While there has been recent interest in using a Langmuir
adsorption model of the gas/surface interaction to retrieve rar-
efied flow boundary conditions [12,13], for flows of Kn > 0.001
Maxwell’s phenomenological expression [14] remains the most
often-used expression for the tangential slip-velocity,�u slip:

�uslip =− (2−σ)

σ μ
λ�τ − 3

4
Pr(γ − 1)

γ p
�q , (2)

where�τ = (�in ·Π) · (1−�in�in),�q= �Q · (1−�in�in), an arrow denotes
a vector quantity, σ is the momentum accommodation coeffi-
cient (equal to one for surfaces that reflect all incident molecules
diffusely, and zero for purely specular reflection), μ is the gas
viscosity at the wall, λ is the molecular mean-free-path at the
wall, Pr is the Prandtl number, γ is the specific heat ratio, p is
the gas pressure at the wall,�in is a unit vector normal and away
from the wall, Π is the stress tensor at the wall, 1 is the identity
tensor and �Q is the heat flux vector at the wall. Equation (2) is
written in tensor form so that it is easily applicable to flows over
three-dimensional surfaces

Because equation (2) requires the viscous-stress and heat-
flux, we can choose to use the NSF constitutive expressions for
these, as Maxwell himself did. For a flow bounded by planar
surfaces (and for a perfect gas), we then obtain the conventional
equation for the magnitude of the slip-velocity tangential to the
surface, viz.

us =
(2−σ)

σ
λ

∂ux

∂n
+

3
4

μ
ρT

∂T
∂x

, (3)

where n is the coordinate normal to the wall, x is the coordinate
tangential to the wall, ux is the x-component of the gas velocity,
us is the x-component of slip velocity, and ρ , T are the density
and temperature of the gas at the wall, respectively.

While equation (3) has the advantage of simplicity, it should
be remembered that it is incorrect for simulations of gas flows
over curved or rotationally-moving surfaces, such as serpentine
bends, spheres and cylinders, and other geometries in which the
velocity normal to the surface varies in the streamwise direction
(such as deflecting flaps). In such cases, using equation (3) in-
stead of equation (2) misses out some important flow physics.

For example, Fig. 1 shows that the different boundary condi-
tions produce radically different predictions of cylindrical micro
Couette flow [15]. In this figure it is the inner cylinder that is
rotating, but independent DSMC simulations show that the high
gas velocities actually occur at the stationary outer cylinder wall.
This curious rarefaction phenomenon is only captured by hydro-
dynamic models if the full Maxwell slip equation (2) is used, not
the conventional slip equation (3). The no-slip fluid dynamic so-
lution and an independent analytical result are also shown on this
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FIGURE 1. Cylindrical Couette flow (Kn = 0.5, argon gas), non-
dimensional velocity radial profiles, comparing hydrodynamic solutions
calculated using various slip-velocity models with benchmark DSMC
data. The inner wall (at r/λ = 0) is rotating with a tangential veloc-
ity approximately a third the speed of sound relative to the outer wall
(at r/λ = 2), the momentum accommodation coefficient is 0.1. Note
the inverted velocity profile, captured by DSMC and an analytical ki-
netic theory but not by a hydrodynamic model (in this case, the NSF
equations) unless the Maxwell original slip equation (2) is implemented
properly in this curved geometry [15].

figure, for comparison. (Note that, for this flow system, differ-
ences in the results caused by using different boundary condition
models are accentuated by the artificially low momentum accom-
modation coefficient.)

The conventional slip-velocity expression (3) is 1st-order in
flow property gradients, but 2nd-order slip conditions have been
proposed to account for the effect of Knudsen layers. The Knud-
sen layer is the region close to a solid surface over which the
discontinuity introduced into the molecular distribution function
by gas/surface interactions (with a surface usually modelled as a
Maxwellian emitter) relaxes back to its bulk flow characteristic.
This usually occurs over one or two mean-free-paths. Both mo-
mentum and thermal Knudsen layers occur generally in flows.
While they exist close to surfaces in any gas flow, they only be-
come important at the micro scale; in fact, for Kn > 0.1 they
dominate the flow behaviour. Hydrodynamic models based on
linear departures from local thermodynamic equilibrium, such
as the NSF equations, cannot capture the non-linear Knudsen
layer behaviour. Boundary conditions for the NSF equations
can be set to compensate for the existence of a Knudsen layer
through changing the magnitude of the slip-velocity, but they do
not model the Knudsen layer structure itself.

A 2nd-order boundary condition formulation calculates a
different magnitude for the slip-velocity (sometimes called a ‘fic-
titious’ slip-velocity) in an attempt to capture the increase in
mass flowrates observed at higher Kn, but it cannot alter the
near-wall stress/strain-rate (constitutive) behaviour which char-
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acterises the Knudsen layer.
The general form of these 2nd-order conditions is, for planar

surfaces,

us = A1λ
∂ux

∂n
−A2λ 2 ∂ 2ux

∂n2 , (4)

where we have also now assumed there is no heat flux along the
surface. The values to be assigned to the coefficients A1 and A2

are still the subject of much discussion, and are in any case likely
to be geometry-dependent [16].

While the form of equation (4) has been proposed because
researchers wish to account for any unevaluated 2nd-order con-
tributions to the slip-velocity, the original Maxwell slip condi-
tion (2) was proposed from physical considerations. Inspection
of this equation, and its original derivation [14], shows that there
is no a priori restriction on the expressions for the stress or heat-
flux that it requires. While Maxwell used the NSF model, we
are free to use another constitutive model; in [15] the Burnett
extended hydrodynamic expression for the viscous-stress was
used to derive a linearised ‘Maxwell-Burnett’ boundary condi-
tion, which is formally 2nd-order in space and stable in its so-
lution. Expressing this new boundary condition in the form of
equation (4) allows its coefficients A1 and A2 to be calculated:
for a monatomic gas, A1 = 1.0, A2 = 0.19; for a diatomic gas,
A1 = 1.0, A2 = 0.145 [16]. These values are generally in line
with many of the other coefficient values proposed from theoret-
ical or experimental considerations.

While the general problems with the Burnett equations are
well-known, the justification for using them in this new 2nd-
order boundary condition is that they may at least be better ap-
proximations than the NSF model for the non-equilibrium stress
and heat-flux close to a surface. In fact, in [15] it was shown
that the new Maxwell-Burnett boundary condition, applied with
a conventional NSF hydrodynamic model for the bulk flow, gen-
erates a thermal-stress slip flow (as distinct from a thermal creep
flow) when there is a tangential variation in the wall-normal tem-
perature gradient. While this flow behaviour cannot be captured
by Maxwell’s boundary condition with an NSF model for the
shear stress, its existence can be deduced from kinetic theory ar-
guments.

The Maxwell-Burnett boundary condition has the advantage
of relative simplicity because the Burnett equations provide an
explicit expression for the viscous-stress, but in principle R13,
R26 or other extended constitutive models with equation (2)
would also be possible, and may shed new light on slip flows.

The NSF equations with slip boundary conditions are a sur-
prisingly reasonable, as well as computationally-efficient, model
in many micro gas flow cases. They should not be abandoned
lightly in favour of far more complex extended hydrodynamic
models. However, modifications to the NSF model can be made

to incorporate some of the essential non-equilibrium behaviour
near solid surfaces. While some accuracy (relative to extended
hydrodynamics proper) is sacrificed in favour of ease of appli-
cation, a major advantage of this approach to modelling non-
equilibrium flows is that no additional boundary conditions be-
yond the slip/jump conditions outlined above are required.

This approach has been termed ‘phenomenological extended
hydrodynamics’ (PEH). Borrowing an idea from the macroscale
turbulence modelling community, PEH comprises a constitutive
scaling of the NSF equations that depends on distance to a nearby
solid surface. The physical basis for this constitutive scaling can
be traced to the work of Stops [17], who demonstrated that the
molecular mean-free-path of a gas is foreshortened (in compar-
ison to its bulk flow value) close to an immovable solid sur-
face. See also [18] for more recent work in this field. As the
mean-free-path can be directly related to the viscosity and ther-
mal conductivity of the gas, the fluid properties and behaviour of
the gas some one to two mean-free-paths from a surface (i.e. in
the Knudsen layer) are therefore expected to be different to those
in the bulk flow.

Some of the most recent work in this field focuses on de-
veloping relatively simple analytical forms of the mean-free-path
variation close to surfaces, from which non-linear constitutive re-
lations can be straightforwardly derived. These modified NSF re-
lations incorporate wall-distance scaling functions derived from
planar kinetic theoretical results [1]. For example, for isothermal
cases this scaling acts to change the form of the 3D low-speed
steady-state incompressible NSF momentum equation to:

∇p = 2μ∇ · (Φ∇U) = μΦ∇2U + 2μ∇Φ ·∇U , (5)

where U is the gas flow velocity and ∇U = [∇U + (∇U)T]/2.
The near-surface scaling function Φ in this equation is given by

Φ = [1+Ψ1(n̂)+KΨ2(n̂)]
−1 , (6)

where n̂ is the perpendicular distance (nondimensionalised with
λ ) from the nearest wall surface [1].

Drawing on theoretical solutions of the Boltzmann equation
for hard-sphere molecules, a power-law structure is an appropri-
ate model of the inner part of the momentum Knudsen layer, with
the consequence that the viscosity of the gas closest to the solid
surface is effectively zero. This means that the test functions
Ψi(n̂) in equation (6) are of the form:

Ψi(n̂) = ain̂
bi exp{cin̂} , (7)

and ai, bi and ci are coefficients that are determined once by op-
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timisation from benchmark kinetic theory solutions to be:

a1 = 0.1859, b1 =−0.4640, c1 =−0.7902; (8)

a2 = 0.4205, b2 =−0.3518, c2 =−0.4521 .

The flow-dependent variable, K, in equation (6) is in essence a
form of local Knudsen number, and is introduced to provide a
2nd-order component to the constitutive scaling:

K =
1
τ

dτ
dn̂

, (9)

where the shear stress here, τ =�ix̂ · (�in̂ ·Π), has�in̂ a unit vector
in the wall-normal direction and �ix̂ a unit vector perpendicular
to�in̂ in a direction that gives maximum τ . This PEH model as
a whole can indirectly (although will not necessarily) affect the
shear stress field, which in turn will alter K, producing a weak
coupling effect.

PEH equations are generally easy to incorporate into current
computational fluid dynamics numerical codes and, despite their
simplicity, their solutions are often in excellent agreement with
a range of planar gas flow data (including Couette and Poiseuille
flows). Perhaps surprisingly, given that the coefficients (8) for the
test-functions are derived from planar kinetic theory results, PEH
also shows good agreement in non-planar gas flow problems,
such as the flow around a micro-sphere (see Fig. 2) [1]. It even
shows moderate success when applied to high-speed thermal rar-
efied gas flows, e.g. in hypersonic aerothermodynamics [19], de-
spite having mainly been derived for isothermal micro flows. In
the form of effective mean-free-path models, near-wall scaling is
also being introduced into lattice Boltzmann methods [16]. This
seems to indicate a useful generality to the PEH technique which
is worth exploring further.

While PEH offers some exciting new possibilities, and
shows an ability to capture some essential features of non-
equilibrium flows at the micro scale, it cannot be as accurate
— in terms of recovering the detailed flow behaviour — as a
comprehensive numerical or theoretical model based on the fun-
damental physics. For example, the simple wall-distance scal-
ing models described above do not currently capture the bimodal
temperature profile that is a prominent feature of force-driven
Poiseuille flow. However, our view is that PEH fits into a hi-
erarchy or ‘spectrum’ of simulation tools which the scientist or
engineer can deploy on micro- or nano-flow problems, depend-
ing on the accuracy required of the result and the time allowed to
achieve it.

At one end of this spectrum lie molecular techniques (such
as DSMC), which produce very accurate results but are com-
putationally expensive. At the other end of the spectrum lies
the conventional NSF model, whose numerical solution for near-
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FIGURE 2. Flow around a sphere at various Kn, normalized drag
force, comparing predictions using the near-wall constitutive scaling
model of [1] with, as noted, Basset’s classical slip solution, Cercignani’s
2nd-order slip solution, BGK kinetic theory results, and experimental
data. Of the hydrodynamic predictions shown, PEH shows by far the
best agreement with experiment and kinetic theory up to Knudsen num-
bers beyond 0.5.

equilibrium engineering problems is now commonplace. Ex-
tended hydrodynamics lies between these two limits, with PEH
lying towards the latter limit. Each method has its role and does
not exclude any other, because each increases the choice of tools
we can bring to bear on a particular flow problem.

NANO LIQUID FLOWS
Slipping transport is also characteristic of water at the

nanoscale. Recent experiments [20–22] and molecular dynam-
ics (MD) simulations [23–26] have shown that water flows along
carbon nanotubes (CNTs) at unexpectedly high rates. For CNTs
of diameters below 1.66nm, the flow is ‘non-continuum’: the
problem cannot be described using conventional continuum fluid
mechanics even with modifications to the viscosity and slip
boundary conditions [27]. Unlike the gas problems of the pre-
vious section — where reasonable solutions are obtainable by
augmenting the correct slip boundary condition with a modified
shear-stress/strain-rate relationship in the fluid close to a surface
— the truly atomistic liquid transport problem requires a molec-
ular dynamics simulation method.

Simulations of very small diameter CNTs show that the fluid
forms single-file water molecule ‘chains’, where the movement
of molecules is highly correlated and the water dipole moment is
oriented in the direction of the flow [28]. This flow behaviour is
not, however, observed in larger diameter CNTs: bulk-like flow
structures are more typical. The flow rate decreases with de-
creasing CNT diameter, before increasing when approaching the
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smallest diameters penetrable by water [23].
A single-walled CNT is essentially a sheet of graphene,

rolled-up to form a cylinder or pipe; its morphology and diame-
ter are specified by its chirality, generally expressed as a vector
(n,m) that defines the position of the matched carbon rings during
the roll-up. Previous studies have shown that there is no corre-
lation between the CNT chirality and the internal fluid structure
at CNT diameters below 1.66nm [23] therefore CNTs with dif-
ferent chiralities but the same diameter should produce similar
results. In this paper we present our investigations of pressure-
driven water flow through (7,7) CNTs, which have a diameter of
0.95nm.

Molecular dynamics simulations
Our MD simulations were performed using mdFoam [3, 4,

10], a parallelised non-equilibrium molecular dynamics solver,
that is open-source and available to download from the Open-
FOAM website [29]. The motion of molecules in an MD simu-
lation is governed by Newton’s second law, and the equations of
motion are integrated using the Verlet leapfrog scheme. A time-
step of 1fs is used in all the following simulations.

The rigid TIP4P water model is used, which consists of a
Lennard-Jones (LJ) interaction potential at the oxygen atom site
(O), positive Coulomb charges at the two hydrogen sites (H) and
a negative charge at a site M, located a small distance away from
O. The O-O LJ interactions use the following parameters: σOO =
3.154 Å and εOO = 0.6502 kJ mol−1. The electrostatic point
charge values for water are -0.8476e and +0.4238e for the M
and hydrogen sites, respectively. The carbon-water interaction is
solely represented by a carbon-oxygen Lennard-Jones potential
using the following parameters: σCO = 3.19 Å and εCO = 0.392
kJ mol−1 [30]. Electrostatic and Lennard-Jones interactions are
smoothly truncated at 1.0nm.

The configuration of our pressure-driven flow simulation do-
main is shown in Fig. 3. Two graphene sheets are positioned at
the inlet and outlet of the CNT to form a simplified membrane
representation. The CNT and graphene sheets are modelled as
rigid structures to speed up the MD runs. Periodic boundary
conditions are employed in the y- and z-directions, while non-
periodic boundary conditions are applied in the x-direction: the
left-hand boundary is a specular-reflective wall, while the right-
hand boundary deletes molecules upon collision. The wall helps
control the fluid pressure and density upstream while the dele-
tion patch creates an “open” system. We applied a pressure dif-
ference of 200MPa across the membrane in all our simulations;
such a large pressure difference is required to view the dynamics
of the simulation over a shorter time period due to the large com-
putational cost associated with MD. Berendsen thermostats are
applied to both fluid reservoirs to maintain a constant tempera-
ture of 298K and eliminate the contribution of any temperature
gradients to the fluid transport. The fluid is not controlled inside

the CNT so as not to disturb the dynamics of the contained water
molecules.

The upstream pressure is controlled using a proportional-
integral-derivative (PID) control feedback loop algorithm, simi-
lar to that used in [3], in addition to adaptive control of mass-flux
at the inlet. An external force is distributed over all molecules
which reside in control zone 1 to create the required pressure
in the neighbouring sampling region, see Fig. 3. The required
external force is calculated using three separate components: a
proportional term, an integral term, and a derivative term. This
type of technique is commonly used in modern feedback control
systems.

A mass flux of water molecules is imposed at the inlet of the
system in order to compensate for those molecules that leave the
system, and to keep the upstream reservoir in a steady thermo-
dynamic state. Our numerical implementation controls density
adaptively in the inlet control zone: the target mass density in
the control zone is set to the measured fluid density in the sam-
pling region, because the pressure and temperature of the fluid in
this region are set at the desired values. The pressure control pro-
cess helps establish a steady, homogeneous density distribution
because it forces molecules in and out of the control zone.

For molecule insertions, the USHER algorithm [31] is used,
which searches for a site within the potential energy landscape
via a steepest-descent iteration scheme. A molecule is inserted if
the potential energy is equal to the cell-averaged potential energy.
In this way, the algorithm ensures that the inserted molecule does
not overlap with existing water molecules, nor does the local po-
tential energy or temperature change after insertions/deletions.
For deletion, the candidate molecule is chosen with its potential
energy closest to the cell-averaged potential energy. Momen-
tum and energy conservation steps are also performed after a
molecule is inserted/deleted by distributing the added/removed
momentum to neighbouring molecules, and updating the pair-
forces.

The downstream pressure is controlled using a pressure-flux
technique, which applies to all molecules in control zone 2 an
external force that corresponds to the target pressure. By control-
ling pressure in this way, it creates an “open” boundary allowing
a fluid flux to pass through the system [32]. A key advantage
of our pressure control techniques is that the required reservoir
pressures can be applied explicitly.

We investigate four different CNT lengths: 2.5, 5.0, 12.5,
and 25nm. Initially the CNT is closed while the reservoirs are
filled with water molecules and equilibrated to the correct con-
ditions. After this initial equilibration, the CNT is opened and
allowed to fill naturally. The system is then allowed to run for
250ps before averaging of properties is performed. The same
reservoir conditions are adopted in each simulation run.
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FIGURE 3. Domain for the molecular dynamics simulation of water transport in a carbon nanotube.

FIGURE 4. Molecular dynamics simulation of water molecules (red
and white) transported through a short (7,7) carbon nanotube (green
lines), shown in cutaway, that is fixed between two graphene mem-
branes (thin gold lines). The water is moving from an upstream to a
downstream reservoir.

Fluid flow rate
As the fluid flow is non-continuum, the net flow rate is mea-

sured by averaging the number of molecules which cross five
faces at different positions inside each CNT over a prescribed
time period. The net flow rate for the 2.5nm long CNT measured
over a 3ns time-period is shown in Fig. 5; each point on this
graph is an average of 50,000 time steps. The flow rate fluctu-
ates over a very short time period, reaching a maximum positive
flow rate of 120 molecules/ns and a maximum negative value of
100 molecules/ns. The average flow rate is 32 molecules/ns in
the positive direction, which gives an average mass flow rate of
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FIGURE 5. Flow rate through 2.5nm long CNT under 200 MPa pres-
sure difference.

9.57×10−16kg/s. This value can be compared to the continuum
flow rate calculated using the no-slip Poiseuille flow relation:

ṁ =
πr4ρΔP

8μL
, (10)

where r is the radius of the CNT, ΔP is the pressure difference,
ρ is the density, μ is the dynamic viscosity, and L is the CNT
length. The radius used here is half of the carbon to carbon di-
ameter less σCO. Using bulk properties for ρ and μ at 298K, the
flow enhancement factor, i.e. the ratio of the measured mass flow
rate to the continuum prediction, is calculated to be 40.

The dynamic behaviour of the fluid in the CNT can also
be seen in the individual water molecule trajectories. Figure 6
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shows the axial trajectories of four water molecules, selected
with different starting positions, as they pass through the CNT.
The molecules can be seen to have both forwards and backwards
motion.

The average net flow rate and flow velocity for the different
nanotube lengths under the same applied pressure difference are
shown in Fig. 7 and Fig. 8, respectively; each value was averaged
over 1ns (106 time steps). As the CNT length increases, both the
flow rate and velocity decrease before increasing for the longest
CNT. While there is a reduction of flow rate and velocity, the flow
enhancement values increase to 71, 126, and 353 for the 5nm,
12.5nm and the 25nm lengths, respectively. This extraordinary
non-continuum behaviour may be connected to the internal fluid
structure, which is now described.
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FIGURE 8. Variation of water flow velocity with CNT length under
200MPa pressure difference.

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 0  0.1  0.2  0.3  0.4  0.5

N
or

m
al

is
ed

 D
en

si
ty

Radius (nm)

2.5 nm Long CNT
5 nm Long CNT

12.5 nm Long CNT
25 nm Long CNT

Bulk

FIGURE 9. Water molecule radial density distributions, normalised
with the reservoir density, for CNTs with different lengths. The average
was performed over the entire length of the CNT. The vertical dashed
line indicates the position of the CNT surface.

Radial density
The fluid structure within the CNTs is investigated by mea-

suring the mean radial density. 300 cylindrical bins of equal vol-
ume and fixed length Lb are centred radially inside the CNT. The
density within each bin is measured by summing the mass of the
molecules contained over a specified period of time and dividing
it by the bin length Lb and the number of averaging time-steps.
The radial densities are measured at the inlet, centre, and outlet
of each CNT, and over their entire lengths. Figure 9 shows that
water contained within each CNT forms tightly packed cylindri-
cal shells, whose densities are dependent upon CNT length. The
density of water in the longer CNTs is greater than that of the
shorter CNTs, with the 25nm long CNT having a maximum of
almost 3.5 times that of the reservoir density. The distance be-
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FIGURE 10. Water molecule radial density distributions normalised with the reservoir density at different locations along: a) 2.5nm long CNT and
b) 25nm long CNT. The vertical dashed lines indicate the position of the CNT surfaces.

tween the peak density of the cylindrical shells and the CNT sur-
face corresponds to the interaction length of the Lennard-Jones
potential between the carbon and oxygen atoms, σCO.

Figure 10 shows how the radial density distribution varies at
different positions along both the 2.5nm and 25nm CNTs. Both
results show that the fluid structure is not uniform along either
CNT. The density profiles are comparable at the inlet and outlet
of each CNT which is expected since they are both connected to
fluid reservoirs under identical conditions. However the density
profiles measured at the centre of each CNT vary substantially:
the density at the centre of the 25nm long CNT is much higher
than that of the 2.5nm CNT. This indicates that the structure of
the transported water is able to “develop” in longer CNTs i.e.
CNTs with greater lengths optimise fluid structuring for signifi-
cant flow rate enhancements.

CONCLUSIONS
The 21st century engineer will have to get used to counter-

intuitive fluid flow behaviour at the micro- and nanoscale that has
previously been the preserve of the physicist or physical chemist.
Non-equilibrium/non-continuum behaviour is a major feature of
both micro gas flows and nano liquid flows. In the case of slip,
unless the correct model is used widely inaccurate results are
obtained. In both cases, slip is not only a surface phenomenon
— it extends into a gas flow as Knudsen layers, and into a liquid
flow to structure the molecules nearby.

The example of water flow in CNTs is, perhaps, most in-
structive. It is first of all surprising that water molecules will
enter and fill up such a narrow and hydrophobic tube, but molec-
ular dynamics simulations show that filled CNTs are energet-
ically preferred, because the CNT acts to structure the water
molecules for the lowest potential energy. Water molecules in-
side a (7,7) CNT, which has a diameter of 0.95 nanometers, are
organised in a tightly packed cylindrical shell, with densities

reaching nearly four times that of the water outside the CNT.
Our simulations show that, for the same pressure difference ap-
plied from end to end, longer CNTs have flow enhancements pro-
gressively above continuum expectations — most likely because
longer CNTs act to structure the encapsulated water even more
efficiently, and with greater densities. In smaller (6,6) CNTs, the
water molecules even arrange themselves in single-file. It is as
chains of molecules, suspended by intermolecular forces in the
centre of the nanotube, that water is transported nearly friction-
lessly along it. Conventional hydrodynamics, even incorporating
a fluid/surface slip condition, cannot hope to capture such be-
haviour.
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