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Abstract

In this paper we present a finite difference method for solving two-dimensional viscoelastic

unsteady free surface flows governed by the single equation version of the eXtended Pom-

Pom (XPP) model. The momentum equations are solved by a projection method which

uncouples the velocity and pressure fields. We are interested in low Reynolds number flows

and, to enhance the stability of the numerical method, an implicit technique for computing

the pressure condition on the free surface is employed. This strategy is invoked to solve

the governing equations within a Marker-and-Cell type approach while simultaneously

calculating the correct normal stress condition on the free surface. The numerical code is

validated by performing mesh refinement on a two-dimensional channel flow. Numerical

results include an investigation of the influence of the parameters of the XPP equation

on the extrudate swelling ratio and the simulation of the Barus effect for XPP fluids.
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1. Introduction

A quantitative understanding of polymeric flows is essential for many industrial pro-

cesses. Thus, considerable effort has gone into the development of codes for the large array

of complex constitutive models. An important early review of the numerical simulation of

viscoelastic flows appeared in 1984 (Crochet et al. [21]); Owens and Phillips [42] brought

together more recent advances while a collection of interesting problems were addressed

by Walters and Webster [70].

Many codes based on a variety of numerical methods have been developed for rhe-

ological flows: finite element method (e.g. [14, 15, 24, 26, 32, 33, 34]); finite volume

methods (e.g. [4, 41, 46, 47, 67, 71]); finite difference methods (e.g. [16, 22, 62]); and

mixed finite volume and finite element methods (e.g. [1, 2, 51, 69]). These authors have

restricted themselves to confined flow: less has been done for free surface flows although

the Oldroyd B and the Upper-Convected Maxwell models of viscoelastic flows can be

found in, for instance, [12, 25, 43]. Nonetheless, not a great deal of work would appear

to have been done in developing numerical methods for an important class of polymeric

flows characterized by the Pom-Pom constitutive relationship, at least not for free sur-

face flow problems. This model was originally proposed by McLeish and Larson [35] and

applied by Inkson et al. [30] to model low density polyethylene melts in elongational

and shear flows. It was used by Bishko et al. [11] to numerically study the transient

flow of branched polymer melts in a planar 4:1 contraction. The original model suffered

from certain weakness, for instance, discontinuous steady state solutions and unrealistic

zero normal stress differences. To overcome these difficulties, Verbeeten et al. [64] pro-

posed the improved Pom-Pom model (see also [18, 49, 54]). This improved formulation

was called the eXtended Pom-Pom model (XPP) and various numerical methods have

been suggested. In [65], the authors employed a finite element method to investigate

low-density polyethylene melts using the XPP model. Following on from this, Verbeeten

et al. [66] used the XPP model to solve planar contraction flow while Aboubacar et al. [3]

applied the model to solve Poiseuille flow in a channel. A three-dimensional contraction

flow using the multi-mode XPP model was treated by Sirakov et al. [52] while van Os
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and Phillips [63] considered the flow of the XPP fluid past a cylinder using a spectral

element approach. Aguayo et al. [6] investigated 4:1 planar contraction flow using the

XPP model; and in [5] he considered rounded-corner contraction. Recently, Inkson et al.

[31] solved the models of XPP type using the spectral element method. Most recently,

Russo and Phillips [50] studied extrudate swell behaviour of branched polymer melts using

the multi-mode extended Pom-Pom model. A spectral element scheme was employed in

space, while the temporal discretisation used a second-order operator-integration-factor

splitting scheme. The paper provides a clear and balanced overview of the subject. In

summary, some numerical techniques have been successfully applied to solve viscoelastic

flows using the Pom-Pom model. However, the simulation of free surface viscoelastic flows

using the Pom-Pom constitutive model has received relatively little attention.

This paper is concerned with the development of an implicit finite difference algorithm

capable of efficiently solving complex free surface flows using the single equation of the

XPP model. The methodology extends previous work (see Oishi et al. [38, 39]) for

Newtonian free surface flows. The algorithm is described in some detail and partially

validated by solving channel flow on a sequence of decreasing meshes. The paper then

considers the influence of various parameters that characterize the model on the swelling

ratio. Finally, we apply the code to simulate the Barus effect of XPP fluids.

2. Mathematical formulation

The governing equations for incompressible flows are the conservation of mass and

momentum which can be written as

∇ · u = 0, (1)

ρ
(∂u
∂t

+ ∇ · (uu)
)

= −∇p+ ∇ · τ + ρg, (2)

where u is the velocity vector, t is the time, p is the pressure, ρ is the fluid density, g

is the gravity field and τ is the extra-stress tensor which is defined by an appropriate

constitutive equation characterizing the fluid model.
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In this work we are interested in simulating fluid flows that obey the single eXtended

Pom-Pom (XPP) constitutive equation given by

f (λ, τ ) τ + λ1
∇
τ +G0 (f (λ, τ ) − 1) I +

α

G0
(τ · τ ) = 2µPD, (3)

where D is the rate of deformation tensor

D =
1

2

[
(∇u) + (∇u)T

]
, (4)

and the function f(λ, τ ) is defined by

f(λ, τ ) = 2
λ1

λ2

eQ0(λ−1)

(
1 − 1

λ

)
+

1

λ2

[
1 − α

3G2
0

tr (τ · τ )

]
. (5)

The parameter λ is given by

λ =

√
1 +

1

3G0

tr (τ ); (6)

it is the backbone stretch (that is, it is directly coupled to the polymeric contribution in

the XPP model). The upper convected derivative of a tensor τ is defined by

∇
τ =

∂τ

∂t
+ ∇ · (uτ ) −

[
(∇u) · τ + τ · (∇u)T

]
. (7)

Thus, the polymeric tensor τ is defined by equations (3)-(7).

The temporal constants of this model are λ1 and λ2 being, respectively, the orientation

and backbone stretch relaxation times [3]. Moreover, µP = G0λ1 and QQ0 = 2, where G0

is the linear relaxation modulus and Q is the number of arms at the backbone extremity

of the Pom-Pom molecule. Additionally, the total viscosity of the fluid is given by µ =

µS+µP (solvent and polymeric viscosities, respectively) while the parameter α controls the

anisotropic drag: the model predicts a non-zero second normal stress difference provided

α 6= 0. To solve (1) and (2) it is usual to employ the so called EVSS transformation [48]

which consists of decomposing the extra-stress tensor into a sum of a Newtonian and a

polymeric tensor as follows

τ = 2µSD + T, (8)

where µS is a solvent viscosity, T is a non-Newtonian extra-stress tensor characterizing

the fluid model. Introducing equation (8) into equations (2), (3), (5), (6) and (7) we
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obtain the transformed equations which are, upon nondimensionalization,

∂u

∂t
+ ∇ · (uu) = −∇p +

β

Re
∇2u+∇ · T +

1

Fr2
g, (9)

∂T

∂t
+ ∇ · (uT) −

[
(∇u) · T + T · (∇u)T

]
=2ξD− 1

We

{
f (λ,T)T

+ ξ [f (λ,T) − 1] I +
α

ξ
T ·T

}
,

(10)

f(λ,T) =
2

γ

(
1 − 1

λ

)
eQ0(λ−1) +

1

λ2

[
1 − α

3ξ2
tr (T ·T)

]
, (11)

λ =

√
1 +

1

3ξ
|tr (T)|, (12)

where

ξ = (1 − β) (ReWe)−1 . (13)

In these equations, the dimensionless numbers are

Re =
ρLU

µ
, We =

λ1U

L
, Fr =

U√
gL

, β =
µS

µ
, γ =

λ2

λ1
. (14)

The symbols Re, We and Fr represent the Reynolds, Weissenberg and Froude numbers,

respectively. These non-dimensional equations were obtained by using the following scal-

ing variables: length (L), velocity (U) and gravity (g). In dimensionless form, the mass

conservation equation (1) remains unchanged.

One feature of this fluid model is that both the Oldroyd-B and the UCM models

emerge as special cases. Indeed, by taking the function f(λ, τ ) = 1 and α = 0 in equation

(10) the Oldroyd-B model is recovered and if, in addition, we select β = 0 in (13) then

the UCM model is obtained.

Thus one sees that in order to simulate the flow of a XPP fluid one needs to be able

to solve the mass conservation equation (1) together with equations (9)-(12) subject to

appropriate initial and boundary conditions.

2.1. Initial and boundary conditions

In this work we considered four types of boundaries: prescribed inflows, outflows, rigid

walls and moving free surfaces. The velocity, prescribed at an inflow, is given by

u = uinflow , (15)
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while at an outflow the homogeneous Neumann condition is employed, namely,

∂u

∂n
= 0, (16)

where n represents the direction of the outflow.

On the solid stationary walls, the no-slip condition is used (u = 0). On the moving

free surfaces, surface tension forces are neglected so that the correct boundary conditions

are (see Batchelor [9], page 153):

nT · σ · n = 0, (17)

mT · σ · n = 0, (18)

where σ = −pI + 2 β

Re
D + T is the dimensionless total stress tensor and n and m are, re-

spectively, unit normal and the tangential vectors to the free surface. For two-dimensional

Cartesian flows, we take n = (nx, ny)
T and m = (−ny, nx)

T so that conditions (17) and

(18) can be rewritten as

p− 2β

Re

[
nxny

(
∂u

∂y
+
∂v

∂x

)
+ n2

x

∂u

∂x
+ n2

y

∂v

∂y

]
= n2

xT
xx + 2nxnyT

xy + n2
yT

yy, (19)

2nxny

(
∂v

∂y
− ∂u

∂x

)
+

(
n2

x − n2
y

) (
∂u

∂y
+
∂v

∂x

)
=
Re

β

[
nxny (T xx − T yy)

+
(
n2

y − n2
x

)
T xy

]
,

(20)

with obvious notation.

3. Numerical method

The numerical method used to obtain the solution of the governing equations is based

on the Simplified-Marker-And-Cell formulation [8] (see also [28]) and employs the finite

difference method on a staggered grid. Figure 1(a) illustrates an example of a two-

dimensional staggered cell where the velocity components are stored in the middle of the

cell faces while the other variables, represented by the variable φ, are positioned at the

cell centre.

In this work we shall treat flows with moving free surfaces so that a scheme to track

the moving free surface and the fluid region is employed. For this, the cells in the mesh

are classified as follows (for more details see Tomé and McKee [56]):
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(a) (b)

Figure 1: (a) Discrete variables in a staggered cell (i, j) and (b) illustration of cell type classification

used.

• EMPTY (E): cells that do not contain fluid;

• FULL (F): cells that contain fluid and do not have any face in contact with E cell

faces;

• SURFACE (S): cells that contain fluid and have one or more faces in contact with

E cell faces;

• INFLOW (I): cells that define an inflow;

• OUTFLOW (O): cells that define an outflow;

• BOUNDARY (B): cells that define the position and location of rigid walls.

This cell classification scheme facilitates the application of the different boundary condi-

tions. Figure 1(b) illustrates this classification for a given instant of time. In this Figure,

for clarity, the E cells are represented by blank cells.

For the application of the boundary conditions at the free surface we follow the ideas

of Tome and McKee [56]. We assume that the mesh is sufficiently fine so that the free

surface can be locally approximated by a linear suface which can be horizontal or vertical

or 45o sloped. An example of such surfaces is shown in Figure 2.
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(a) (b)

Figure 2: Free surface intercepting two opposite faces (a) and two adjacent faces (b) of a S cell. In the

case (a), ~n is assumed to be parallel to one of the coordinated axis, and we select ~n = (0, 1)T . For the

case described in (b), the normal vector ~n is assumed to be at an angle of 45o with the coordinate axes,

and we select ~n = ( 1√
2
, 1√

2
)T .

The momentum equation (9) together with the mass conservation equation (1) are

solved by a projection method to uncouple the velocity and pressure fields. The projec-

tion method was originally proposed by Chorin [17], and several modifications have been

presented in the literature (e.g. [13], [27] among many others). However, there are only

a few papers dealing with free surface flows, for instance, [39], [45], [68]. In this paper,

we extend some ideas presented by Oishi et al. [39] for Newtonian free surface flows and

apply these to the solution of the XPP model.

In many applications involving the flow of polymers, the Reynolds number is typically

small (Re < 1), at least in parts of the spatial domain. Therefore, to avoid the parabolic

stability restriction inherent in explicit schemes, the momentum equation (9) is integrated

implicitly in time by the Crank-Nicolson method. In this case, the Navier-Stokes equations

(9) and (1) may be rewritten as

u(n+1) − u(n)

δt
+ ∇ · (uu)(n) + ∇p(n+1) =

β

2Re

[
∇2u(n+1) + ∇2u(n)

]

+ ∇ · T(n+ 1

2
) +

1

Fr2
g,

(21)
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and

∇ · u(n+1)=0, (22)

where the term ∇ · T(n+ 1

2
) is treated as a source term and is calculated by

∇ · T(n+ 1

2
) =

1

2

[
∇ · T(n) + ∇ · T(n+1)

]
. (23)

The tensor T
(n+1)

is obtained by solving a hyperbolic equation using a Runge-Kutta

method that will be described in Section 3.2. From now on, the upper indices (n) and

(n+ 1) denote the fields at times t = tn and t = tn + δt, respectively.

The projection method based on the Helmholtz-Hodge decomposition (see [23]) states

that every smooth vector field can be decomposed as a sum of a gradient and a divergence-

free vector field, i.e.,

ũ(n+1) = u(n+1) + ∇ψ(n+1). (24)

To obtain the intermediate velocity ũ(n+1), we approximate p(n+1) by p(n) in equation (21)

and calculate ũ(n+1) from

ũ(n+1) − u(n)

δt
+ ∇ · (uu)(n) + ∇p(n) =

β

2Re

[
∇2ũ(n+1) + ∇2u(n)

]

+ ∇ ·T(n+ 1

2
) +

1

Fr2
g.

(25)

The boundary conditions for ũ are the same as those imposed on u. To enhance the

stability of the Crank-Nicolson method the boundary conditions on rigid walls are dealt

with implicitly (see Oishi et al. [40]).

Once ũ(n+1) has been obtained we take the divergence of (24) and, upon imposing

mass conservation on u(n+1), we obtain the following Poisson equation for ψ(n+1)

∇2ψ(n+1) = ∇ · ũ(n+1). (26)

The boundary conditions required for solving this Poisson equation are the homogeneous

Neumann boundary conditions for rigid walls and inflows while homogeneous Dirichlet

conditions are applied at outflows (see Tome and McKee [56]). The equations for ψ(n+1)

on the free surface will be discussed in the Section 3.1.
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Having solved the Poisson equation (26) for ψ(n+1), the final velocity u(n+1) is obtained

from equation (24). The pressure is then computed by introducing (24) into (25) and, by

comparing it with equation (21), we obtain the following equation

p(n+1) = p(n) +
ψ(n+1)

δt
− β

2Re
∇2ψ(n+1). (27)

Once u(n+1) and p(n+1) have been calculated, we are in a position to obtain the non-

Newtonian extra-stress tensor Tn+1 through the XPP constitutive equation (see Section

3.2).

3.1. Implicit calculation of the pressure on the free surface

Explicit MAC-type methods for solving a variety of viscoelastic free surface flows have

been presented by Tomé et al. [55, 58, 59, 60] (see also Paulo et al. [44]). In these papers,

the pressure boundary condition on the free surface has been computed from equation

(19) explicitly so that the boundary condition for the Poisson equation (26) has been

ψ(n+1) = 0 on the free surface cells (S cells). This procedure imposes a parabolic stability

restriction on the time step size of the form δt < Re
4
δ2, where δ is the spatial mesh spacing

(assuming a uniform grid). If, however, the problem involves low Reynolds number flow

in any part of the flow region then the CPU time can be considerable. A methodology

that allows one to overcome this often severe restriction for the specific problem of free

surface flows was originally proposed by Oishi et al. [38]: here, the authors presented an

implicit technique for solving low Reynolds number Newtonian flows. More recently, this

idea has been extended to three-dimensional free surface flows (Oldroyd-B [39] and UCM

[61]) and good results were reported. For these reasons, we follow the ideas in [39, 61]

and extend them to solve viscoelastic free surface flows of XPP fluids.

To apply this strategy, we consider two-dimensional free surface flows, and approximate

equation (19) implicitly by

p(n+1) − 2β

Re

[
nxny

(
∂u

∂y
+
∂v

∂x

)
+

(
n2

x

∂u

∂x
+ n2

y

∂v

∂y

) ](n+1)

=
(
n2

xT
xx + 2nxnyT

xy + n2
yT

yy
)(n+1)

.

(28)

This equation couples the pressure, velocity and the non-Newtonian extra-stress tensor

at the free surface. In previous works the authors decoupled the non-Newtonian stress
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field from the velocity and pressure fields by simply substituting T(n+1) by T(n). In this

paper, we perform an additional step and compute an approximation T
(n+1)

by the explicit

Euler method. The details of the calculation of T
(n+1)

will be given in Section 3.2. Thus,

introducing T
(n+1)

into equation (28) we obtain

p(n+1) − 2β

Re

[
nxny

(
∂u

∂y
+
∂v

∂x

)
+

(
n2

x

∂u

∂x
+ n2

y

∂v

∂y

) ](n+1)

=
(
n2

xT
xx

+ 2nxnyT
xy

+ n2
yT

yy)(n+1)
.

(29)

To solve this equation we use (24) and (27) to generate new equations for the potential

function on free surface cells which are now coupled with the Poisson equation (26). To

illustrate this strategy, we will show how to obtain the equations for ψ(n+1) for the cases

of two free surface orientations. For instance, let us consider the surface cell displayed in

Figure 2(a). For this cell we take n = (0, 1)T in which case equation (29) reduces to

p(n+1) =
2β

Re

(
∂v

∂y

)(n+1)

+ (T
yy

)(n+1). (30)

Now, imposing mass conservation (22) we get

(∂v
∂y

)(n+1)

= −
(∂u
∂x

)(n+1)

(31)

and, upon introducing (31) into (30), we obtain

p(n+1) = −2β

Re

(
∂u

∂x

)(n+1)

+ (T
yy

)(n+1). (32)

Now, substituting the pressure from equation (27) into (32), we get

p(n) +
ψ(n+1)

δt
− β

2Re
∇2ψ(n+1) = −2β

Re

(
∂u

∂x

)(n+1)

+ (T
yy

)(n+1). (33)

Finally, from equation (24) we have

u(n+1) = ũ(n+1) −∇ψ(n+1) (34)

which, when introduced into (33), produces the following equation for ψ(n+1):

ψ(n+1)

δt
− 2β

Re

∂2ψ

∂x2

(n+1)

− β

2Re
∇2ψ(n+1) = −p(n) − 2β

Re

(
∂ũ

∂x

)(n+1)

+ (T
yy

)(n+1). (35)
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Thus, for every free surface cell that has a normal vector defined by n = (0, 1)T , we have

obtained one equation for ψ(n+1) associated with that cell.

For the case depicted in Figure 2(b), we approximate the free surface by a 450 sloped

surface so that the normal vector is n =
(

1√
2
, 1√

2

)T

. In this case, equation (29) reduces

to

p(n+1) =
β

Re

(
∂u

∂y
+
∂v

∂x

)(n+1)

+
1

2

(
T

xx
+ 2T

xy
+ T

yy)(n+1)
. (36)

We now introduce p(n+1) from (27) and u(n+1) from (24) into equation (36) to obtain

ψ(n+1)

δt
+

2β

Re

∂2ψ(n+1)

∂y ∂x
− β

2Re
∇2ψ(n+1) = − p(n) +

β

Re

(
∂ũ

∂y
+
∂ṽ

∂x

)(n+1)

+
1

2

(
T

xx
+ 2T

xy
+ T

yy)(n+1)
.

(37)

Again, for each surface cell which possesses the normal vector n =
(

1√
2
, 1√

2

)T
, we have

obtained one equation involving the potential ψ(n+1), associated with that specific cell.

For more details of the derivation of other orientations, see Oishi et al. [38].

3.2. Calculation of the non-Newtonian extra-stress tensor for the XPP model

The non-Newtonian stress tensor T for the XPP model is computed from equation

(10) by a second-order Runge-Kutta method as follows. From equation (10), we define

F (u,T) =
[
(∇u) · T + T · (∇u)T

]
+ 2ξD− [∇ · (uT)]

− 1

We

{
f (λ,T)T + ξ (f (λ,T) − 1) I +

α

ξ
(T · T)

}
.

(38)

Then, T(n+1) is obtained in two stages. First, an approximate T
(n+1)

is calculated by the

explicit Euler method, namely,

T
(n+1)

= T(n) + δtF
(
u(n),T(n)

)
. (39)

In the second stage we solve the XPP constitutive equation by the second order modified

Euler method given by

T(n+1) = T(n) +
δt

2

[
F

(
u(n),T(n)

)
+ F

(
u(n+1),T

(n+1)
)]
. (40)
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To compute equations (39) and (40) the following equations are used:

F xx (u,T) = 2

(
∂u

∂x
T xx +

∂u

∂y
T xy

)
−

[
∂ (uT xx)

∂x
+
∂ (vT xx)

∂y

]

+ 2ξ
∂u

∂x
− 1

We

{
f (λ,T)T xx + ξ (f (λ,T) − 1) +

α

ξ

[
(T xx)2 + (T xy)2]

}
,

(41)

F yy (u,T) = 2

(
∂v

∂x
T xy +

∂v

∂y
T yy

)
−

[
∂ (uT yy)

∂x
+
∂ (vT yy)

∂y

]

+ 2ξ
∂v

∂y
− 1

We

{
f (λ,T)T yy + ξ (f (λ,T) − 1) +

α

ξ

[
(T yy)2 + (T xy)2

]}
,

(42)

F xy (u,T) =

(
∂v

∂x
T xx +

∂u

∂y
T yy

)
−

[
∂ (uT xy)

∂x
+
∂ (vT xy)

∂y

]

+ ξ

(
∂u

∂y
+
∂v

∂x

)
− 1

We

{
f (λ,T)T xy +

α

ξ
[T xy (T xx + T yy)]

}
,

(43)

where from (11) we have

f(λ,T) =
2

γ

(
1 − 1

λ

)
eQ0(λ−1) +

1

λ2

{
1 − α

3ξ2

[
(T xx)2 + 2T xy + (T yy)2

]}
(44)

and

λ =

√
1 +

1

3ξ
|T xx + T yy|. (45)

3.2.1. Computation of the non-Newtonian extra-stress tensor on mesh boundaries

When solving equations (41)-(43) in order to compute T
(n+1)

from (39) and T(n+1)

from (40), care should be taken when approximating the derivatives contained within

the material derivative of equations (41)-(43). It is known that first order upwinding

can result in solutions that contain excessive diffusion while second order central differ-

ence approximations can lead to oscillatory solutions. To avoid these difficulties many

researchers have been developing high order accurate stable upwind methods to approx-

imate the convective terms of hyperbolic equations. In this work we employ CUBISTA

(Convergent Universally Bounded Interpolation Scheme for the Treatment of Advection)

[7]. This method requires that the values of the variable to be approximated, say ϕ, be ap-

proximated by using upstream (ϕU), downstream (ϕD) and remote upstream (ϕR) values

with respect to the point at which the variable is defined (see Figure 3). Therefore, when

computing the non-Newtonian extra-stress tensor in regions that are near the boundary,
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further values of the non-Newtonian stress tensor T are needed. These are obtained as

follows:

φP
φ

Rφ
R

φPφ
U

φD φD
φ

U

uu

Figure 3: Reference points used for the CUBISTA upwind scheme.

Inflow boundaries: If the velocity at fluid entrance is constant then we follow the

strategy of Crochet et al. [21] (see also Mompean and Deville [36], Tomé et al. [58]) and

set T = 0, while for fully developed flows prescribed by

u(y) = 4U
( y
L

)(
1 − y

L

)
, v = 0, (46)

we impose the Oldroyd-B profile for T, namely,

T xx = 2
We

Re

(
1 − λ2

λ1

)(∂u
∂y

)2

, T yy = 0 , T xy =
1

Re

(
1 − λ2

λ1

)(∂u
∂y

)
. (47)

Outflow boundaries: At fluid exit we employ homogeneous Neumann conditions (see

Mompean [36], Tomé et al. [58])

∂T xx

∂n
=
∂T xy

∂n
=
∂T yy

∂n
= 0, (48)

where n denotes the normal direction to the boundary.

Rigid walls: On these boundaries we use the no-slip condition (u = 0) and compute T

directly from equation (10). For instance, on a rigid wall parallel to the x-axis the tensor

T is calculated from the equations

∂T xx

∂t
= 2

∂u

∂y
T xy − 1

We

{
f (λ,T)T xx + ξ

[
f (λ,T) − 1

]
+
α

ξ

[
(T xx)2 + (T xy)2

]}
, (49)

∂T yy

∂t
= − 1

We

{
f (λ,T)T yy + ξ

[
f (λ,T) − 1

]
+
α

ξ

[
(T xy)2 + (T yy)2

]}
, (50)

∂T xy

∂t
=

∂u

∂y

(
T yy + ξ

)
− 1

We

{
f (λ,T)T xy +

α

ξ

[
T xy

(
T xx + T yy

)]}
. (51)

The equations for calculating the non-Newtonian extra-stress tensor on rigid walls parallel

to the y-axis are obtained similarly.
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3.3. Computational algorithm

We are now in a position to write down the algorithm for simulating the flow of a XPP

fluid. It is supposed that at time t = tn the solenoidal velocity u(n), the pressure field

p(n), the non-Newtonian extra-stress tensor T(n) are known. The solutions u(n+1), p(n+1)

and T(n+1) are obtained by the following steps.

1. Compute the stress tensor on mesh boundaries according to the equations described

in Section 3.2.1.

2. Calculate T
(n+1)

from equation (39) and then compute T(n+ 1

2
) by equation (23).

3. Calculate the intermediate velocity ũ(n+1) from equation (25) using the Crank-

Nicolson scheme. The resulting linear systems are solved by the Conjugate Gradient

method with diagonal pre-conditioning.

4. Solve the Poisson equation (26) simultaneously with the equations obtained for

ψ(n+1) from the application of the boundary conditions for the pressure on the

free surface (see Section 3.1). The corresponding finite difference equations will

generate a large nonsymmetric linear system which can be efficiently solved by the

Bi-conjugate gradient method with SOR (BiCGstab-SOR) pre-conditioning.

5. Calculate the final velocity field u(n+1) from equation (24).

6. Update the final pressure field p(n+1) using equation (27).

7. Calculate T(n+1) using equation (40).

8. Move the free surface. In this last step, the velocity u(n+1) is used to compute a

new free surface by solving
dxP

dt
= u

(n+1)
P (52)

for every particle P . The velocity u
(n+1)
P is found by performing bilinear interpola-

tion using the four nearest neighbours of u(n+1). The free surface is defined by a set

of points that move with the fluid. A scheme for inserting and deleting particles is
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employed. Details on the free surface movement and particle insertion/deletion can

be found in Tomé et al. [57].

The approximation of the equations contained in the algorithm above by the finite dif-

ference method is a somewhat obvious extention of those in [58] and so are not given

here.

4. Time-step calculation

The Oldroyd-B solver of Tomé et al. [58] solves the momentum equation explicitly so

that the time-step size is required to satisfy the restrictions

δt < δtV ISC =
Re

4
h2, (53)

δt < δtCFL =
h

Vmax

, (54)

where Vmax denotes the maximum of velocity in the x and y−directions. Condition (53)

is a viscous restriction due to the explicit calculation of the momentum equations while

(54) is the CFL condition. Therefore, if the Reynolds number is small (Re << 1) then

condition (53) would lead to a very small time-step. One reason the Crank-Nicolson is

being employed to solve the momentum equations is that we expect it to obey a less

restrictive condition. We follow the procedure employed by Oishi et al. [39] (see also

Tome and McKee [56]) and compute the time step by

δt = fact ∗ min
{
fact1 ∗ δtV ISC, fact2 ∗ δtCFL

}
(55)

where fact, fact1, fact2 > 0. The constants fact, fact1, fact2 appear as a conservative

measure since the true solenoidal velocities are not known at the begining of the calcu-

lation. The implementation of these inequalities follows the ideas of Tome and McKee

[56].

In the calculations presented by the explicit Oldroyd-B solver of Tomé et al. [58] the

constant fact assumed the value of 0.2 while the constants fact1 and fact2 were assigned

the value of 0.5. However, if the flow involves a low Reynolds number (Re << 1) then

condition (53) could be unnecessarily restrictive. Thus, we follow the procedure used by
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Oishi et al. [39] and set the value of the constant fact1 >> 1; for instance, in this paper

we use fact1 = 10. This more than compensates for the extra computations arising from

using the Crank-Nicolson method to solve the momentum equations.

5. Verification of the numerical method

To verify the correctness of the numerical method presented in this paper, we simulated

the flow of a XPP fluid in a two-dimensional channel of width L and length 5L. At the

channel entrance, the fully developed flow given by equation (46) was used while the

non-Newtonian extra-stress tensor T assumed the Oldroyd-B profile of equation (47). At

the channel exit a homogeneous Neumann condition was imposed for both the velocity

and the non-Newtonian extra-stress tensor T. At the channel walls the velocity obeyed

the no-slip condition while the non-Newtonian extra-stress tensor T was calculated from

equations (49)-(51).

The simulation started with the channel empty. Fluid was then injected through the

entrance and the channel progressively filled. Initially, there was a free surface within the

channel and on that free surface the boundary conditions imposed were the free surface

stress conditions given by equations (19) and (20).

The following input data were employed: L = 1, U = 1, Re = 0.1, We = 2, β = 0.5,

α = 0.2, γ = 0.5, Q = 2.0 and gravity was neglected. To study the convergence of the

numerical method, channel flow was simulated on five meshes: M1 (h = 0.2, 5×25 cells),

M2 (h = 0.1, 10× 50 cells), M3 (h = 0.05, 20× 100 cells), M4 (h = 0.025, 40× 200 cells)

and M5 (h = 0.0125, 80 × 400 cells). An analytic solution for this problem is not known

so we compared the numerical solutions obtained on meshes M1, M2, M3 and M4 to the

solution obtained on mesh M5 which, hereafter, we shall refer to as SOLEXACT .

Channel flow was simulated on the meshes mentioned above until t = 50. At this time

the results did not show any variation implying that steady state had been established.

The solution profiles obtained by the numerical method using the meshes mentioned

above are displayed in Figure 4 where we can observe that the solutions obtained on meshes

M1, M2, M3 and M4 agree well with the SOLEXACT . To quantify the convergence of the
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numerical method we calculated the relative errors using the l2-norm by

‖E‖2 =

√∑
i,j(SOLEXACT − SOLNUM)2

∑
i,j(SOLEXACT )2

(56)

where SOLNUM denotes the solutions obtained on meshes M1 to M4. Table 1 displays the

calculated errors for the velocity u and also for the components of the tensor T. We can

see in Table 1 that as the mesh is refined all the errors decreased indicating convergence

of the algorithm.

Table 1: Errors obtained on meshes M1, M2, M3 and M4.

E(u) E(T xx) E(T xy) E(T yy)

M1 5.69 × 10−2 5.96 × 10−2 1.55 × 10−1 7.62 × 10−2

M2 1.52 × 10−2 4.35 × 10−2 1.68 × 10−2 5.50 × 10−2

M3 3.68 × 10−3 1.00 × 10−2 5.16 × 10−3 1.62 × 10−2

M4 7.39 × 10−4 2.03 × 10−3 9.85 × 10−4 3.19 × 10−3

5.1. The convergence of the free surface

To supply further evidence concerning the convergence of the numerical method, we

simulated the time-dependent extrudate swell problem (for details see Section 6) using

three meshes: M1 (h = 0.1), M2 (h = 0.05) and M3 (h = 0.025). With reference to

Figure 5 we used L = 1; the velocity at the channel entrance was given by equation (46)

with U = 1 while the non-Newtonian extra-stress tensor T was defined by equation (47).

In this study we considered the XPP model with the following parameters: α = 0.1,

Re = 0.05, We = 10, β = 0.5, γ = 0.8, Q = 8.0.

The fluid surface obtained in these simulations at times t = 10, t = 15 and t = 50

are displayed in Figure 6. From this Figure, we can observe that the free surface profiles

obtained on meshes M1 and M2 approach the free surface profile obtained using the

finer mesh M3. This result indicates the convergence of the numerical method for time-

dependent moving free surface flows.
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Figure 4: Numerical solution of channel flow of a XPP fluid. Comparison of the numerical solutions

obtained on meshes M1, M2, M3 and M4 with the numerical solution obtained on mesh M5. (a) u, (b)

T xx, (c) T xy, (d) T yy.

In addition, a comparison was performed between the spectral method of Russo and

Phillips [50] and the Marker and Cell approach of this paper. The extrudate swell problem

was simulated for the XPP model with the following parameters: α = 0.025, Re = 1,We =

1, β = 0.11111111, γ = 1.0 and Q = 4.0. The domain over which the problem was solved

was the same as that used by Russo and Phillips [50] with the die exit at (nondimensional)

x = 20. One can see from Figure 7 that the profile of the free surface obtained by the

method of this paper exhibits similar qualitative behaviour. Since the non-dimensional

scaling in the Russo and Phillips paper is not specified, and the two methods are quite

different, these results, we would argue, are quite good and display reasonable qualitative

agreement.
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Figure 5: Domain definition for the simulation of unsteady extrudate swell (pink surface represents an

outflow boundary through which the fluid can flow).

5.2. Efficiency of the linear solvers

In this work, two linear solvers were employed: the Conjugate Gradient method with

diagonal pre-conditioning or Jacobi pre-conditioner (CG-Jacobi) and the Bi-Conjugate

Gradient Stabilized with a SOR pre-conditioner (BiCGstab-SOR). The CG-Jacobi was

used to solve the symmetric linear system resulting from the discretization of the momen-

tum equations for calculating the intermediate velocity ũ(n+1) while the BiCGstab-SOR

was applied to invert the nonsymmetric linear system to obtain the pressure ψ (see the

computational algorithm in the Section 3.3).

To illustrate the effect of grid refinement for solving the extrudate swell problem, we

report in Table 2 a study on the efficiency of the preconditioners for three meshes: M1,

M2 and M3 (see Section 5.1). Table 2 displays the number of equations (Neq(· )) for ũ(ũ

and ṽ) and ψ, the number of iterations (Nit(· )), and the rate of increase in the number

of iterations compared to the increase in the number o equations which is estimated from

the following equation:

Ni(· ) =
T it(Mi+1)/T it(Mi)

Teq(Mi+1)/Teq(Mi)
, i = 1, 2. (57)

In equation (57) we define Teq and T it as, respectively, the total numbers of equations

and iterations used for solving the linear systems of the implicit formulation in each mesh.

20



t = 10

 1

 1.5

 2

 2.5

 3

 0  2  4  6  8  10

M1
M2
M3

x

y

t = 15

 1

 1.5

 2

 2.5

 3

 0  2  4  6  8  10

M1
M2
M3

x

y

t = 50

 1

 1.5

 2

 2.5

 3

 0  2  4  6  8  10

M1
M2
M3

x

y

Figure 6: Free surface profiles obtained in the simulation of the time-dependent extrudate swell using

the XPP model. Results shown on meshes M1, M2 and M3 at selected times. XPP model parameters

employed were: α = 0.1, Re = 0.05, We = 10, β = 0.5, γ = 0.8, Q = 8.0.
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Figure 7: Comparison between present computation and the numerical method of Russo and Phillips [50]

for the time-dependent extrudate swell using the XPP model.

To simplify our study, we chose a specific model by setting α = 0.1, Re = 0.05, We = 10,

β = 0.5, γ = 0.8, Q = 8.0.

It is evident from this table that the preconditioners Jacobi, for calculating ũ, and

SOR, to solve the nonsymmetric linear system for ψ, are sensitive to the number of

equations, and the number of iterations increases as the grid is refined.

In particular, we see that the number of iterations appears to increase linearly with

the number of equations. From Table 2 we observe that the number of equations for

mesh M2 is roughly 4 times that of M1 and the number of equations for mesh M3 is again

roughly 4 times that of M2. This is so for the linear system arising from the discretization

of the momentum equations (ũ - column 2 of Table 2 ) as well as for the linear system

arising from the discretization of the equation to obtain the pressure ψ (column 5 of

Table 2). As for the number of iterations we see from columns 3 and 6 of Table 2 that

this number doubles with each mesh refinement. In columns 4 and 7 we present the

ratio calculated from (57) which show that the iteration count increases linearly with the

number of equations with coefficient roughly equal to 0.5.
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To study the efficiency of these solvers we present in Table 3 a comparison between

the solvers employed in this work and the solvers used in our previous work (see [39, 61])

for the extrudate swell problem. We simulated the extrudate swell using the same domain

and mesh M3 employed in Section 5.1.

We considered the solution at time t = 45s and displayed, in Table 3, the number of

iterations taken by the linear solvers as well as the total CPU time of the entire simulation.

From Table 3 we can see that for the CG-Jacobi, the number of iterations required for

the solution of the linear systems for ũ and ṽ was slightly smaller than the number of

iterations taken by the CG without pre-conditioning. Thus, in this case the use of a simple

pre-conditioner led to modestly improved convergence. On the other hand, Table 3 shows

that the number of iterations required by the preconditioned BiCGstab-SOR to solve

the nonsymmetric linear system was remarkably reduced when compared with the BiCG-

Jacobi method. Therefore, the application of an efficient pre-conditioner to reduce the

number of iterations for solving the nonsymmetrical linear system was essential. Finally,

Table 3 shows that the CPU time taken using the solvers CG-Jacobi/BiCGstab-SOR was

substantially less than the CPU time for the solvers CG/BiCG-Jacobi.

In these numerical experiments, the convergence criterion for the linear solvers was

ǫ = 10−10 while the relaxation parameter in the SOR pre-conditioner was ω = 1.8. The

results were obtained on a computer with 4 × AMD Opteron 844 / 1.8 GHz processor

and 8 Gbytes RAM running Linux.

Table 2: Influence of mesh refinament on CG-Jacobi/BiCGstab-SOR methods for solving the extrudate

swell problem.

Mesh Neq(ũ) Nit(ũ) Ni(ũ) Neq(ψ) Nit(ψ) Ni(ψ)

M1 3234 31 − 1698 13 −
M2 13224 66 0.52 6674 24 0.47

M3 51048 126 0.49 26024 44 0.47
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Table 3: Performance study of the linear solvers employed in the implicit methodology. Input data used:

α = 0.1, Re = 0.05, We = 10, β = 0.5, γ = 0.8, Q = 8.0.

Methods Nit(ũ) Nit(ψ)
CPU time

(in hours)

CG/BiCG-Jacobi 154 597 50.4

CG-Jacobi/BiCGstab-SOR 126 44 18.1

Table 4: Influence of mesh refinament on CG/BiCG-Jacobi methods for solving the extrudate swell

problem.

Mesh Neq(ũ) Nit(ũ) Ni(ũ) Neq(ψ) Nit(ψ) Ni(ψ)

M1 3234 32 − 1698 73 −
M2 13224 66 0.52 6674 180 0.62

M3 51048 154 0.60 26024 597 1.15
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6. Numerical simulation of unsteady extrudate swell

The unsteady extrudate swell problem consists of a jet of viscous fluid exiting a cap-

illary of width L where, due to the normal stress differences, the jet swells and its width

expands to a maximum Lmax (see Figure 5). The amount of swell can be measured by

computing the swelling ratio Sr given by

Sr =
Lmax

L
. (58)

It is known that for Newtonian fluids, the jet does not suffer large swelling ratios and for

low Reynolds number axisymmetric jets the maximum Sr is of order 13% (see Bird et al.

[10]). However, for viscoelastic fluids, the jet swell can be very large and the swelling ratio

Sr can attain values above 100% (e.g. [19]). This problem has many applications so that

considerable effort has been employed to develop techniques to simulate the extrudate

swell of complex fluids (e.g. [20, 44, 50, 53, 55, 58]).

To demonstrate that the implicit technique presented in this paper can cope with the

complex flows obtained from using the Pom-Pom model we applied it to simulate this

unsteady extrudate swell problem.

We considered a 2D-channel with width L and length 4L and an outflow boundary

positioned at a distance 6L from the channel exit. A domain size of 10L×3L was employed

(see Figure 5). On the channel entrance, walls and outflow, the boundary conditions were

the same as those employed in the previous section. On the moving free surface, the

boundary conditions were those described in Section 2.1, namely (19) and (20).

In the results presented next, we employed L = 1, U = 1, Re = 0.05 and used a mesh

spacing h = 0.05 in all simulations. As the Reynolds number is small (Re << 1) we

anticipate that a length of 3L was sufficient for the flow to develop inside the channel.

The time step was automatically generated subject to the restrictions given in Section 4.

To verify the robustness of the numerical method we investigated the effect of the

Pom-Pom parameters on the extrudate swelling ratio (Sr). We perfomed a number of

simulations with various values of the parameters α, β, γ, Q and We.
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6.1. Influence of α

The extrudate swell depends on the first normal stress difference (N1) while in the XPP

model the parameter α is the coefficient in front of the second normal stress difference (N2).

Therefore, we might anticipate that the smaller the parameter α is, the greater would be

the swelling ratio Sr. To verify this hypothesis we simulated the unsteady extrudate swell

for increasing values of the parameter α while the remaining parameters were held fixed.

We used We = 10, β = 0.5, γ = 0.8, Q = 8.0 and α = 0.0, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8.

Figure 8 displays the fluid flow visualization at selected times while Figure 9 shows the

variation of the extrudate swelling ratio (Sr) as function of α. We can see from Figure

9 that the extrudate swelling decreases as α increases; the maximum swelling ratio was

approximately 2.15 for α = 0 and the smallest swelling ratio was approximately 1.35 when

α = 0.8. Despite a high Weissenberg number (We = 10), we note that the swelling ratio

was rather modest when α = 0.8.

α = 0.0

α = 0.1

α = 0.2

α = 0.4

α = 0.8

t = 10s t = 15s t = 50s

Figure 8: Numerical simulation for the extrudate swell of a XPP fluid using the implicit formulation.

Fluid flow visualization for different values of α at selected times. Re = 0.05, We = 10, β = 0.5, γ = 0.8,

Q = 8.0.
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Figure 9: Extrudate swelling ratios Sr obtained as function of α.

6.2. Influence of β

The parameter 0 ≤ β ≤ 1 is associated with the amount of Newtonian solvent. A value

of β close to zero corresponds to highly entangled systems (highly elastic fluids) while a

value of β near 1 corresponds to dilute or less-entangled solutions (almost a Newtonian

fluid). More details about the significance of the parameter β in the XPP model can be

found in Aboubacar et al. [3].

To analyze the influence of the solvent contribution on the swelling ratio Sr, the ex-

trudate swell was simulated using the following data: β = 0.2, 0.4, 0.6, 0.8, 0.9 and

We = 10.0, α = 0.01, γ = 0.3, Q = 8.0. Figure 10 illustrates the fluid flow visualization

obtained for different values of β. We observe that the extrudate swelling ratio increases

when the polymeric solution becomes more concentrated as we can see clearly from Figure

11. Indeed, we observe that Sr is decreasing linearly when β > 0.4. Thus, the largest

extrudate swelling ratio was obtained for the smallest value of β employed. Conversely,

the largest value for β (almost a Newtonian fluid) resulted in the smallest value for Sr.
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β = 0.2

β = 0.4

β = 0.6

β = 0.8

β = 0.9

t = 10s t = 15s t = 50s

Figure 10: Numerical simulation for the extrudate swell of a XPP fluid using the implicit formulation.

Fluid flow visualization for different values of β at selected times. Re = 0.05, We = 10, α = 0.01, γ = 0.3,

Q = 8.
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Figure 11: Extrudate swelling ratios Sr obtained as a function of β.
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6.3. Influence of γ

In the XPP model, the parameter 0 ≤ γ ≤ 1 represents the ratio between the relax-

ation time of the stretch of the backbone (λ1) and the orientation relaxation time (λ2).

Thus, this parameter is related to the degree of entanglement of the melt. High values of

γ corresponds to molecules with relatively short backbone lengths while small values of γ

corresponds to highly entangled backbone configurations.

To investigate the influence of γ ∈ (0, 1) on the extrudate swelling ratio of a XPP

fluid we performed a number of simulations of unsteady extrudate swell for various values

of γ. The parameters We = 10, α = 0.01, β = 0.5, Q = 8.0 were kept fixed while the

parameter γ assumed the following values 0.2, 0.25, 0.4, 0.6, 0.8, 0.9.

Figure 12 displays the time evolution of the extrudate swell for each value of γ. We

can see that as γ increases the extrudate swell also increases. This is quantified in Figure

13 where the extrudate swelling ratios are given as a function of γ. We note that for

γ ∈ [0, 0.6] the extrudate swelling ratio Sr grows linearly and monotonically with γ. In

short, the greatest swelling ratio occurred for the largest value of γ.
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γ = 0.2

γ = 0.25

γ = 0.4

γ = 0.6

γ = 0.9

t = 10s t = 15s t = 50s

Figure 12: Numerical simulation for the extrudate swell of a XPP fluid using the implicit formulation.

Fluid flow visualization for different values of γ at selected times. Re = 0.05, We = 10, α = 0.01, β = 0.5,

Q = 8.0.
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Figure 13: Extrudate swelling ratios Sr as a function of γ.
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6.4. Influence of Q

The parameter Q represents the number of arms at each end of the backbone of the

polymeric Pom-Pom molecule and consequently affects the level of entanglement. Thus

one might expect the level of entanglement to become larger with increasing Q.

To investigate the effect of this parameter on the extrudate swell we performed various

simulations with increasing values of Q. The data employed were We = 10, α = 0.01,

β = 0.5, γ = 0.3, and Q = 1, 2, 4, 7, 11, 15, 20.

The numerical results obtained are summarized in Figures 14 and 15. The fluid flow

visualization of the results at selected times is shown in Figure 14 while Figure 15 displays

the extrudate swelling ratio Sr obtained with the implicit technique described in this

paper. It can be seen in Figure 15 that the extrudate swelling ratio increases as the

number of arms grows.

Q = 1.0

Q = 4.0

Q = 11.0

Q = 15.0

Q = 20.0

t = 10s t = 15s t = 50s

Figure 14: Numerical simulation for the extrudate swelling of a XPP fluid using the implicit formulation.

Fluid flow visualization for different values of Q at selected times. Re = 0.05, We = 10, α = 0.01,

β = 0.5, γ = 0.3.
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Figure 15: Extrudate swelling ratio Sr as a function of Q.

6.5. Influence of We

We now examine the influence of the Weissenberg number on the extrudate swelling

ratio of XPP fluids. This parameter is related to the viscoelasticity of the fluid and it is

anticipated that the extrudate swelling ratio might well be an increasing function of We.

To verify this fact, we simulated the time-dependent extrudate swell for the following

values of We: 0.5, 1, 2, 4, 7, 11, 15, 20.

The results of these simulations are given in Figures 16 and 17. Figure 16 displays the

fluid flow configuration at selected times while Figure 17 plots the swelling ratio obtained

in these simulations. We can see from Figure 17 that the swelling ratio is, indeed, an

increasing function of We that appears to tend to an asymptotic value of around 2.3.
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We = 0.5

We = 2.0

We = 7.0

We = 15

We = 20

t = 10s t = 15s t = 50s

Figure 16: Numerical simulation for the extrudate swell of a XPP fluid using the implicit formulation.

Fluid flow visualization for different values of We at selected times. Re = 0.05, α = 0.01, β = 0.5,

γ = 0.8, Q = 8.0.
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Figure 17: Results of the extrudate swelling ratio Sr of a XPP fluid for different values of We.
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7. Simulation of the Barus effect: the influence of viscosity

The study in the previous section provided some indication as to how the various

parameters might be chosen so that substantial elastic effects might be exhibited. This

section is concerned with finding a particular selection of parameters which will not only

provide a large swelling ratio, but will also (when gravity is included) produce the so-

called Barus effect [29]. This is an elastic memory effect which reduces the swelling ratio,

beyond the capillary outlet, to the original diameter (or even less) of the fluid when it

was flowing in the tube.

On this occasion we have employed a channel of length 10L through which fluid flows

(cf. Figure 5 with 3L replaced by 4L and 10L replaced by 12L); the length 10L was chosen

to ensure steady state flow for a range of Reynolds numbers prior to the emergence of

the jet. The jet then travels a distance of 12L before reaching an outflow (displayed in

pink where continuative outflow boundary conditions are applied). Gravity acts vertically

downwards with g = 9.81ms−2. A mesh size of (40 × 220)-cells was used (h = 0.1). The

data employed in the XPP model are displayed in Table 5. The scaling for the velocity

was U = 0.5ms−1 and the length scale was L = 0.01m.

To observe the influence of viscosity on the Barus effect we performed five simulations

with the Reynolds number taking the values of 0.2, 0.1, 0.05, 0.025 and 0.01. We have

also performed five additional simulations using the same input data except that gravity

has now been set to zero. The difference in Figure 17 is substantial and perhaps a

little surprising. For zero gravity, and the special choice of parameters adduced from the

previous section, the swelling ratio is indeed large and is independent of the Reynolds

number. This is not the case when we switch gravity on. As the Reynolds increases

(but still remains very small) we observe that the swelling ratios are greatly reduced,

as can be seen from the fluid flow visualizations in Figures 19, 20 and 21. To avoid

short wavelenght pertubations on th free surface in this simulation we employed a filter

described in Mangiavacchi et al. [37].
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Table 5: Data used in the XPP model to simulate the Barus effect with gravity.

α β γ Q We

0.01 0.55 0.8 15 20

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 2.4

 2.6

 0.025  0.05  0.1  0.2

S
r

Re

Figure 18: Variation of the swelling ratio Sr against Re. With gravity (squares) and without gravity

(circles).
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Re = 0.20 Re = 0.10 Re = 0.05 Re = 0.025 Re = 0.01

Figure 19: Numerical simulation of the Barus effect with gravity included. Fluid flow visualization at

t = 0.34s.
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Re = 0.20 Re = 0.10 Re = 0.05 Re = 0.025 Re = 0.01

Figure 20: Numerical simulation of the Barus effect with gravity included. Fluid flow visualization at

t = 0.60s.
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Re = 0.20 Re = 0.10 Re = 0.05 Re = 0.025 Re = 0.01

Figure 21: Numerical simulation of the Barus effect with gravity included. Fluid flow visualization after

the jet has entered the outflow boundary. Results shown at times: t = 0.78s (Re = 0.20), t = 0.88s

(Re = 0.10), t = 0.96s (Re = 0.05), t = 1.06s (Re = 0.025), t = 1.12s (Re = 0.01).
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8. Concluding remarks

This work has been concerned with an implicit numerical technique for simulating

two-dimensional viscoelastic free surface flows. The viscoelastic model employed was

the eXtended Pom Pom (XPP) model. The solution strategy for the flow equations

(conservation of mass and momentum) was essentially based on a projection method.

First the equations were nondimensionalised. An intermediate fluid velocity was cal-

culated by a Crank-Nicolson scheme and the resulting linear system solved by conjugate

gradients with a diagonal preconditioner. A Poisson equation using implicit boundary

conditions was solved for a velocity potential which then allowed the divergence free up-

dated velocity to be calculated. The non-Newtonian extra-stress tensor was calculated

by a second order Runge-Kutta method employing this updated velocity. An updated

pressure was then able to be calculated explicitly. Finally, the new position of the moving

free surface, defined by the virtual marker particles, was obtained by solving dxp

dt
= up

using Euler’s method for each particle.

The algorithm was partially validated by solving channel flow on five different meshes

and results, showing the convergence of the free surface location, were presented by sim-

ulating extrudate swell using mesh refinement. Extrudate swell from a capillary was then

computed and a reasonably comprehensive sensitivity analysis was performed on all the

parameters that characterize the XPP model to determine how they influence the extru-

date swelling ratio. Results were obtained for Weissenberg numbers up to 20, but the code

appeared to suffer from numerical instability thereafter. Finally, armed with this knowl-

edge, we were able to exhibit the Barus effect when the swelling jet is subject to gravity

effects in the direction of the flow; we also showed that gravity could play a significant

role in reducing the swelling ratio.
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