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#### Abstract

Bipartivity is an important network concept that can be applied to nodes, edges and communities. Here we focus on directed networks and look for subnetworks made up of two distinct groups of nodes, connected by "one-way" links. We show that a spectral approach can be used to find hidden substructure of this form. Theoretical support is given for the idealised case where there is limited overlap between subnetworks. Numerical experiments show that the approach is robust to spurious and missing edges. A key application of this work is in the analysis of high-throughput gene expression data, and we give an example where a biologically meaningful directed bipartite subnetwork is found from a cancer microarray data set.


## 1 Motivation

A bipartite network, or subnetwork, involves objects that may be split into two disjoint groups with connections only occurring across, but not within, the two groups. Sometimes this bipartivity is obvious because the objects naturally fall into two groups. For example, a Hollywood movie network could be constructed with nodes that are either actors or movies, with an edge denoting that an actor appeared in a movie. However, in other cases, bipartite structure might not be immediately apparent, and although there has been interest in deriving measures of the overall level of bipartivity in a network, node or edge [3, 6, 9], our focus

[^0]here is on the practical issue of identifying hidden bipartite substructures. More precisely, we are concerned with discovering approximately bipartite subnetworks, because data sets are typically contaminated with missing and spurious edges.

Efforts in this direction have been applied to protein-protein interaction (PPI) networks, which have nodes given by proteins and edges denoting that two proteins have been observed to interact physically [2]. It is known that at least some types of protein-protein interaction arise through complementary binding domains, and in this case all proteins that possess one binding domain should interact with all proteins that share the complementary domain [14]. In [11], an algorithm was developed that aims to find bipartite substructure in PPI networks, thereby offering a route towards the identification of new binding domains using only interaction data. That algorithm uses spectral information-eigenvectors and eigenvalues of the adjacency matrix - and was shown to be robust in the presence of noise. The related approach in [5] compares the propensity for even and odd walk lengths between pairs of nodes by forming the negative matrix exponential. This allows the possibility of breaking down the whole network into quasi-bi-partite communities.

This work differs from previous studies by considering networks with directed edges - a connection from node $i$ to node $j$ does not necessarily have a matching connection from $j$ to $i$. Our aim is to develop an approach for discovering directed bipartite substructure, that is, groups of nodes $S_{1}$ and $S_{2}$, such that edges point from nodes in $S_{1}$ to nodes in $S_{2}$. We will show that spectral information is still relevant if we generalize from eigenvectors and eigenvalues to singular values and singular vectors. In section 2 we develop our theoretical arguments and in section 3 we test them on synthetically constructed networks, and compute some basic statistical measures. Finally, in section 4, we look at a larger network arising from cancer microarray data, and show that it is possible to discover biologically relevant directed bipartite subnetworks.

## 2 Relevance of the Singular Value Decomposition

Given a directed network with $N$ nodes, we let the unsymmetric matrix $A \in$ $\mathbb{R}^{N \times N}$ denote the corresponding adjacency matrix, so that $a_{i j}=1$ if there is a link from $i$ to $j$ and $a_{i j}=0$ otherwise. To characterize directed bipartite subnetworks, we find it useful to borrow the lock and key analogy that was introduced in [11]. We suppose that locks and keys are distributed among the nodes in a network. Each lock and key has a particular colour (red, blue, green, ...) and lock-key matches, corresponding to edges in the network, take place only when the colours agree. Suppose two sets of nodes, $S_{1}$ and $S_{2}$, form a bipartite subnetwork; so edges between these nodes only point from nodes in $S_{1}$ to nodes in $S_{2}$. We may
imagine that $S_{1}$ consists of all the nodes that possess a certain colour of key, say red, and that $S_{2}$ consists of all the nodes that possess the matching red lock. We note that the reference [11] dealt only with undirected edges, whereas this work considers the directed case. So the concept of locks and keys here is slightly different, and perhaps more natural, and we find that the arguments supporting a spectral algorithm are stronger.

Focussing on this particular red lock-key subnetwork, we may introduce indicator vectors $\mathbf{u}^{\text {red }}, \mathbf{v}^{\text {red }} \in \mathbb{R}^{N}$ such that

$$
\left(\mathbf{u}^{\text {red }}\right)_{i}= \begin{cases}1 & \text { if node } i \text { has the red key },  \tag{1}\\ 0 & \text { otherwise },\end{cases}
$$

and

$$
\left(\mathbf{v}^{\mathrm{red}}\right)_{i}= \begin{cases}1 & \text { if node } i \text { has the red lock, }  \tag{2}\\ 0 & \text { otherwise. }\end{cases}
$$

It follows immediately that the edges arising from red key-lock interactions may be characterized through the outer product $\mathbf{u}^{\text {red }}\left(\mathbf{v}^{\text {red }}\right)^{T}$. If we let keyred $:=$ $\left\|\mathbf{u}^{\text {red }}\right\|_{2}^{2}$ and lockred $:=\left\|\mathbf{v}^{\text {red }}\right\|_{2}^{2}$ denote the total number of red keys and red locks, respectively, then this outer product may be written

$$
\sqrt{\text { keyred } \times \text { lockred }} \widehat{\mathbf{u}}^{\text {red }}\left(\widehat{\mathbf{v}}^{\text {red }}\right)^{T},
$$

where $\widehat{\mathbf{u}}^{\text {red }}:=\mathbf{u}^{\text {red }} /\left\|\mathbf{u}^{\text {red }}\right\|_{2}$ and $\widehat{\mathbf{v}}^{\text {red }}:=\mathbf{v}^{\text {red }} /\left\|\mathbf{v}^{\text {red }}\right\|_{2}$ are unit vectors. More generally, when all link arise through key-lock interactions, the adjacency matrix for the network may be expanded as

$$
\begin{align*}
A= & \operatorname{sign}\left(\sqrt{\text { keyred } \times \text { lockred }} \widehat{\mathbf{u}}^{\text {red }}\left(\widehat{\mathbf{v}}^{\text {red }}\right)^{T}+\sqrt{\text { keyblue } \times \text { lockblue }} \widehat{\mathbf{u}}^{\text {blue }}\left(\widehat{\mathbf{v}}^{\text {blue }}\right)^{T}\right. \\
& \left.+\sqrt{\text { keygreen } \times \text { lockgreen }} \widehat{\mathbf{u}}^{\text {green }}\left(\widehat{\mathbf{v}}^{\text {green }}\right)^{T}+\ldots\right), \tag{3}
\end{align*}
$$

where the sign function deals with the possibility of multiple key-lock matches; node $i$ may have both a red and blue key whilst node $j$ has both a red and a blue lock.

The sign function in (3) is not needed if make the following assumption.
Assumption A: each node has at most one key and one lock.
Note that this assumption permits a node to possess a key of one colour and a lock of another colour, or a lock and key of the same colour. A second important consequence of Assumption A is that the key indicator vectors $\left\{\mathbf{u}^{\text {red }}, \mathbf{u}^{\text {blue }}, \mathbf{u}^{\text {green }}, \ldots\right\}$ form an orthogonal set and the lock indicator vectors $\left\{\mathbf{v}^{\text {red }}, \mathbf{v}^{\text {blue }}, \mathbf{v}^{\text {green }}, \ldots\right\}$ form an orthogonal set. In this case, we see that the expansion (3) has the same form as the singular value decomposition (SVD) [7]

$$
\begin{equation*}
A=\sum_{k=1}^{N} \sigma_{k} \mathbf{u}^{[k]} \mathbf{v}^{[k]} \tag{4}
\end{equation*}
$$

where $\sigma_{1} \geq \sigma_{2} \geq \cdots \sigma_{N} \geq 0$ are the singular values of $A$, and $\left\{\mathbf{u}^{[k]}\right\}_{k=1}^{N}$ and $\left\{\mathbf{v}^{[k]}\right\}_{k=1}^{N}$ are the corresponding left and right singular vectors, respectively. We conclude that under Assumption A the SVD can be used to discover bipartite subgraphs - the square of the singular value, $\sigma_{k}^{2}$, indicates the product of the number of locks and keys of the $k$ th colour, the nonzero entries of $\mathbf{u}^{[k]}$ give the key locations and the nonzero entries of $\mathbf{v}^{[k]}$ give the lock locations.

We show now that there is a complementary way to motivate the use of the SVD. This approach, which is based on the ideas in [11] that were used for undirected networks, also goes some way towards allowing for false negatives among the edges. Under Assumption A, suppose that node $i$ does not possess the red key. Then multiplying the $i$ th row of the adjacency matrix into the red lock indicator vector will give a value zero; there will be no matches in the inner product. On the other hand, if node $i$ possesses the red key then multiplying the $i$ th row of the adjacency matrix into the red lock indicator vector will count the number of red locks in existence - each red lock will take part in one nonzero term. Suppose now that there are some "errors" in the network in the form of missing edges. More precisely, suppose that only a fixed proportion $\theta \in(0,1)$ of the red key-lock matches are recorded as edges. Then generalizing the argument above we have

$$
\left(A \mathbf{v}^{[k]}\right)_{i}=\sum_{j=1}^{N} a_{i j} v_{j}^{[k]}=\left\{\begin{array}{cl}
\theta \text { lockred } & \text { if node } i \text { has the red key, } \\
0 & \text { otherwise, }
\end{array}\right.
$$

which may be written

$$
\begin{equation*}
A \widehat{\mathbf{v}}^{\mathrm{red}}=\theta \sqrt{\text { lockred } \times \text { keyred }} \widehat{\mathbf{u}}^{\mathrm{red}} \tag{5}
\end{equation*}
$$

Similarly, we find that

$$
\begin{equation*}
A^{T} \widehat{\mathbf{u}}^{\text {red }}=\theta \sqrt{\text { lockred } \times \text { keyred }} \widehat{\mathbf{v}}^{\text {red }} \tag{6}
\end{equation*}
$$

The relations (5) and (6) show that $\widehat{\mathbf{u}}^{\text {red }}$ and $\widehat{\mathbf{v}}^{\text {red }}$ correspond to left and right singular vectors of $A$, respectively, with singular value $\theta \sqrt{\text { lockred } \times \text { keyred. Of }}$ course, when $\theta=1$, we recover the singular value expression $\sqrt{\text { lockred } \times \text { keyred }}$ that we derived earlier via the argument involving rank one outer products. However, it is worth noting that (5) and (6) require Assumption A to hold only for nodes with red keys or locks. The other nodes in the network could be connected in any way. So the SVD will reveal isolated substructure hidden within any complex network.

In summary, we have shown that if a directed network can be broken down into isolated or non-overlapping bipartite subnetworks, even when a fixed proportion of edges are missing, then the left and right singular vectors reveal which nodes take part in which subnetwork, and the singular values tell us how many nodes are involved. Hence, in practice, to reveal this type of substructure in a given


Figure 1: Example with 3 lock-and-key types.
network, where the nodes will typically be labelled in a manner that hides the bipartivity, the singular values $\sigma_{1}, \sigma_{2}, \ldots$ can be taken in order, and the indices of extremal components in the corresponding left and right singular vectors used to identify candidate nodes.

Eigenvectors and, more generally, singular vectors, enjoy important variational properties, and hence the information that they convey tends to be robust to the presence of noise. This has been confirmed experimentally; see, for example, $[1,4,8,10,12,17]$. In particular, for the case of undirected edges, it was shown in [11] that the SVD can find approximate bipartite subgraphs in both synthetic and real networks. In the next section, we test the robustness of the SVD in the directed network setting.

## 3 Exploratory Tests

### 3.1 Detailed Example

The directed network in Figure 1 does not completely satisfy Assumption A from section 2. The colour coding of the arrows in Figure 1 is designed to emphasize the lock and key distribution. Nodes 1-5 have the red key and nodes 6, 11-15 and 17 the corresponding red lock. Nodes 4 and $6-10$ have the blue key and nodes 16-20 the corresponding blue lock. Finally, nodes 19 and 20 have the green key, while nodes 9 and 10 have the green lock. We note that this node ordering was chosen simply to make the output easier to interpret-results from the SVD are invariant under symmetric row and column permutations.

The nontrivial singular values are, to two digits, 6.5, 4.7, 2.0 and 0.7 , which is


Figure 2: First left and right singular vectors for network in Figure 1.
consistent with our expectation that the first, second and third pairs of singular vectors should correspond to the red, blue and green groups.

### 3.1.1 First left and right singular vectors

Figure 2 shows the components of the first left and right singular vectors of the adjacency matrix in increasing order. On the horizontal axis are the indices, so, for example, the most negative left and right singular vector entries correspond to nodes 4 and 17, respectively.

For the first left singular vector, $\mathbf{u}^{[1]}$, there are two main groups of nodes with components away from zero; one with values around -0.34 and another with values around -0.23 . There is also an outlying vertex at around -0.5 . The group at height -0.34 involves nodes $1,2,3,5$, which, as we see from Figure 1, share the red key. The outlier is node 4 . This is the only other red key node, but it also has the blue key.

The first right singular vector, $\mathbf{v}^{[1]}$, splits up the network in a similar fashion. Nodes $6,11,12,13,14$ form a clear group and we see from Figure 1 that they share the red lock. The outlier is node 17. This is the only other red lock node, but it also has the blue lock. We note that node 6 differs from its neighbours in Figure 2 in that it also has a blue key, but the left singular vector has not been affected by this - node 6 is placed at the same height as the purely red lock nodes. This consistent with the theory in section 2, where Assumption A does not rule out the case of a node having a key and lock of different colours.

In Figure 3 we show the adjacency matrix for the subgraph created by nodes $4,1,2,3,5,6$, taken from the left hand end of $\mathbf{u}^{[1]}$ up to the cut-off from -0.34 to -0.23 , and nodes $17,6,11,12,13,14,15$, taken from the left hand end of $\mathbf{v}^{[1]}$ up to the corresponding cut-off. We see that there is a clear two-by-two block checkerboard structure, corresponding to a directed bi-partite subgraph, with node 6 having an extra link to its red lock colleague (arising from the separate blue lock-key connection).


Figure 3: Subgraph showing red lock-key interactions arising from nodes $4,1,2,3,5$ and $17,6,11,12,13,14,15$ taken from $\mathbf{u}^{[1]}$ and $\mathbf{v}^{[1]}$ in Figure 2.

Similarly, Figure 4 reveals the blue lock-key interactions by plotting the adjacency matrix arising from nodes $6,7,8,9,10$ and $16,18,19,20$ that were grouped together above the main cut-offs in Figure 2. Here, node 17 is missing from the blue lock group; this makes sense because it is also a lock member of the larger red lock-key group. In Figure 4 we also see that the green lock-key group of 9, 10 and 19,20 appears as a block in the adjacency matrix. However, from Figure 2 this appears to be a coincidental feature caused by the fact that these node are also part of the blue subgraph - the components of nodes 9,10 in $\mathbf{u}^{[1]}$ and 19, 20 in $\mathbf{v}^{[1]}$ are not visually distinguishable from their blue key and lock neighbours, $6,7,8$ and 16,18 , respectively.

Overall, the first left and right singular vectors have done an excellent job of sorting out the key and lock nodes, respectively, for the red group. They also made a reasonable delineation of the blue group, but the ambiguous nodes that shared red and blue characteristics were placed next to their red colleagues, which form the dominant group.

### 3.1.2 Second left and right singular vectors

Figure 5 shows the second left and right singular vectors. In $\mathbf{u}^{[2]}$ we see that nodes $1,2,3,5$ are grouped together. These are four out of the five red key nodes. Node 4, which also has the blue key, has been given a positive value, in line with the positivity of nodes $6,7,8,9,10$, which complete the blue key group and are classified together. In $\mathbf{v}^{[2]}$ we see nodes $6,11,12,13,14,15$ grouped together. These are all red lock nodes, with the exception of node 17 which has been given a positive value in line with the other blue lock nodes $16,18,19,20$ that are


Figure 4: Subgraph showing blue lock-key interactions arising from nodes $6,7,8,9,10$ and 16, 18, 19, 20 taken from $\mathbf{u}^{[1]}$ and $\mathbf{v}^{[1]}$ in Figure 2.
classified together.
So, overall, the second singular vectors also give information about both red and blue groups, but they favor the second-largest, blue group.

### 3.1.3 Third left and right singular vectors

Figure 6 shows the third left and right singular vectors. In this case we see that the green keys, 19, 20 and the green locks 9,10 have been picked out unambiguously.


Figure 5: Second left and right singular vectors for network in Figure 1.


Figure 6: Third left and right singular vectors for network in Figure 1.

### 3.2 Parameterized Example

Our second experiment tests the robustness of the SVD approach when spurious and missing edges contaminate the directed bi-partivity. We constructed a network of 50 nodes with nodes $1-10$ forming group $S_{1}$ and nodes $11-25$ forming group $S_{2}$. We formed links independently at random such that the probability of a link from node $i$ to node $j$ is given by 0.6 if $i \in S_{1}$ and $j \in S_{2}$, and $p_{2}$ otherwise.

To the left in Figure 7 we show the adjacency matrix that arose for $p_{2}=0.1$. We see that the $S_{1}$-to- $S_{2}$ block forms a dense patch, but there is a significant amount of non-bipartite 'noise'. In fact there are $94 S_{1}$-to- $S_{2}$ edges and 226 others. In the centre and left of Figure 7 we show the first left and right singular vectors. It is clear that the key group, $S_{1}$, is picked out by $\mathbf{u}^{[1]}$ and the lock group, $S_{2}$, is picked out by $\mathbf{v}^{[1]}$; in each case the group members appear sequentially, taking the extreme values in the vector.

In Figure 8, we increase $p_{2}$ to 0.3. Now there are 665 edges outside the $S_{1}$-to$S_{2}$ class. In this case we are at the extremes of the noise level that the SVD can tolerate. In $\mathbf{u}^{[1]}$, the 10 nodes in group $S_{1}$ appear in positions $1,2,3,4,6,7,10$, $11,13,20$ as we search through the components with largest to smallest absolute value. Similarly, in $\mathbf{v}^{[1]}$, the 15 nodes in group $S_{2}$ appear in positions $1,2,3,4$, $5,8,9,10,11,14,15,16,20,29,31$. So the dominant singular vectors do not reproduce perfectly the key and lock groups; although at this high level of noise it may be argued that the groups are not clearly defined.

### 3.3 Statistical Testing

Having established that the left and right singular vectors may be useful in identifying members of directed bipartite communities, we would like to assess the success with which nodes are classified into subgroups. To this end we construct an adjacency matrix consisting of 100 nodes with sets $S_{1}$ and $S_{2}$ comprising nodes


Figure 7: Left: adjacency matrix. Middle: first left singular vector. Right: first right singular vector. Here $p_{2}=0.1$ for the non-bipartite connectivity probability.


Figure 8: Left: adjacency matrix. Middle: first left singular vector. Right: first right singular vector. Here $p_{2}=0.3$ for the non-bipartite connectivity probability.
$1-10$ and $11-20$, respectively. We connect pairs of nodes $i$ and $j$ independently at random with probability $p_{1}$ if $i \in S_{1}$ and $j \in S_{2}$ and with probability $p_{2}$ otherwise.

With an adjacency matrix set up in this fashion, we may compute the SVD and examine the components of the first left and right singular vectors. If the SVD perfectly organises nodes into the appropriate subgroups, then nodes 110 should correspond to the ten components with highest absolute value in $\mathbf{u}_{1}$ and nodes 11-20 should correspond to the ten components with highest absolute value in $\mathbf{v}_{1}$. We fix $p_{1}$ and vary $p_{2}$ from 0 to $p_{1}$, generating several instances of the synthetic network described above for each value of $p_{2}$. The SVD of each adjacency matrix is calculated and the proportion of correctly identified nodes in the first ten positions of the relevant singular vector is recorded in each instance.

In Figure 9 we show a plot of the mean proportion of correctly identified nodes for $p_{1}=0.9$ and $p_{2}$ varying from 0 to 0.9 in increments of 0.01 . The blue line shows the mean proportion of "key" nodes correctly identified and the red line corresponds to the mean proportion of "lock" nodes correctly identified. In this case the probability of false negatives in the region of bipartite connectivity is 0.1, and the SVD is reasonably tolerant of false positives elsewhere in the adjacency matrix. The singular vectors correctly identify more than half of the correct nodes until the probability of a false positive in a given position in the adjacency matrix reaches around 0.3 .

Figure 10 shows a plot of the same type with $p_{1}=0.6$. In this case, the singular vectors successfully identify more than half of the corect nodes until the probability of a false positive in a given position in the adjacency matrix reaches around 0.15 .

By varying $p_{1}$ from 0 to 1 and carrying out the procedure described above, we can obtain three dimensional plots of the proportions of locks and keys correctly recovered by the SVD for varying probabilities of false negatives and false positives. Figure 11 shows the proportion of 'key' nodes correctly recovered for varying values of $p_{1}$ and $p_{2}$. The data is also plotted as a heat map in Figure 12. Similarly, Figures 13 and 14 show the proportion of 'lock' nodes correctly recovered as a surface plot and a heat map, respectively. By inspection we see that the left and right singular vectors perform very similarly in their identification of 'lock' and 'key nodes'. Approximately half the correct nodes are identified if the probability of a false positive is around a third of the probability of a 'true positive', and all the correct nodes are identified if every true connection is present and the probability of a false positive is less than 0.2 .

It is important to stress that the success of the SVD in identifying members of directed bipartite subgroups is dependent upon a number of factors, including the proportion of 'noise' in the data (i.e. the frequency of false positives and false negatives), the number of lock-and-key pairs (including overlapping group membership) and the size of a directed bipartite community relative to the dataset as a whole.


Figure 9: Proportion of 'key' nodes (red) and 'lock' nodes (blue) correctly identified by first singular vectors for $p_{1}=0.9$ with varying levels of 'noise'.


Figure 10: Proportion of 'key' nodes (red) and 'lock' nodes (blue) correctly identified by first singular vectors for $p_{1}=0.6$ with varying levels of 'noise'.


Figure 11: Proportion of 'key' nodes correctly identified by first left singular vector for varying levels of 'noise'.

Having quantified the success of the SVD in a number of test cases, we now apply our method to a dataset from genomics and attempt to uncover meaningful communities.

## 4 Application to Cancer Microarray Data

In this section we consider a network arising through gene expression. Cancer microarray data from [15] was treated with the classification method developed in [16]. More precisely, we selected 133 genes related to the oncogene p53, and computed the 'plus-minus' network. Here, an edge between nodes $i$ and $j$ indicates that when gene $i$ expresses significantly above its usual level, gene $j$ generally expresses significantly below its usual level. This produced a directed network with 133 nodes and 558 edges, whose adjacency matrix is shown in Figure 15. Discovering directed bi-partite subgraphs in this setting is of major biological interest, as it reveals a pair of gene groups such that over-expression in one group is associated with under-expression in the other.

The singular values for this adjacency matrix are plotted in Figure 16. We see that the largest singular values are around 8 . The first left and right singular vectors were found to produce an approximately bi-partite subnetwork where edges crossed between groups in both directions; a feature that suggests there is a significant component of symmetry in the network. Since we are interested here in directional information, we focus on the second left and right singular vectors,


Figure 12: Proportion of 'key' nodes correctly identified as a heat map.


Figure 13: Proportion of 'lock' nodes correctly identified by first right singular vector for varying levels of 'noise'.


Figure 14: Proportion of 'lock' nodes correctly identified as a heat map.


Figure 15: Adjacency matrix for a 'plus-minus' network of genes relating to the oncogene p53.


Figure 16: Singular values of the adjacency matrix from Figure 15.


Figure 17: Second left and right singular vectors of the adjacency matrix from Figure 15.
which are shown in Figure 17.

Keeping in mind the typical network size suggested by the singular values and considering the natural break-points in the singular vector components, we chose the indices from four extreme components of $\mathbf{u}^{[2]}$ and seven extreme components of $\mathbf{v}^{[2]}$. This produced the subnetwork shown in Figure 18. We see that there is a high degree of directed bi-partivity. Denoting the first four nodes in this subnetwork as group $S_{1}$ and the remaining seven nodes as group $S_{2}$, twenty-five out of the possible twenty-eight $S_{1}$-to- $S_{2}$ connections are present, but none of the other $S_{1}$-to- $S_{1}, S_{2}$-to- $S_{1}$ or $S_{2}$-to- $S_{2}$ connections.


Figure 18: Adjacency matrix for the subgraph of 11 nodes discovered via the second singular vectors.

The subnetwork in Figure 18 was produced using only the network data. Because of the high level of interest in p53, there is extra biological information available, which can be used to justify the relevance of the subnetwork. Details of the genes are given in Table 1. Looking at these genes, BTG2, CCNG2 and FHL1 all appear to have inhibitory effects on growth or cell-division, while the role of HLA-F with respect to growth is unclear. KIF15, CDC20, PRC1, CCNB2, KIF20A and NEK2 all seem to be involved in the cell-division process and, in most cases, inhibiting the genes seems to prevent growth. So it appears that we have identified two groups of genes whose products have opposite functions; whilst we make no detailed biological interpretation here it seems reasonable that their mutually exclusive expression patterns are consistent with growth promotion and inhibition being correlated; with one of these groups being switched on when the other is off.

Statistical testing to assess the significance of the bipartite subgraph identified in Figure 18 was carried out as follows; see [13] for a more detailed discussion of this methodology. The rows and columns of the original adjacency matrix were independently permuted and the SVD of the resulting "shuffled" matrix was computed. A subgraph of the same size as the one described above was formed from the 4 and 7 extremal entries in $\mathbf{u}^{[2]}$ and $\mathbf{v}^{[2]}$, respectively, and a measure of bipartivity was recorded by taking the ratio of the density of nonzeros in the upper right matrix block (i.e. the region of directed bipartite connectivity) to the density of the remaining L-shaped block (plus 1 to avoid division by zero). The experiment was repeated 1000 times and in no instance did the bipartivity measure of the submatrix from a shuffled network exceed that of the initial sub-

| Probe set ID | Gene ID | Description |
| :--- | :--- | :--- |
| 201235_s_at | BTG2 | BTG family, member 2 |
| 202769_at | CCNG2 | Cyclin G2 |
| 201540_at | FHL1 | four and a half LIM domains 1 |
| 221978_at | HLA-F | major histocompatibility complex, class I, F |
| 219306_at | KIF15 | kinesin family member 15 |
| 202870_s_at | CDC20 | CDC20 cell division cycle 20 homolog (S. cerevisiae) |
| 218009_s_at | PRC1 | protein regulator of cytokinesis 1 |
| 204822_at | TTK | TTK protein kinase |
| 202705_at | CCNB2 | cyclin B2 |
| 218755_at | KIF20A | kinesin family member 20A |
| 204641_at | NEK2 | NIMA (never in mitosis gene a)-related kinase 2 |

Table 1: Details of genes corresponding to the groups in Figure 18. The two groups are separated by a double horizontal line.
matrix. This indicates that the degree of bipartivity seen in Figure 18 is unlikely to have arisen "by chance."

Overall, we believe that these initial results show a proof of principle for the SVD as a tool for discovering directed bipartite communities. In the context of analysing high-throughput expression data its main utility, of course, will lie in the case where directed bipartite patterns are found that involve gene groups for which annotational information is missing or only partially known. In this way, the algorithm could suggest putative functional and cause-and-effect relationships that may direct more specific experiments. More generally, for any set of unsymmetric interaction data this new method for detecting directed bipartite community structure offers a useful tool for highlighting meaningful information.
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