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Abstract— A control architecture is proposed for 
temperature control in manufacturing applications based on the 
internal model principle. It is applied to a problem where the 
material exit temperature is to be controlled by changing the 
transportation speed to influence the amount of heat loss. The 
internal model is used to achieve a fast response with minimal 
overshoot. The controller tuning is carried out using constraints 
on the sensitivity function to map out the controller parameter 
region to achieve this performance. The robustness of the 
controller to parametric uncertainty is also considered. Results 
are shown from the application of this controller to the 
temperature controller for a hot strip rolling mill. 

I. INTRODUCTION 

 There are many processes particularly in manufacturing 
systems where during production the material (metal, glass, 
paper etc.) is transported from the start of the process to the 
finish as a continuous web. During transportation the 
material is loosing heat and the only means to control that 
heat loss is by varying the speed. The focus of this paper is 
the control of the process exit temperature using the speed as 
the primary actuator to adjust the heat lost i.e. if the exit 
temperature is too low then increasing the speed will reduce 
heat loss and bring it back on target. These are distributed 
processes with large transport delays which make the control 
problem of achieving a fast response with minimal overshoot 
challenging. Despite the complexity of nonlinear distributed 
processes we are interested in using a simple linear model 
and design process to enable controller parameter tuning in 
the frequency domain. 

Using a simple model of a ‘ramp function’ the paper 
proposes a control architecture using the internal model 
principle (IMC) with a proportional integral (PI) controller. 
It is shown how the modeled delay in the internal model can 
be used as an additional tuning parameter. The optimization 
of the PI control gains is achieved by mapping constraints on 
the closed-loop sensitivity function into performance regions 
for the controller gains. This is extended to plotting the 
performance regions for multiple models obtained from 
parametric uncertainty. Results are shown using this 
controller on a metal rolling mill application. The design 
model for this application is justified theoretically and from 
measured data. 
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II. THE RAMP FUNCTION 

 A simple model to describe the change in temperature with 
speed for material being transported through a region is the 
‘ramp function’ [1]: 
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where DT is the transport delay time and 
v

Texit

∂
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is the steady 

state gain. For a step change in speed the temperature will 
rise in a ramp of duration DT before it reaches steady state. 
The Nyquist plot of this transfer function shown in Fig. 1 has 
interesting characteristics. The closed loop system will have 
multiple poles with the least damped being at low frequency. 
Of course changing the speed will change the transport delay 
which is a fixed parameter in this model. The use of the 
model is limited to ‘small’ changes in speed. 
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Fig. 1: Nyquist plot for v∆  to exitT∆  

III. CONTROL ARCHITECTURE 

Figure 2 shows the proposed architecture using an internal 
model in a similar fashion to the Smith Predictor. The output 
of the plant )(sP is compared to a model of the plant )(

~
sP  

which is fed back to be compared with the reference. The 
output of the PI controller )(sK  is fed back through 

)(
~

sPA in an internal loop. For the Smith Predictor this would 
be the delay free model of the plant. For the temperature 
controller we cannot factorize the plant into a transport delay 
and the remaining dynamics. 
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Fig. 2: Internal model control architecture. 

 
If the internal loop has the transfer function ( )sQ  then the 

closed loop is: 
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If ( ) ( )sPsP =~
 and ( ) ( )sPsQ 1~ −=  then perfect setpoint 

tracking and disturbance rejection are achieved. If 
( ) ( )sPsP ≠~

 then perfect disturbance rejection can still be 

achieved, provided ( ) ( )sPsQ 1~ −= . The ( )sQ  is related to the 
controller and plant model by: 
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When ∞→K  then 1~ −→ APQ . More realistically 

K would only have high gain in the frequency range where 
disturbance rejection is desired and for a controller with 
integral action ( ) 0, →∞→ ωωjK . The closed loop transfer 

function is now: 
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and 
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Texit

∂
∂=θ~ . If we desired the inner control loop ( )sQ  to 

achieve a faster response we can reduce the transport delay 
in ( )sPA

~
 : 
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where DA TT
~~ < . The closed loop can now be written: 
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If DA TT
~~ =  then the internal model structure has no action. 

Unlike the Smith Predictor the design or tuning of the 
controller K is not a delay free problem. 

IV. CONTROLLER TUNING 

The focus on the controller tuning is to find an appropriate 
amount of time advance AT

~
and to find gains Pk  and Ik   for 

the controller:  
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such that the maximum magnitude of the closed loop 
sensitivity is less than a preset magnitude: 
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This is equivalent to ensuring that the Nyquist plot of ( )ωjL  
does not intersect with a circle of centre (-1,0) and radius 

1−
sM [2]. If the circle is represented by a discrete number of 

points then we would like to find bounds on Pk  and Ik such 

that ( )ωjL does not interest with these points. The active 

bound may be found by finding where ( )ωjL  is tangential to 
the circle. For a point jvu + on the circle, for just a PI 
control the loop gain is: 

  ( ) ( )( ) ( )( )( ) jvuPjP
k

jkjL i
p +=+�

�

�
�
�

� −= ωω
ω

ω ImRe    (11) 

With some rearranging we can obtain: 
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A similar exercise for the IMC PI controller leads to: 
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and ( )( )ωjGkP Re=      ( )( )ωωjGkI Im−=          (15) 
As the frequency is varied over the desired design range a 
region for the control gains is mapped such that the loop gain 
will not intersect with our design point. With a finite number 
of design points the final parameter region will be the union 
of all regions. The active bounds that define the final region 
may be found by checking the tangency conditions of 

( )ωjL . 
 Figure 3 shows the PI parameter region for just the PI 
control for the process with a 5 sec transport delay and the 
steady state gain normalized by the corresponding inverse 
gain in the controller. An additional 1st order lag is added to 
the plant to represent the dynamics of the speed control. The 
circle constraint has a radius of 0.8. The parameter region is 
shown in Fig. 4 for the IMC PI controller when 2

~~
DA TT = . 

In each case Pk is chosen to correspond to the maximum 

allowed Ik . For the IMC PI there are two active bounds 
since the loop gain is tangential to the constraint circle as 
two places as shown in Fig. 5.   
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Fig. 3: PI controller parameter region. 

0.5 1 1.5 2 2.5
0

0.5

1

1.5

2

Kp

K
i

 
Fig. 4: IMC PI controller parameter region. 

 
When the transport delay increases the controller 

parameter region deceases with the optimal integral gain 
decreasing linearly as shown in Fig. 6. The frequency 
characteristics of both controllers and the closed-loop 
sensitivities are compared in Figs 7 and 8 with the transport 
delay increasing from 5 to 14 secs. The achievable 
bandwidth of course decreases with the delay increase. The 
additional phase advance of the IMC PI controller is 
apparent. The price paid for the extra bandwidth with the 
IMC PI is the second resonant peak at a higher frequency 
even although it satisfies the peak constraint. 

 

-0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

PI

IMC PI

 
Fig. 5: PI and IMC PI loop gain Nyquist plot. 
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Fig. 6: PI and IMC PI controller frequency response. 
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Fig. 7: PI and IMC PI controller frequency response. 
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Fig. 8: PI and IMC PI controller closed-loop sensitivity. 
 

The time responses in Fig. 9 show the controllers 
responding to an initial temperature error. The IMC PI 
controller recovers the temperature in a time close to the 
transport time with minimal overshoot. The price paid for 
this is more speed variation and therefore more energy 
usage. 
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Fig. 9: Exit temperature and speed. 
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Fig. 10: PI controller parameter region with 50 models. 
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Fig. 11: IMC PI controller parameter region with 50 models. 

 
The previous design is repeated but now considering 50 

plant models that have a 20% variation in the three plant 
parameters (temperature sensitivity, time delay and speed 
control time constant). The controller gain region has 
reduced in size (Figs. 10 and 11) to accommodate the worst 
case plants but there is still a benefit in using the internal 
model as illustrated in the closed-loop sensitivity (Fig. 12) 
and time response (Fig. 13). 
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Fig. 12: PI and IMC PI controller closed-loop sensitivity for 

50 models. 
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Fig 13: Exit temperature and speed for 50 models. 

 
Figures 14 and 15 illustrate the effect of varying the time 

advance used in ( )sPA
~

. With a 30% advance a larger 
bandwidth can be obtained and with a 70% advance the 
allowable integral gain is larger. In both these cases the 
controller response has a large magnitude resulting in 
excessive actuator energy usage. A good compromise was to 
use the 50% advance. Using the peak sensitivity constraint 
only does not give a reliable indication on balancing 
performance against actuator effort. 
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Fig. 14: IMC PI controller region, varying time advance. 
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Fig. 15: IMC PI controller response, varying time advance. 

V. ROLLING MILL TEMPERATURE CONTROL 

Figure 16 illustrates a multi-stand rolling mill where the 
thickness of the strip (steel or aluminum) is reduced as it 
passes through each stand before it is coiled. The accurate 
control of the strip thickness and temperature is essential for 
profitability [3]. Since the mass flow is constant then the 
speed of the strip will increase as the thickness is reduced. 
The exit temperature of the strip from the last stand can be 
controlled by changing the global speed of the mill and using 
interstand cooling sprays [4]. Here we only consider using 
the mill speed as the actuator. Producing strip at the correct 
exit temperature is important for the metallurgical properties. 
Getting the strip onto target temperature (with little 
overshoot or undershoot) as soon as possible will maximize 
the saleable product.  

 

 
 
 

Fig. 16: Tandem Rolling Mill. 
 

VI. NONLINEAR MODEL 

 
A nonlinear model for the strip temperature is a mill section 
with respect to time and distance from the mill entry is [4]: 
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Where 
ch
K

a C

ρ
2

= , 
ch

b
ρ
σε2= , T(t,x) is the temperature of the 

strip at position x at time t, V is the strip velocity, ρ is the 
density of the material, c the specific heat, h the thickness of 

the material, KC the heat transfer coefficient,  Ta the ambient 
temperature, ε is the emissivity and σ is Stefan-Boltzmann 
constant. 

It includes heat loss given by conduction with the 
atmosphere and heat lost by blackbody radiation. In this 
paper the radiated heat transfer is ignored (i.e. ε =0). This 
simplifies the analysis though it is easily extendable to 
include radiation. 

The system has 3 inputs: the entry temperature which is 
the temperature entering the section, the ambient temperature 
and velocity. The output is exit temperature from the section. 

The system has a transport process, which is due to the 
time it takes for the strip to move though the interstand 
section. This can be as large as 5-10 seconds. The 
assumptions made include:  

• The temperature of the strip is constant throughout the 
cross section and only varies along the length of the strip. 
In reality the centre of the strip will be hotter than the 
outside. 

• It is assumed there is no temperature diffusion along the 
strip width or length. 

• Heat loss through the bottom and top of the strip is equal.  

VII. LINEAR MODEL 

By linearizing the model with respect to velocity the 
dependence of the exit temperature on velocity is simplified. 
It allows a simpler version of the model to be investigated, 
and analyzed. In particular it allows for frequency responses 
to be obtained. 

The system is assumed to be in steady state initially, i.e. at 
the steady state temperature, SST , given by 0V , 0T  and aoT . 
The system will remain at this temperature unless the inputs: 
velocity, entry temperature and ambient temperature change. 
These changes are given by V∆ , T∆ and aT∆ .Therefore the 
model can be lineraized about any operating point. 
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The steady state temperature, SST is found by solving this 

equation for the steady state i.e. 0
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This then leads to the linearized partial differential equation: 
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In this equation the transport delay depends on the steady 
state velocity, V0 and not the total input velocity, 

VVV ∆+= 0  as in the nonlinear equation. This result 



 
 

 

reduces the accuracy for large changes in velocity away from 
the steady state. The transfer function of the linearized model 
(19) can now be obtained: 
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where s is the Laplace variable, X represents the Laplace 

transform of X and 
ch
K

a C

ρ
2= . The values of inT∆ , aT∆ and 

V∆ independently affect the change in exit temperature. 
Note that the speed change V∆  conforms to the structure of 
the ‘ramp function’ in (1). Since the speed of the strip 
increases as it passes through each stand the transport delay 
used in the design model is the total transport time from mill 
entry to exit and the a steady-state sensitivity is calculated to 
reflect the global behavior. 

VIII. APPLICATION RESULTS 

Figures 17 and 18 show some typical results from a multi-
stand rolling mill. The initial exit temperature may be either 
to hot or too cold. When the strip starts to be coiled the 
temperature control can start adjusting the mill speed. The 
predicted temperature change due to the mill speed change is 
shown using the linear model (20) but with a variable 
transport delay. The model is certainly accurate enough to be 
used in the IMC PI controller to enable fast but non 
oscillatory closed-loop responses to be obtained. Using this 
control structure is also convenient to provide protection for 
actuator limits such as the maximum acceleration.  
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Fig. 17: Exit temperature and speed with a hot strip head. 
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Fig. 18: Exit temperature and speed with a cold strip head. 

IX. CONCLUSIONS 

It has been shown theoretically and from measured results 
that a relatively simple transfer function can be used to 
model the influence of speed on the temperature of a 
material being transported through a process (particularly a 
rolling mill process). While the model is simple it does 
contain a transport delay. An internal model control structure 
is proposed which uses a model with a reduced transport 
delay to influence the design problem. The design problem is 
not delay free and it is therefore convenient to carry out the 
controller tuning completely in the frequency domain. The 
bound on the peak magnitude of the closed-loop sensitivity is 
used to map the feasible region for the proportional and 
integral gains both for the conventional PI control and the PI 
control using the internal model. The model, control 
structure and gain optimization have been successful in 
practice, providing a simple controller that has high 
performance. 

The effects of the changing speed can be taken into 
account by using multiple models during the controller 
design which can also be used to account for other uncertain 
parameters. This is of course only valid for steady state 
models and is not a rigorous method for accounting for 
transients during fast speed changes. It would be interesting 
for future work to look at the optimal scheduling of 
controller gains for large changes in speed. 
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