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Abstract

This paper tackles the problem of globally computing sub-Riemannian curves on
the Euclidean group of motions SE(3). In particular we derive a global result for
special sub-Riemannian curves for which their Hamiltonian satisfies a particular
condition. The sub-Riemannian curves in this paper are defined in the context
of a constrained optimal control problem. The Maximum Principle is then ap-
plied to this problem to yield the appropriate left-invariant quadratic Hamiltonian.
A number of integrable quadratic Hamiltonians are identified. We then proceed
to derive convenient expressions for sub-Riemannian curves in SE(3) that corre-
spond to particular extremal curves. These equations are then used to compute
sub-Riemannian curves that could potentially be used for motion planning of un-
derwater vehicles.
Subject classification codes: 70Q05, 53C17.
Keywords: sub-Riemannian curves, Euclidean group of motions, Hamiltonian
systems, Motion Planning.



0.1 Introduction
This paper is motivated by the motion planning problem for rigid body systems
with nonholonomic constraints [1, 2, 3, 4, 5, 6, 7, 8]. The problem is formulated as
a constrained optimal control problem on the Euclidean group of motions SE(3)
and is analogous to the problem of globally computing sub-Riemannian curves
on this Lie group. In this context the horizontal constraint of the sub-Riemannian
curve on SE(3) is analogous to the velocity constraint on the rigid body. Fur-
thermore, these sub-Riemannian curves are analogous to rigid body motions that
are locally optimal with respect to minimizing a quadratic cost function of linear
and/or angular velocity components. Moreover, the resulting rigid body motions
are optimal for small terminal time T [9] pg. 216-219.

These sub-Riemannian problems have generally been tackled using a varia-
tional (Lagrangian) approach, see [5, 10, 11, 12, 6, 13, 2], however, in this paper
the problem is defined in the context of optimal control. An application of the
Maximum Principle to this problem then yields a Hamiltonian rather than a Euler-
Lagrange formulation. This formulation is advantageous as the sub-Riemannian
problem can be treated globally through the coordinate free Maximum Princi-
ple of optimal control [9, 15]. Apart from the original example of Brockett on
the Heisenberg group [11] and the particular sub-Riemannian curves (called p-
curves) defined on 3-dimensional Lie groups in [14], most of the studies of sub-
Riemannian curves are local. Furthermore, this paper considers special cases of
this problem where the optimal control problem lifts to integrable Hamiltonian
systems.

The integrable Hamiltonian systems considered in this paper are important
special cases of this problem as the extremals can be explicitly solved in exact
form. Furthermore, since the behavior of an integrable Hamiltonian system is
always periodic or quasi-periodic, an integrable system cannot display chaotic be-
havior [16] pg. 289. This suggests that motion planning problems that lift to inte-
grable Hamiltonian systems will compose of regular motions. Previous work has
identified integrable cases of Kirchhoff’s equations [17] (topologically equivalent
to the Hamiltonian lift of the Riemannian problem on SE(3)) and Hamiltonians
corresponding to elastic curves on SE(3) in [20, 21, 9, 18]. In this paper sev-
eral integrable quadratic Hamiltonians corresponding to sub-Riemannian curves
on SE(3) are identified. One particular integrable Hamiltonian considered corre-
sponds to the motion planning problem for the underwater vehicle posed in [19].
Due to the practical relevance of this Hamiltonian we solve this particular case in
detail.



Following this we derive convenient expressions relating extremal curves that
satisfy a particular condition to their corresponding curves g(t) ∈ SE(3). This
integration follows a similar procedure to that described for left-invariant Hamil-
tonian systems on the orthogonal group SO(3) in [9] pg. 436-441, however, we
further exploit an additional constant of motion to obtain convenient expressions
for the projection of extremal curves (that satisfy a certain condition ) onto R3.
Finally, using these equations we compute a set of sub-Riemannian curves corre-
sponding to a particular non-trivial solution of an integrable quadratic Hamilto-
nian. These particular sub-Riemannian curves corresponds to helical motions that
could be useful for planning ascending and descending motions for underwater
vehicles [19].

0.2 sub-Riemannian curves on SE(3)

In this section the sub-Riemannian curves g(t) ∈ SE(3) are defined in the context
of an optimal control problem. We note that the element g(t) ∈ SE(3) can be

decomposed into γ̂ = [x,y,z]T ∈ R3 and R ∈ SO(3) such that g(t) =
(

1 0
γ̂ R

)
.

We define the basis of the Lie algebra se(3) by the elements B1,B2,B3,A1,A2,A3 ∈
se(3). The Lie algebra se(3) admits a direct sum decomposition se(3) = p⊕k such
that B1,B2,B3 ∈ p and A1,A2,A3 ∈ k and where the Lie bracket [·, ·] = XY −Y X
satisfies the following commutative table:

[, ] A1 A2 A3 B1 B2 B3
A1 0 A3 -A2 0 B3 -B2
A2 -A3 0 A1 -B3 0 B1
A3 A2 -A1 0 B2 -B1 0
B1 0 B3 -B2 0 0 0
B2 -B3 0 B1 0 0 0
B3 B2 -B1 0 0 0 0

A sub-Riemannian curve is then one that minimizes the energy with respect to the
fiber inner product or that minimizes the length of the curve (the two yield the
same curves through the Cauchy-Scwartz inequality, see [7] pg. 6-7). However, it
is more convenient to minimize the energy and define a sub-Riemannian curve in
the context of an optimal control problem on SE(3) (see also [7], [5], [6], [13]):



Definition 1 A sub-Riemannian curve g(t) ∈ SE(3) with the left-invariant hori-
zontal distribution, D:

dg(t)
dt

= g(t)(
s

∑
i=1

viBi +
r

∑
i=1

uiAi) (1)

minimizes the energy of a horizontal curve:

J =
1
2

T∫

0

s

∑
i=1

miv2
i +

r

∑
i=1

ciu2
i dt (2)

subject to the given boundary conditions g(0) = g0 and g(T ) = gT and where
ci,mi are constants and vi,ui are measurable and bounded functions.

Computing sub-Riemannian curves can then be naturally viewed as an optimal
control problem with u(t) = (v1, ...,vs,u1, ...,ur) playing the role of control func-
tions where s 6 3 and r 6 3 are the number of controls in the translational and
rotational directions respectively. If s + r is equal to 6, the constraint (1) is holo-
nomic, which means that every path in SE(3) is equivalently a trajectory of (1). If
s+r is less than 6, equation (1) describes a horizontal constraint and g(t)∈ SE(3)
are sub-Riemannian curves. If we associate (1) with a kinematic control system
where vi,ui are the velocity controls and if s + r < 6 then (1) is equivalently a
nonholonomic constraint.

0.3 Hamiltonian lift on SE(3)
The application of the coordinate free Maximum Principle to optimal control
problems of this type are well known, see [15], [9]. In this section we give a
brief overview of this and show that the Hamiltonian corresponding to a sub-
Riemannian curve on SE(3) is quadratic. As the Hamiltonian is left-invariant the
cotangent bundle T ∗SE(3) can be realized as the direct product SE(3)× se(3)∗
where se(3)∗ is the dual of the Lie algebra se(3) of SE(3). Therefore, the original
Hamiltonian defined on T ∗SE(3) can be expressed as a reduced Hamiltonian on
the dual of the Lie algebra se(3)∗ as T ∗SE(3)/SE(3) ∼= se(3)∗. The appropriate
Hamiltonian for the horizontal curve (1) with respect to minimizing the horizontal
curves energy (2) is given by (see [5] pg. 329-358 for details):

H(p,u,g) =
s

∑
i=1

vi p(g(t)Bi)+
r

∑
i=1

ui p(g(t)Ai)−ρ0
1
2

(
s

∑
i=1

miv2
i +

r

∑
i=1

ciu2
i )

)
(3)



where p ∈ T ∗SE(3) and ρ0 = 1 for regular extremals and ρ0 = 0 for abnormal
extremals. In this paper we consider only the regular extremals, therefore we set
ρ0 = 1. The Hamiltonian (3) defined on T ∗SE(3) can be expressed as a reduced
Hamiltonian on the dual of the Lie algebra se(3)∗. It follows that p(g(t)Ai) =
p̂(Ai) for any p = (g(t), p̂) and any Ai ∈ se(3), p(g(t)Bi) = p̂(Bi) for any p =
(g(t), p̂) and any Bi ∈ se(3). Defining the extremal (linear) functions explicitly as
Mi = p̂(Ai), pi = p̂(Bi), where p̂ ∈ se∗(3) the Hamiltonian (3) can be expressed
on se(3)∗ as

H =
s

∑
i=1

vi pi +
r

∑
i=1

uiMi− 1
2

(
s

∑
i=1

miv2
i +

r

∑
i=1

ciu2
i )

)
(4)

Through the Maximum Principle and the fact that the control Hamiltonian (4) is
a concave function of the control functions ui,vi, it follows by calculating ∂H

∂ui
= 0

and ∂H
∂vi

= 0 that the optimal controls are:

u∗i =
1
ci

Mi, v∗i =
1
mi

pi (5)

where i = 1,2,3. Substituting (5) back into (4) gives the appropriate left-invariant
quadratic Hamiltonian:

H =
1
2
(

s

∑
i=1

p2
i

mi
+

r

∑
i=1

M2
i

ci
) (6)

where Mi and pi are the extremal curves. For each quadratic Hamiltonian (6), the
corresponding vector fields are calculated using the Poisson bracket {p̂(·), p̂(·)}=
−p̂([·, ·]) where (·) ∈ se(3). Then the Hamiltonian vector fields are given by:

d(·)
dt

= {·,H} (7)

where (·) ∈ se(3)∗. Finally, substituting (5) into (1) yields:

dg(t)
dt

= g(t)∇H (8)

where ∇H is the gradient of the Hamiltonian and g(t)∈ SE(3) are the sub-Riemannian
curves.



0.4 Integrable quadratic Hamiltonians on SE(3)

To explicitly solve the sub-Riemannian curves g(t) ∈ SE(3) it is first necessary
to solve equation (7). Before proceeding to try and explicitly solve (7) it is sen-
sible to ask if analytic solutions exist, that is, are the Hamiltonian vector fields
integrable. Specifically, the integrability of left-invariant Hamiltonian systems
defined on SE(3) has been detailed in [9] pg. 407-453 and we summarize the
essential results in the following:

For convenience of exposition we define the basis for so(3):

E1 =




0 0 0
0 0 −1
0 1 0


 ,E2 =




0 0 1
0 0 0
−1 0 0


 ,E3 =




0 −1 0
1 0 0
0 0 0


 (9)

then for left-invariant Hamiltonians on SE(3) we state the following facts:

Theorem 1 The quantities π ∈ so(3) and ρ ∈ so(3) defined by the equations:

RPR−1 = ρ (10)

and
RMR−1 +[γ ,RPR−1] = π (11)

are conserved quantities for any left-invariant Hamiltonian systems on SE(3)
where

M = M1E1 +M2E2 +M3E3

P = p1E1 + p2E2 + p3E3

γ = xE1 + yE2 + zE3

(12)

Proof. see [9] pg. 391-392. The conditions (10) and (11) imply the existence of
two constant functions on se∗(3):

p2
1 + p2

2 + p2
3 =−1

2
trace(ρ2) (13)

and
M1 p1 +M2 p2 +M3 p3 =−1

2
trace(ρπ) (14)

for convenience we denote the constant I2 =−1
2trace(ρ2) and I3 =−1

2trace(ρπ).
I2 and I3 are Casimir functions and are in involution with any other constant func-
tion on se∗(3) i.e. {I2,H} = 0,{I3,H} = 0 and {I2, I3} = 0. For left-invariant



Hamiltonian systems defined on SE(3) we can then be more specific about inte-
grability, following the arguments posed in [9] pg. 458-459 we state the following
Lemma:

Lemma 1 For any left (respectively right) invariant Hamiltonian system defined
on SE(3), there exist five functionally independent constants of motion ϕ1 =
H,ϕ2 = I2,ϕ3 = I3,ϕ4,ϕ5, where the constants of motion ϕ4,ϕ5 correspond to
right-invariant vector fields.

As the Hamiltonian system is defined on the 12-D cotangent bundle T ∗SE(3) ∼=
SE(3)× se∗(3) six constants of motion are required for integrability [9] pg. 444-
446. Therefore, we require an additional constant of motion for the system to be
integrable. Firstly, we note that in the case that the curves are unconstrained (s+
r = 6) the corresponding Hamiltonian vector fields are topologically equivalent to
the Kirchhoff equations. The integrable cases of these equations have been studied
in [17]. In this paper we identify a number of integrable quadratic Hamiltonians
on SE(3) which correspond to sub-Riemannian curves.

0.4.1 Example cases of integrable quadratic Hamiltonians
In this subsection we identify explicitly a number of integrable quadratic Hamil-
tonians on SE(3) that correspond to certain sub-Riemannian curves.

Integrable Hamiltonian 1:
To begin with we look at a Hamiltonian that corresponds to a particular type of
sub-Riemannian curve (coined p-curves in [14]). These particular sub-Riemannian
problems are concerned with a left-invariant metric defined on p. Moreover, given
a positive definite quadratic form 〈·, ·〉 defined on p we consider the problem of
minimizing the integral

1
2

∫ T

0

〈
g(t)−1 dg(t)

dt
,g(t)−1 dg(t)

dt

〉
dt (15)

among all continuous curves in SE(3) defined on an interval [0,T ] that satisfies
g(t)−1 dg(t)

dt = p(t) with p(t) ∈ p and which satisfy the fixed boundary conditions
g(0) = g0 and g(T ) = gT . A Hamiltonian corresponding to a p-curve is:

H =
1
2

(
p2

1 + p2
2 + p2

3
)

(16)



and the corresponding Hamiltonian vector fields are ṗ1 = ṗ2 = ṗ3 = Ṁ1 = Ṁ2 =
Ṁ3 = 0 and therefore integrable. It is then easily shown that the extremal curves
are constant and the sub-Riemannian curves are straight lines in R3.

Integrable Hamiltonian 2:
We consider a Hamiltonian that corresponds to the case where g(t)−1 dg(t)

dt ∈ k(t)
with k(t) ∈ k. The reachable set of this case is equal to the space of all rotations
of R3 and corresponds to the Hamiltonian:

H =
1
2
(
M2

1
c1

+
M2

2
c2

+
M2

3
c3

) (17)

The Hamiltonian vector fields corresponding to the Hamiltonian (17) are topolog-
ically equivalent to the Euler equations [5]. In addition substituting pi = 0 into
(11) yields RMR−1 = constant. It follows that

−1
2

trace(RMR−1) = M2
1 +M2

2 +M2
3 (18)

is a constant and therefore with (17) there are two constants of motion. Therefore,
the Hamiltonian system is integrable and the solutions are elliptic functions of
time [22]: they are single-valued on the plane of complex time and their singular
points are poles.

Integrable Hamiltonian 3:
In this case we consider a Hamiltonian that corresponds to a sub-Riemannian
problem that is controllable on SE(3), that is, any two points g0 and gT in SE(3)
can be connected by a sub-Riemannian curve. We consider a sub-Riemannian
curve g(t) ∈ SE(3) with the horizontal distribution D defined by:

dg(t)
dt

= g(t)(
3

∑
i=1

viBi +u1A1) (19)

that minimizes the energy of the horizontal curve:

J =
1
2

T∫

0

3

∑
i=1

miv2
i + c1u2

1dt (20)

subject to the given boundary conditions g(0) = g0 and g(T ) = gT and where ci,mi
are constants and u(t) = (v1,v2,v3,u1) are measurable and bounded functions.



The corresponding quadratic Hamiltonian is then:

H =
1
2

(
M2

1
c1

+
p2

1
m1

+
p2

2
m2

+
p2

3
m3

)
(21)

It is easy to show that d p1
dt = 0 and therefore the system is integrable.

Integrable Hamiltonian 4
Finally, we identify a case where the Hamiltonian vector fields are integrable un-
der a specific symmetry assumption. This sub-Riemannian problem is completely
analogous to the optimal kinematic control problem for an underwater vehicle
posed in [19]. Due to the practical relevance of this case it is analyzed in detail.
This sub-Riemannian problem has horizontal distribution:

dg(t)
dt

= g(t)(v1B1 +
3

∑
i=1

uiAi) (22)

that minimizes the energy of the horizontal curve:

J =
1
2

T∫

0

m1v2
1 +

3

∑
i=1

ciu2
i dt (23)

subject to the given boundary conditions g(0) = g0 and g(T ) = gT and where
c1,c2,c3,m1 are constants and u(t) = (v1,u1,u2,u3) are measurable and bounded
functions. The constraint (22) is analogous to a conventional underwater vehicle
whose lateral motions are quickly damped out due to damping. The appropriate
quadratic Hamiltonian on SE(3) is then:

H =
1
2

(
p2

1
m1

+
M2

1
c1

+
M2

2
c2

+
M2

3
c3

)
(24)



with the corresponding Hamiltonian vector fields equal to:




dM1

dt
=
−M2M3

c2
+

M2M3

c3
dM2

dt
=

M1M3

c1
− M1M3

c3
+

p1 p3

m1
dM3

dt
=
−M1M2

c1
+

M1M2

c2
− p1 p2

m1
d p1

dt
=
−M2 p3

c2
+

p2M3

c3
d p2

dt
=

M1 p3

c1
− p1M3

c3
d p3

dt
=−M1 p2

c1
+

p1M2

c2

(25)

where M1,M2,M3, p1, p2, p3 ∈ se∗(3) are the extremal curves. We proceed by
using a symmetry argument analogous to the symmetric top [9], setting c2 = c3
gives dM1

dt = 0 thus yielding the extra integral of motion required for integrability.

0.5 Projecting particular extremals onto SE(3)

This section derives convenient expressions relating extremal curves that satisfy
the condition p2

2 + p2
3 > 0 for all t onto their corresponding locally optimal paths

g(t) ∈ SE(3). This derivation exploits the conserved quantities inherent in all
left-invariant Hamiltonian systems on SE(3). For convenience the Hamiltonian
equations (8) are split into a translational part γ̂ ∈ R3 and a rotational part R ∈
SO(3):

dγ̂
dt

= R
[

∂H
∂ p1

∂H
∂ p2

∂H
∂ p3

]T
(26)

and
dR
dt

= R
(

∂H
∂M1

E1 +
∂H
∂M2

E2 +
∂H
∂M3

E3

)
(27)

0.5.1 Projecting particular extremals onto SO(3)

Proceeding to solve the differential equation (27) for the rotational component
R ∈ SO(3) in terms of the extremal curves that satisfy a certain condition, we



make use of the conservation laws stated in Theorem 1. This projection onto
SO(3) is similar to that described in [9] with some modifications that yield more
compact expressions. For convenience define a constant K2 = I2 where I2 is the
Casimir function (13) and assume K 6= 0. If this assumption does not hold then
the equations of motion degenerate to pure rotations (zero translations), so the
motions considered here are those which comprise of both rotations and transla-
tions. In terms of applications to the motion planning problem for autonomous
underwater vehicles and unmanned air vehicles this assumption is acceptable as
the vehicles will be propelled in a forward (translational) direction. Following the
procedure outlined in [9] pg. 436-440 and for a given P there always exists an
element R0 ∈ SO(3) such that:

R0PR−1
0 = KE1 (28)

This fact implies that any orbit RPR−1 = ρ is conjugate to ρ = KE1 and therefore
it suffices to integrate the particular orbit:

RPR−1 = KE1 (29)

Then let φ1,φ2,φ3 (Euler angles) denote the coordinates of a point in SO(3) ac-
cording to the formula:

R = exp(φ1E1)exp(φ2E2)exp(φ3E1) (30)

with the appropriate ranges of the angles defined by φ1,φ3 ∈ (−π,π] and φ2 ∈
[0,π]. These Euler angles can be expressed completely in terms of elements in
the dual of the Lie algebra provided that they satisfy a specific condition this is
described in the following Theorem:

Theorem 2 The Euler angles describing the evolution of the rotation matrix R ∈
SO(3), can be completely expressed in terms of the extremal curves, such that:

φ̇1 = K




(
p2

∂H
∂M2

)
+

(
p3

∂H
∂M3

)

p2
2 + p2

3




φ2 = arccos
( p1

K

)

φ3 = atan2(p2, p3)

(31)

where H is any left-invariant Hamiltonian on se∗(3) provided the extremal curves
satisfy the condition p2

2 + p2
3 > 0 for all t.



Proof. Using the equation (29) write:

P = KR−1E1R (32)

substituting (30) into (32) yields:

P = K




0 −cosφ3 sinφ2 sinφ2 sinφ3
cosφ3 sinφ2 0 −cosφ2
−sinφ2 sinφ3 cosφ2 0


 (33)

then equating (33) to P in (12) yields:

p1 = K cosφ2 (34)

furthermore
p2 = K sinφ2 sinφ3

p3 = K sinφ2 cosφ3
(35)

dividing p2 by p3 in (35) gives φ3 in terms of the extremal solutions:
p2

p3
= tanφ3 (36)

then for the Euler angle φ3 ∈ (−π,π] it follows that

sinφ3 =
p2√

p2
2 + p2

3

,cosφ3 =
p3√

p2
2 + p2

3
(37)

To obtain an expression for φ1 we follow an analogous procedure to that used in
[9] pg. 436-440. Finally, there are singularities in the equations (31) at p2

2 + p2
3 = 0

and therefore these equations are valid provided p2
2 + p2

3 > 0 for all t. ¤
In addition for φ2 ∈ [0,π] then from (31) we can write:

sinφ2 =

√
1− p2

1
K2 =

√
p2

2 + p2
3

K
(38)

Then substituting (31), (38), (37) into (30) we state the following Lemma:

Lemma 2 The projection of particular extremal curves (that satisfy the condition
p2

2 + p2
3 > 0 for all t) onto SO(3) are of the form:

R =




b ac ad
ae d f −bce −bde− f c
−a f de+bc f bd f − ec


 (39)



where:

a =

√
p2

2 + p2
3

K
, b =

p1

K
, c =

p2√
p2

2 + p2
3

, d =
p3√

p2
2 + p2

3

e = sin




∫ T

0
K




(
p2

∂H
∂M2

)
+

(
p3

∂H
∂M3

)

p2
2 + p2

3


dt


 ,

f = cos




∫ T

0
K




(
p2

∂H
∂M2

)
+

(
p3

∂ H
∂M3

)

p2
2 + p2

3


dt




(40)

Note that the constant of integration C of the integral in e and f will depend on
the initial boundary condition φ1(0) = φ10 . Furthermore, this integral is defined
if the function φ̇1 is continuous on the domain t ∈ [0,T ], explicitly the integral
is defined provided that p2

2 + p2
3 6= 0 or equivalently K 6= ±p1 on the domain

t ∈ [0,T ]. In addition for integrable Hamiltonian systems we can often solve the
extremal curves analytically. In this case it is useful to state a condition for the
integral in e and f (40) to be defined and that can be easily evaluated. To this
end, note that at the singularities K =±p1 and therefore from the constraint (13)
p1 is either a maximum or a minimum. It follows that if the extremal solution p1

satisfies the condition d p1
dt

∣∣∣
K=±p1

6= 0 then the integral in e and f is defined for all

time.

0.5.2 Projection of the extremal curves onto R3

In this subsection, we exploit the conservation law (11) to yield convenient ex-
pressions relating the path of the sub-Riemannian curve in terms of the extremals:

Theorem 3 The path γ̂ = [x,y,z]T ∈R3 traced by the sub-Riemannian curve g(t)∈
SE(3) can be expressed completely in terms of particular extremal curves (that
satisfy the condition p2

2 + p2
3 > 0 for all t) as:

dx
dt

=
1
K

(
p1

∂H
∂ p1

+ p2
∂H
∂ p2

+ p3
∂H
∂ p3

)

y =
1
K

(α sinφ1−β cosφ1− s3)

z =− 1
K

(α cosφ1 +β sinφ1− s2)

(41)



where s2 and s3 are constants dependent on the initial position g(0) and initial
value M(0) and

α =


M3 p2−M2 p3√

p2
2 + p2

3




β =


 p1 (M3 p3 +M2 p2)−M1

(
p2

2 + p2
3
)

K
√

p2
2 + p2

3




(42)

Proof.
Recall that the integration for the rotation matrix is with respect to the particular
solution (29) therefore the conservation law (11) can be expressed as:

RMR−1 +[γ ,KE1] = π (43)

where π ∈ so(3) is a constant matrix which we define as:

π = s1E1 + s2E2 + s3E3 (44)

then substituting (44) and (30) into (43) gives

y =
1
K

sinφ1 (M3 sinφ3−M2 cosφ3)

− 1
K

(cosφ1 (cosφ2 (M3 cosφ3 +M2 sinφ3)−M1 sinφ2)+ s3)

z =
1
K

cosφ1 (M2 cosφ3−M3 sinφ3)

− 1
K

(sinφ1 (cosφ2 (M3 cosφ3 +M2 sinφ3)−M1 sinφ2)− s2)

(45)

and it follows that substituting (37), (34) and (38) into (45) and simplifying yields
y and z in (41). Finally, to obtain an equation for x, substitute the coordinate
representation of R (30) into the state space equation (26) to yield:

dx
dt

= cosφ2
∂H
∂ p1

+ sinφ2 sinφ3
∂H
∂ p2

+ cosφ3 sinφ2
∂H
∂ p3

(46)

then on substituting the expressions (31), (38) and (37) into (46) and simplifying
yields the equation for x in (41). ¤



The equations (39) and (41) describe a particular solution g(t) ∈ SE(3) with re-
spect to the initial condition imposed by the assumption (29), however, if we let
the solution of equation (8) be denoted by ggen ∈ SE(3) and any arbitrary ini-
tial condition by gint ∈ SE(3), then given the particular solution g(t) ∈ SE(3) the
solution for arbitrary initial conditions is given by:

ggen = gintg(0)−1g(t) (47)

Finally, using the equations derived in this paper we compute explicitly a non-
trivial sub-Riemannian curve on SE(3).

0.6 Explicit solutions to a sub-Riemannian problem
on SE(3)

The integrable quadratic Hamiltonian 4 in Section 0.4 is of practical relevance
to the optimal control of an autonomous underwater vehicle posed in [19]. For
this reason we use the proceeding analysis to solve for a sub-Riemannian curve
explicitly. In this case a symmetry assumption is required for integrability and we
set c2 = c3 = 1 for simplicity of exposition. In this case Ṁ1 = 0 and therefore M1
is a constant which will be denoted as σ then from (24) we have:

2H− p2
1

m1
− σ2

c1
= M2

2 +M2
3 (48)

then from (25) it is easily shown that:

(
d p1

dt
)2 = p2

2M2
3 + p2

3M2
2 −2p2 p3M2M3 (49)

Using (13) write:
I2− p2

1 = p2
2 + p2

3 (50)

multiplying (50) with (48) gives:

(I2− p2
1)(2H− p2

1
m1
− σ2

c1
) = p2

2M2
2 + p2

2M2
3 + p2

3M2
2 + p2

3M2
3 (51)

additionally we use the Casimir function (14) and rearrange to get:

I3− p1σ = p2M2 + p3M3 (52)



and squaring (52) yields:

(I3− p1σ)2 = p2
2M2

2 + p2
3M2

3 +2p2M2 p3M3 (53)

finally substituting (53) and (51) into (49) and simplifying gives the following
quartic function:

(ṗ1)2 =
p4

1
m1

+
(

σ2

c1
−σ2− I2

m1
−2H

)
p2

1 +(2I3σ)p1 +
(

2HI2− I2
3 −

I2σ2

c1

)

(54)
The function (54) is a quartic function of p1 and can therefore be solved by an
elliptic function, see [23], however, this is a complex symbolic expression and is
omitted. In the remainder of this example we consider a particular solution that
corresponds to the poles of the elliptic function defined by (54), that is extremals
that satisfy ṗ1 = 0. We denote the solutions that satisfy this condition as pc. The
remaining extremal curves will then be expressed in terms of this constant. To
solve for the remaining extremal curves M2 and M3 the Hamiltonian function (48)
is used. This suggests using polar coordinates for M2 and M3:

M2 = r sinθ , M3 = r cosθ (55)

r is given by substituting (55) into (48):

r = (2H− p2
c

m1
− σ2

c1
)1/2 (56)

and θ is given as follows:

θ = arctan
(

M2

M3

)
(57)

θ̇ =
M3Ṁ2−M2Ṁ3

M2
2 +M2

3
(58)

substituting in the values for Ṁ2,Ṁ3 and the equations (48) and (52) yields the
constant θ̇ :

θ̇ =
σ
c1
−σ +

pc (I3− pcσ)

m1

(
2H− σ2

c1
− p2

c
m1

) (59)

we define the constant β = θ̇ and therefore θ is linear in t and we write θ = β t
(assuming for simplicity that the constant of integration is 0). Then substituting



the solutions p1 = pc,M1 = σ ,M2 = r sinβ t,M3 = r cosβ t and the derivatives
Ṁ2 = rβcosβ t, Ṁ2 =−rβ sinβ t into (25) yields:

p2 = ssinβ t
p3 = scosβ t (60)

where
s =

m1

pc
(rβ −σr(

1
c1
−1)) (61)

In summary these particular extremal solutions are defined as:

M1 = σ , M2 = r sinβ t, M3 = r cosβ t, p1 = pc, p2 = ssinβ t, p3 = scosβ t,
(62)

where pc,σ ,r,s,β are constants. The next step in the procedure is to project the
extremals (62) onto SE(3) to yield the corresponding sub-Riemannian curve. As-
suming s 6= 0 the extremals (62) satisfy the condition of p2

2 + p2
3 > 0 and Theorem

3 can be applied. Assuming for simplicity that the constants of integration are
zero, the sub-Riemannian curves g(t) ∈ SE(3) trace helical curves of the form:

x = C1t, y = C2 cosC3t, z = C2 sinC3t, (63)

where C1,C2,C3 are constants defined by

C1 =
p2

c
K

, C2 =− pc(I3− pcσ)−σs2

K2s
, C3 = K

(
I3− pcσ

s2

)
(64)

Finally, applying Lemma 2 to the extremal curves (62) the orthonormal frame
rotates along the curve according to the rotation matrix

R =




pc
K

s
K sinβ t s

K cosβ t
s
K sinC3t cosβ t cosC3t− pc

K sinβ t sinC3t − pc
K cosβ t sinC3t− sinβ t cosC3t

− s
K cosC3t cosβ t sinC3t + pc

K sinβ t cosC3t pc
K cosβ t cosC3t− sinβ t sinC3t




(65)
Therefore, equations (63) and (65) define a sub-Riemannian curve on SE(3).

0.7 Conclusion
This paper computes globally defined sub-Riemannian curves on the Euclidean
group of motions SE(3) whose extremal curves satisfy a particular condition.



The problem is conveniently formulated as a constrained optimal control prob-
lem and an application of the Maximum Principle lifts the problem to its corre-
sponding Hamiltonian vector fields. Following this a number of sub-Riemannian
curves that yield integrable quadratic Hamiltonians were identified and one par-
ticular case solved analytically. Furthermore, an illustration of how to project
particular extremal curves down onto SE(3) is given and applied to the particular
case. The derived sub-Riemannian curves yield an analytic solution which (anal-
ogously) solves a motion planning problem for the underwater vehicle defined in
[19]. These analytic solutions could potentially be used to plan ascending and de-
scending motions for underwater vehicles or landing motions for airplanes. Future
work will investigate the use of sub-Riemannian curves as reference trajectories
for real engineering rigid body systems with nonholonomic constraints. This will
include an analysis of the forces required to track these reference trajectories.
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