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ABSTRACT 
As a consequence of people becoming more aware of 
their impact on the environment, there is an increasing 
demand for low energy buildings. Forced by regulation, 
building envelopes are improving and heating and 
cooling systems with higher efficiencies are being 
installed. The public are willing to embrace these new 
technologies, as long as they do not affect the quality of 
their indoor environment. 
In this paper, an introduction to research on the 
realisation of the indoor thermal comfort in residential 
buildings with water based, low-energy heating 
systems is given. The basis for this work is a more 
realistic definition of comfort temperatures for 
residential buildings. Subsequently,   appropriate heat 
emitters to realise that thermal comfort in an efficient 
way are identified, taking into account the limitations 
of the production system under consideration. An 
example of a µ-cogeneration system is presented as a 
case study. 
 
INTRODUCTION 
A low energy buildings could have significantly 
reduced energy losses to the outdoor environment 
compared to normal dwellings, making them more 
susceptible to variations in temperature due to indoor 
energy fluxes.  Despite the radically different thermal 
characteristics of these dwellings, conventional water 
based heat emitters (e.g. radiators and floor heating) 
continue to be installed in them. The research reported 
in this paper assesses if these more conventional heat 
emitters can achieve adequate thermal comfort in low 
energy dwellings. Further, if the heat emitters need to 
be replaced, the characteristics of better suited heat 
emitters and a suitable heat production system are 
identified.  This is effectively an optimization problem 
and the approach taken to tackle this problem is shown 
in Figure 1. 
 
The starting point is the achievement of thermal 
comfort in the dwelling with minimum energy 
consumption. This is then mapped to appropriate heat 

emission technology and ultimately the heat production 
technology. However, the heat production system has 
certain characteristics which might limit the heat 
outcome; maximum capacity, lock out time, etc. This 
will influence the heat emission and, in turn, might 
make other heat emitter characteristics more suitable to 
realise the desired indoor thermal comfort, and so on. 
 

 
 
Figure 1: Reconsidering the heating equipment for low 
energy buildings. 
 
This paper presents the software that has been 
developed to assist in the optimization of the heating 
installations for low energy buildings. A case study is 
presented which focuses on matching heat emitters to 
two different µ-cogeneration systems: Internal 
Combustion Engines (ICE) and boiler-Stirling Engines 
(SE). The outcome of the process will be the 
compatible heat emitter’s characteristics. Another 
outcome of the process is the emitter characteristics to 
be avoided. 
The constraint for the optimization process is that 
thermal comfort conditions are achieved with minimum 
energy consumption.   
  
 
METHODOLOGY 
Thermal Comfort 
If effective optimization is to be achieved it is 
important that appropriate thermal comfort criteria are 
selected. The important question is which criteria are 
suitable for low energy dwellings? 
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Many different standards and theories for thermal 
comfort have evolved since Fanger published his 
seminal thermal comfort theory [Fanger, 1970], based 
on environmental and physiological parameters such as 
the air speed and the air temperature and parameters of 
the individuals under consideration (e.g. clothing and 
metabolic rate). Fanger introduced the terms Predicted 
Mean Vote1 (PMV) and Percentage of People 
Dissatisfied2 (PPD). 
Whilst Fanger’s work is appropriate for near steady 
state indoor conditions such as those experienced in 
offices and office-like environments, it is less 
appropriate for residential buildings where the 
inhabitants have a wide range of possibilities to adapt 
themselves to a dynamic thermal environment by 
opening windows, changing clothing or activity level 
and going to another room. 
The recently renewed International Standard ISO 7730 
[ISO, 2005] uses these PMV- and PPD- indexes to 
predict the thermal sensation of people exposed thermal 
environments where moderate deviations from steady 
state occur. When considering cases where the 
occupants have many ways to adapt themselves or the 
environment to achieve a more agreeable thermal 
sensation, the ISO standard suggests using a wider 
PMV range. However, this vague notion of a wider 
PMV range does not provide an adequate comfort 
metric for residential buildings.  
The standard 55-2004 set up by ASHRAE 
[ANSI/ASHRAE 55-2004] is a revision of the former 
ASHRAE 55-1992 standard.  Like ISO 7730, the new 
standard uses PMV- and PPD-indices. However, it also 
determines the values of acceptable temperature 
changes per time interval, and in that way it partly 
accounts for the dynamic effects ignored by both 
Fanger and ISO 7730. However, the standard is still 
based on the PMV- and PPD-indices, which are based 
on steady state experiments in climate chambers  and 
are not particularly appropriate for the more dynamic 
conditions experienced in dwellings.  
The recently defined Adaptive Temperature Limits 
(ATL) method specifies two kinds of buildings;  free 
running buildings, � -types, and air conditioned 
buildings or 

�
-types [Van der Linden et al., 2006]. It is 

specifically stated that residential buildings could be 
considered as � -buildings. The ATL gives an indoor 
temperature comfort range as a function of the 
reference outdoor temperature Te,ref, which varies 

                                                 
1 The PMV predicts the actual thermal sensation of an 
average person in a given thermal environment. 
2 The PPD gives the percentage of possible 
complainers. 

according to the current and previous days’  temperature 
characteristics. This is given by Equation 1.  
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    Equation 1  

where  
Te,ref   = Reference external temperature (in °C) 
Ttoday   = Average of today’s maximum and 
minimum   external temperature (°C) 
Ttoday-n = Average of the maximum and minimum 
external temperature (°C) of n days ago 

 
This method shows some agreement with the little 
experimental data on residential buildings available in 
the literature [Oseland, 1994; Oseland 1995; Janssens 
and Vandepitte, 2006].  
The research reported in this paper uses a slightly 
modified version of ATL to account for the 
observations of De Dear [De Dear et al., 1997] who 
observed a lower sensitivity to indoor temperature 
changes in cqse of residential buildings compared to 
free running office buildings. This results in an 
asymmetric comfort temperature distribution around a 
neutral temperature, shown in figure 2. The concept of 
an asymmetric distribution of the comfort band around 
the neutral temperature is also discussed by Humphreys 
and Hancock [Humpreys, Hancock, 2007], and 
Fountain et al.[Fountain et al. 1996].   
 

 

Figure 2: Comfort temperature and upper and lower 
limits of 10% PPD-zone as a function of Te,ref. 

The asymmetric comfort temperature distribution is 
valid for the rooms with activity and clothing levels 
similar to those found in dwellings and offices 
However, it does not agree with experimental data for 
bathroom(s) and bedrooms. Specific guidelines will be 
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set up for these rooms, but their derivation is outside 
the scope of this paper.  
Strategy 
Now that an appropriate comfort metric has been 
defined, the next step in implementing the heat emitter 
optimization process of Figure 1 is to integrate the 
comfort metric and modified algorithms, into a building 
energy simulation (BES) code..  
The BES-program that is opted for is ESP-r [ESRU, 
2007]. This code solves the building and its 
constituents simultaneously and in the transient domain 
[Jensen, 1993]. All aspects of the model, building as 
well as plant, are considered as a collection of small 
finite volumes. These represent the various regions of 
both building and plant between which energy and 
mass can flow (figure 3). For each of these finite 
volumes, at each simulation time step, the conservation 
laws of mass, energy and momentum can be applied 
resulting in coupled equations representing the 
processes in the finite volumes. 
These equations are passed on to the central numerical 
solver where they are regrouped in sub-sets, according 
to the physical process they represent. Several solvers, 
specifically developed for each sub-set, work in tandem 
to solve the overall problem. The boundary conditions 
for this solution are provided by the climate data 
selected by the user and by user selected or defined 
control criteria.  [Clarke, 2001; Kelly 1998].  

 

 
 
Figure 3: Finite volumes, representing interactions 
between a heat emitter, some solid structure and zone 
air. 
 
In ESP-r any space within a building model will 
interact with a heat emitter through a combination of 
conduction, convective and radiant heat exchanges. 
Heat can be injected into any finite volume within the 

zone of interest. It is therefore possible to model any 
type of emitter in an abstract fashion. Note that the 
same process can be used to represent cooling devices. 
This abstract representation of heating/cooling devices 
coupled with a control algorithm and sensor is 
collectively termed a “control function”  within ESP-r. 
Control functions can be used as a simple way to 
represent the action of plant and systems within a 
building without resorting to detailed plant modelling. 
The tool incorporates many different types of function 
allowing the modeller to represent many different types 
of systems interaction: from ideal control of user 
defined environmental parameters through to fuzzy-
logic based control.  
 
For the purpose of this paper, one of ESP-r’s control 
functions has been adapted to include the user defined 
emitter characteristics and constraints such as the 
percentage of radiant and convective heat transfer, 
maximum capacity and a time constant which 
indirectly represents emitter thermal mass. The 
algorithm also has the ability to operate with the 
modified ATL comfort algorithm and asymmetric 
bounds around the indoor comfort temperature 
described previously. Using this approach a radiator 
can be modelled as a mixed radiant/convective heat 
injection into a zone with a small time constant. This 
can be converted to a floor heating system simply by 
changing the radiant convective split and the time 
constant of the emitter. 
 
This modified algorithm (hereafter termed a “zone 
controller” ) can therefore be used to represent specific 
emitter characteristics for individual zones within a 
building.   
A further algorithm has been developed as an abstract 
representation of the heat production equipment (in this 
case � -cogeneration). This is termed a “global 
controller” , which represents the state of the heating 
plant and governs the operation of one or more zone 
controllers (i.e. the heat emitters connected to the 
central plant).  
The advantage of this abstract modelling approach is 
that it is easy to apply an external optimization code to 
the simulation process. The characteristics of the 
emitters and heat supply system can be radically altered 
simply by changing data parameters in the appropriate 
controllers. A more detailed model would require 
significantly more intervention and adaptation of the 
model. 
 
Implementation and Operation  
The zone and global controller algorithms have been 
implemented within ESP-r. Each  zone controller uses 

radiation 

convection 

any energy/mass transfer 
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solid 

heat emitter 

air 



the sensed  operative temperature (a mix of 50% mean 
radiant temperature and 50% air temperature [Hens, 
1995].) as an input. The comfort temperature is then 
calculated for the zone (e.g. a living room, kitchen, 
etc.) using the modified ATL algorithm. Using the 
constraint of the emitter maximum capacity and time 
constant, the desired energy flux is calculated. This 
final value of the desired zone energy flux is passed on 
to the global controller. Once all of the individual zone 
controller heat flux requirements have been calculated, 
the global controller checks the maximum and 
minimum installed power and, if necessary, rescales the 
energy available to each emitter. Other constraints that 
will affect the availability of heat are also accounted 
for; these include user-defined lock out times, 
minimum on-time or possible forced part load time3. 
Finally, temporal system start up and shut down effects 
are taken into account. The modified energy fluxes are 
then passed back to the individual zone controllers and 
injected into each zone according to the user defined 
heat emitter characteristics. This reasoning is shown in 
Figure 4: the zones require some energy, the amount 
they can get after taken into account possible 
restrictions due to the zone controller, is passed on to 
the global controller. There, it is checked with 
constraints that might have been built in the logic of the 
global controller. Eventually the allocated energy is 
calculated. 
 

 
 

Figure 4: The order of constraints in case of a global 
controller. 
 

                                                 
3 Modulating heat producing devices can have a fixed 
time at start up during which they work on part load. 
This is implemented to achieve a stable condition in the 
cogeneration unit. 

Case study 
The objective of this case study is to analyse the 
performance of two different µ-cogeneration devices in 
a residential building and to formulate suggestions for 
the appropriate heat emission elements they should be 
combined with under different operating conditions. In 
this case the residential building is modeled as a single 
zone. 
The climate boundary conditions are provided by an 
abstract climate file that has been devised to help 
determine  the influence of the outdoor temperature on 
heating system performance. This file consists of 
blocks of 18 days with constant temperature, increasing 
from -10 °C up to 30 °C in steps of 2 °C. Other climate 
data such as solar radiation and wind speed are set to 
constant average values. 
The target for the heating system is to maintain an 
indoor thermal comfort condition that is within the 
limits of 10% dissatisfied people as calculated using the 
modified ATL algorithm. The characteristics of the 
heat emitter used in the model are varied as follows; 
 
   � e     : 1 – 50 – 100 – 500 – 1000 
  conv : 10 – 25 – 50 – 75 – 99 
 
where � e is the emitter time constant (s) and conv 
indicates the percentage of convective heat emission. 
(1-conv) thus indicates the percentage of radiant heat 
emission. The parameters above encompass a broad 
range of possible emission systems: from fast 
convectors to slow floor heating systems. 
 
The input values for the global controller representing 
the µ-cogeneration devices are based on experimental 
data from Voorspools and D’haeseleer [Voorspools; 
D’haeseleer]; Peeters and D’haeseleer W. [Peeters, 
D’haeseleer, 2007].; and Mertens I., et al. [Mertens et 
al., 2005]. For both the SE and the ICE, the time 
“constants”  for heat and electricity production, � p and 
� e, are actually not constant. As shown by Voorspools 
K. and D’haeseleer W., (2001) and Peeters and 
D’haeseleer (2007) they depend on the operational 
history of the device. The way they are implemented in 
the ESP-r code can be seen in Table 1, where t is time 
(s) and fplt is the forced part load time (s). 
The ICE modeled here is a non-modulating system. 
The SE can modulate and is combined with an 
auxiliary gas burner for supplementary heat production. 
The ICE has an electrical output that in steady state 
equals 46% of the thermal capacity; for the SE this 
ratio is 14%. 
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Minimum 
time on (s) 

240 600 

Lock out 
time (s) 

240 600 

Table 1: Implemented characteristics of both SE and 
ICE. 

 
RESULTS 
The first aspect considered here is the influence of the 
limitations and characteristics of the � -cogeneration 
systems ICE and SE on the optimal emitter. Figure 5 
shows the net heat emission for the ICE simulations 
plotted against Te,ref . This clearly shows that convective 
heat emitters result in a higher energy consumption 
compared to emitters with a higher radiant output. The 
upper points in this graph (greater heating 
requirements) represent the simulation cases with 
highly convective heat emitters. The explanation for 
this is that the sensed condition in these simulations is a 
mix of 50% radiant temperature and 50% air 
temperature. So purely convective heating emitters will 
need to sustain higher air temperatures and hence 
consume more energy than alternative mixed 
convective/radiant devices.  An increasing time 
constant worsens the picture for this type of emitters, as 
they increase the overall average indoor temperature 
even further.  
For a higher Te,ref , the absolute difference between 
convective and radiant emitters is smaller.  
The results for the SE are similar, although slightly 
higher energy outputs have been noticed there. The 
reason is the modulating regime which results in less 
on/off switching and consequently fewer lock out 
times.The longer operational times result in a  higher 
average indoor temperature for the SE, explaining the 
higher net energy demand.  
 

 
 

Figure 5: Net heat production as a function of the 
outdoor temperature for the ICE for the different heat 
emitters. 

The next aspect considered is the influence of a given 
set of heat emitter characteristics on the performance of 
a � -cogeneration device. The performance indicators 
considered here are the fuel utilisation factor4, the 
thermal performance �

th and the electrical performance 
�

el.  The fuel utilization factor is defined by: 
 

th elQ Q
FuelUtilisationFactor

PE

+� �= � �
� �

            Equation 2 

where  
     

thQ  = thermal energy produced 

     
thQ  = electrical energy produced 

     PE = primary energy consumed. 

Figure 6: Fuel utilisation factor for SE as a function of 
Te,ref, for the different heat emitters. 

                                                 
4 This is the sometimes referred to as “ total efficiency” , 
referring to the first law of thermodynamics. It ignores 
the “quality”  of the energy or “exergy” ; and is to be 
distinguished from the exergetic efficiency, based on 
the second law of thermodynamics. This is the reason 
why we avoid the word “efficiency”  here. 
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Figure 6 shows the fuel utilization factor as a function 
of Te,ref; As would be expected, the fuel utilization 
factor decreases with decreasing heat demands. The 
reason is twofold:  

o a longer time off between two operational 
periods has a negative influence on the time 
constant of the � -cogeneration system, As can 
be seen in Table 1; and 

o the impact of start up inefficiencies is higher 
in case of shorter operational periods.   

 
In these simulations, a heat emitter with an average 
time constant of approximately 100 seconds seems to 
have the best fuel utilization ratio. Two effects can 
explain this: 

o a higher heat emitter time constant results in 
higher indoor temperatures during set back; 
and 

o a low heat emitter time constant reduces the 
switched-off time between two ‘on’ -periods, 
resulting in lower time constants for the � -
cogeneration system (see Table 1) . 

 
The fuel utilization ratio for the highly convective 
systems equals that for the radiant systems in case of a 
low Te,ref. This due to the higher heat demand for the 
convective systems. This higher heat demand during 
colder days results in a decreased cycle frequency for 
the � -cogeneration device, compared to the case of 
average or warm outdoor conditions. 
 
As can be seen in Figure 7, the slope of the line 
representing the fuel utilization factor and the one 
representing the thermal efficiency �

th, (defined 
according to equation 3) are very similar. 
 

th
th

Q

PE
α =                  Equation 3 

 
The effects of the choice of the emitter are even more 
pronounced in case of an ICE, as its cycling frequency 
is higher due to its non-modulating thermal output. For 
strongly varying heat demands, higher time constant 
radiant emitters will result in a lower cycling frequency 
and better performance.  
 
In Figure 7 the electrical efficiency �

el, defined 
according to equation 4, is shown as well.  
 

el
el

Q

PE
α =                                                      Equation 4 

 
Figure 7: Efficiencies for SE as a function of Te,ref. 

The electrical efficiency slightly decreases with 
increasing Te,ref. This is due to the lower load and thus 
shorter working hours of the � -cogeneration system in 
case of warmer outdoor conditions. This results in a 
higher impact of the start up inefficiencies. With the 
time constant for electricity production being higher 
than the one for production of thermal energy, the 
weight of this start-up effect is more pronounced in the 
results for the electrical performance of the SE. 
 
The decrease is also observed in the electrical 
performance of the ICE. But the results there have to be 
interpreted with care, as the effect of an increasing 
cycling frequency due to its fixed thermal power, might 
overrule any other effects. Due to the lower time 
constant for the electrical output, � el, compared to 
� th,the effects of limited switch-on periods are less 
pronounced in the electrical efficiency than when 
considering the thermal performance. 
 
Note that the simulations performed are for constant 
artificial step-wise outdoor conditions. In case of 
fluctuating outdoor temperatures, modulating � -
cogeneration systems will outperform the non-
modulating systems. The capacity of the non-
modulating ICE, dimensioned for the high heat 
demands of cold days, is too high for a midseason day, 
resulting in a high cycling frequency. High thermal 
mass heat emitters will outperform the fast convective 
emitters (for both SE and ICE) because the high time 
constant results in a reduced cycling frequency [Peeters 
L. et al., 2007]. Also the installation of a storage tank 
can reduce the cycling frequency and thus improve the 
performance of the µ-cogeneration [Haeseldonckx D. et 
al., 2007].  
 
CONCLUSIONS 
This paper argues that thermal comfort standards 
developed for offices and public buildings are not 
satisfactory when used for residential buildings, the 
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reason being the widely available possibilities to adapt 
the thermal environment.  
 
Based on the literature, new guidelines have been set 
up with an outdoor temperature dependent comfort 
temperature and an asymmetrically distributed 10%-
PPD zone around that. 
 
The performance of different emission systems for two 
types of µCHP has been tested, using newly developed 
ESP-r controllers.  
 
The simulations show that, for realising the same 
thermal comfort quality, convective emitters will result 
in higher heat demands. To limit this energy penalty, 
these emitters should have low time constants. 
 
Both SE and ICE should be combined with convective 
heating systems with average time constant in case the 
variations in the heat demand are limited. For these 
situations the fuel utilization factor is the highest. 
 
For varying, low heat demands, both µCHPs benefit 
from high thermal mass emission systems with 
predominantly radiant output. This limits the impact of 
the start-ups inefficiencies on the overall performance. 
The effect is more pronounced for the ICE. 
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