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# Particle Deposition in a Diffusion-Convection Model 

Cameron MacKay, Sean McKee and Anthony J. Mulholland *


#### Abstract

Particle dispersion from a high chimney is considered and an expression for the subsequent concentration of the particulate deposited on the ground is derived. We consider the general case wherein the effects of both diffusion and convection on the steady state ground concentration of particulate are incorporated. Two key parameters emerge from this analysis: $\alpha$, the ratio of diffusion to convection, and $\lambda$, the nondimensionalised surface mass transfer rate. We also solve the inverse problem of recovering these two parameters given the boundary concentration profile and provide an estimate of the concentration flux above the chimney stack.


## 1 Introduction

For environmental and safety issues it is important to be able to predict the long term ground concentration of airborne particulate emitted from industrial plants. Previous models have assumed zero flux of particulate at the ground surface, with perfect reflection of particle velocity at the ground often being applied $[9,10,11,15]$. In practice there may well be some absorption by the ground surface; this surface could be water for example. We present a method which will allow experimentalists to determine whether or not ground absorption is an important aspect of their particular study. Ground concentration measurements [8] are commonly used to estimate the pollution in ambient air; this paper, by deriving an exact analytical expression for the ground concentration, permits the environmentalist to determine the mass transfer rate to the ground and consequently a more accurate estimate of the pollution in the atmosphere.

We consider particle dispersion from a high chimney and derive an expression for the subsequent concentration of the particulate deposited on the ground.

[^0]Previous analysis has considered the simplified case where diffusion dominates convection (eg. [1]). Here we will consider the more general case wherein the effects of both diffusion and convection on the steady state ground concentration of particulate are incorporated. Two key parameters emerge from this analysis: the Peclet number, the ratio of diffusion to convection, which we shall henceforth denote by $\alpha$, and $\lambda$ the nondimensionalised surface mass transfer rate. It is true that the concentration at any height could be calculated using a finite element approach; however this can only be achieved with knowledge of $\alpha$ and $\lambda$. Our approach offers a means of estimating these parameters as a precursor to a numerical treatment of the full field equations $[15,18,17]$. In a practical situation it may only be possible to measure concentration levels on the ground [16]. We shall show that these two key parameters can be recovered given the boundary concentration profile on the ground; synthetic data (i.e. data obtained from a full finite element calculation) will be used to illustrate this. We also provide an estimate of the concentration flux above the chimney stack.

In deriving the model certain assumptions have been made. Gravitational effects are ignored due to the negligible mass of each particle, the particles are absorbed by the ground at a rate proportional to their local concentration $c$, the diffusion coefficient $D$ remains constant, the wind is horizontally directed with constant velocity $U$, and the chimney opening is viewed as a point source and modelled using a Dirac delta function.


Figure 1: Model for Smoke Dispersion From a Chimney Stack.
The symmetry of the problem allows us to consider the problem in the two dimensional plane of the prevailing wind ([1]) (see Figure 1) and in a steady

| Parameter | Dimension |
| :---: | :---: |
| $\mathrm{z}, \mathrm{x}, \mathrm{h}$ | m |
| c | moles. $\mathrm{m}^{-2}$ |
| Q | moles. $\mathrm{m}^{-1}$ |
| D | $\mathrm{m}^{2} \mathrm{~s}^{-1}$ |
| $\lambda, \mathrm{U}$ | $\mathrm{ms}^{-1}$ |
| $\delta(z-h)$ | $\mathrm{m}^{-1}$ |

Table 1: Parameter Dimensions
state leads to the equation

$$
\begin{equation*}
U \frac{\partial c}{\partial x}=D\left(\frac{\partial^{2} c}{\partial x^{2}}+\frac{\partial^{2} c}{\partial z^{2}}\right) \tag{1}
\end{equation*}
$$

with boundary conditions

$$
\begin{gather*}
D \frac{\partial c}{\partial z}(x, 0)=\lambda c(x, 0)  \tag{2}\\
\lim _{z \rightarrow \infty} \frac{\partial c}{\partial z}(x, z)=0  \tag{3}\\
c(0, z)=Q \delta(z-h) \tag{4}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} c(x, z)=0 \tag{5}
\end{equation*}
$$

where $Q$ is the source strength at height $h$ and $\lambda$ is the rate of particle absorption by the ground (see Table 1 for parameter dimensions).

Transforming to the dimensionless variables $x^{\prime}=x D /\left(U h^{2}\right), z^{\prime}=z / h, c^{\prime}=$ $c h / Q$ gives

$$
\begin{equation*}
\frac{\partial c^{\prime}}{\partial x^{\prime}}=\alpha \frac{\partial^{2} c^{\prime}}{\partial x^{\prime 2}}+\frac{\partial^{2} c^{\prime}}{\partial z^{\prime 2}} \tag{6}
\end{equation*}
$$

with corresponding boundary conditions

$$
\begin{gather*}
\frac{\partial c^{\prime}}{\partial z^{\prime}}\left(x^{\prime}, 0\right)=\lambda^{\prime} c^{\prime}\left(x^{\prime}, 0\right)  \tag{7}\\
\lim _{z^{\prime} \rightarrow \infty} \frac{\partial c^{\prime}}{\partial z^{\prime}}\left(x^{\prime}, z^{\prime}\right)=0  \tag{8}\\
c^{\prime}\left(0, z^{\prime}\right)=\delta\left(z^{\prime}-1\right) \tag{9}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{x^{\prime} \rightarrow \infty} c^{\prime}\left(x^{\prime}, z^{\prime}\right)=0 \tag{10}
\end{equation*}
$$

where $\alpha=\left(\frac{D}{U h}\right)^{2}$ and $\lambda^{\prime}=\left(\frac{h}{D}\right) \lambda$ are dimensionless parameters. The primes shall now be dropped for clarity and the system (6)-(10) solved to obtain the particle concentration at the ground $c(x, 0)$.

## 2 Analytic expression for the particle concentration deposited on the ground

For clarity we define the two Laplace Transforms which transform $(x, z)$-space to ( $p, q$ )-space (see Figure 2).


Figure 2: Function Spaces.

Definition 1 (Definition of Laplace Transforms in $x$ and $z$ )

$$
\begin{align*}
& L_{p} c=\mathcal{L}[c(x, z) ; p]=\int_{0}^{\infty} c(x, z) e^{-p x} d x=\bar{c}(p, z)  \tag{11}\\
& \begin{aligned}
L_{q} c & =\mathcal{L}[c(x, z) ; q]=\int_{0}^{\infty} c(x, z) e^{-q z} d z=\bar{c}(x, q) \\
L_{q} L_{p} c & =\mathcal{L}[\mathcal{L}[c(x, z) ; p] ; q] \\
& =\int_{0}^{\infty} e^{-q z} \int_{0}^{\infty} c(x, z) e^{-p x} d x d z \\
& =\int_{0}^{\infty} e^{-p x} \int_{0}^{\infty} c(x, z) e^{-q z} d z d x \\
& =L_{p} L_{q} c \\
& =\bar{c}(p, q)
\end{aligned} \tag{12}
\end{align*}
$$

Existence of all Laplace transforms employed in this report is assumed (see, for example, [14]). Applying (11) to equation (6) and using boundary condition (9)
results in

$$
\begin{equation*}
\frac{\partial^{2} \bar{c}}{\partial z^{2}}(p, z)+\left(\alpha p^{2}-p\right) \bar{c}(p, z)+(1-\alpha p) \delta(z-1)-\alpha \frac{\partial c}{\partial x}(0, z)=0 . \tag{14}
\end{equation*}
$$

Applying (12) to (14) yields

$$
\begin{equation*}
\left(q^{2}+\alpha p^{2}-p\right) \overline{\bar{c}}(p, q)+(1-\alpha p) e^{-q}-\alpha \frac{\partial \bar{c}}{\partial x}(0, q)-\frac{\partial \bar{c}}{\partial z}(p, 0)-q \bar{c}(p, 0)=0 \tag{15}
\end{equation*}
$$

Solving (15) for $\overline{\bar{c}}(p, q)$ gives

$$
\begin{equation*}
\overline{\bar{c}}(p, q)=\frac{(\alpha p-1) e^{-q}+\alpha \frac{\partial \bar{c}}{\partial x}(0, q)+\frac{\partial \bar{c}}{\partial z}(p, 0)+q \bar{c}(p, 0)}{q^{2}-p(1-\alpha p)} . \tag{16}
\end{equation*}
$$

The Laplace transform (11) may also be applied to boundary condition (7) to obtain

$$
\begin{equation*}
\frac{\partial \bar{c}}{\partial z}(p, 0)=\lambda \bar{c}(p, 0) \tag{17}
\end{equation*}
$$

Applying the transformed boundary condition (17) results in

$$
\begin{equation*}
\overline{\bar{c}}(p, q)=\frac{\alpha \frac{\partial \bar{c}}{\partial x}(0, q)+(q+\lambda) \bar{c}(p, 0)-(1-\alpha p) e^{-q}}{q^{2}-p(1-\alpha p)} \tag{18}
\end{equation*}
$$

which may be inverted from $(p, q)$-space to $(p, z)$-space by use of the convolution theorem to give

$$
\begin{align*}
\bar{c}(p, z)= & \left(\cosh s z+\frac{\lambda}{s} \sinh s z\right) \bar{c}(p, 0)+\frac{\alpha p-1}{s} \mathcal{H}(z-1) \sinh s(z-1) \\
& +\frac{\alpha}{2 s}\left[e^{s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{-s u} \mathrm{~d} u-e^{-s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{s u} \mathrm{~d} u\right] \tag{19}
\end{align*}
$$

where

$$
\begin{equation*}
s=\sqrt{p-\alpha p^{2}} \tag{20}
\end{equation*}
$$

and $\mathcal{H}(z-1)$ is the Heaviside function. Differentiating expression (19) with respect to $z$ and solving for $\bar{c}(p, 0)$ yields

$$
\begin{align*}
\bar{c}(p, 0)= & \frac{(1-\alpha p) \mathcal{H}(z-1) \cosh s(z-1)+\frac{\partial \bar{c}}{\partial z}(p, z)}{s \sinh s z+\lambda \cosh s z} \\
& -\frac{\alpha}{2} \frac{\left[e^{s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{-s u} \mathrm{~d} u+e^{-s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{s u} \mathrm{~d} u\right]}{s \sinh s z+\lambda \cosh s z} \tag{21}
\end{align*}
$$

and hence an integro-differential relationship may be found between $c(x, 0)$ and $\frac{\partial c}{\partial x}(0, z)$ by inversion of (21). Unfortunately this cannot be inverted directly and so the complex inversion formula needs to be employed (see, for example, [14]).

Thus integration is performed along the infinite line $p=\gamma\left(\gamma \in \mathbb{R}^{+}\right)$in the complex $p$-plane in a domain in which $\bar{c}(p, 0)$ is analytic.

The presence of the term $s=\sqrt{p-\alpha p^{2}}$ reveals that branch points exist at $p=0, \frac{1}{\alpha}$ and therefore a branch cut is made between these two points to ensure $\bar{c}(p, 0)$ remains single-valued. The denominator of (21) does not give rise to other singularities as will be seen later on in Section 3.


Figure 3: The Cut p-plane.
Any point $p$ in the cut $p$-plane is located by use of polar coordinates centred on either the origin or on $\frac{1}{\alpha}$ by setting $p=r_{1} e^{i \theta_{1}}$ and $p-\frac{1}{\alpha}=r_{2} e^{i \theta_{2}}$ with $-\pi<\theta_{1}<\pi$ and $0<\theta_{2}<2 \pi$ (see Figure 3). Thus on this particular branch of the function

$$
\begin{align*}
s & =\sqrt{p-\alpha p^{2}} \\
& =\sqrt{\alpha r_{1} r_{2} e^{i\left(\theta_{1}+\theta_{2}+\pi\right)}} \\
& =i \sqrt{\alpha r_{1} r_{2}} e^{i\left(\frac{\theta_{1}+\theta_{2}}{2}\right)} \tag{22}
\end{align*}
$$

with $0<\left(\theta_{1}+\theta_{2}\right)<2 \pi$ (see Figure 3). Note that changing the domain of either $\theta_{1}$ or $\theta_{2}$ by $2 \pi$ (but not simultaneously, for example $\theta_{1} \rightarrow \theta_{1}+2 \pi$ and $\theta_{2} \rightarrow \theta_{2}$ ) amounts to a complete circuit around one of the branch points. This circuit through the branch cut indicates the point $p$ lies on the other branch of the function $\bar{c}(p, 0)$ since now

$$
\begin{equation*}
s=-i \sqrt{\alpha r_{1} r_{2}} e^{i\left(\frac{\theta_{1}+\theta_{2}}{2}\right)} . \tag{23}
\end{equation*}
$$

Observe that from one branch to the other $s \rightarrow-s$. The inversion of $\bar{c}(p, 0)$ should remain independent of the branch chosen on which to perform the integration. This property is confirmed by noting that equation (21) is invariant under $s \rightarrow-s$. It is therefore natural to take the branch where $s$ is defined by equation (23) since on this branch

$$
\begin{equation*}
\Re\{s\}=\sqrt{\alpha r_{1} r_{2}} \sin \left(\frac{\theta_{1}+\theta_{2}}{2}\right)>0 \tag{24}
\end{equation*}
$$

due to $2 \pi<\left(\theta_{1}+\theta_{2}\right)<4 \pi$ and $\sqrt{\alpha r_{1} r_{2}} \neq 0$. The sign of $\Re\{s\}$ on the chosen branch is important as it enables the transformed boundary condition (8) to be successfully applied to equation (21). Taking the limit of both sides of (21) as $z \rightarrow \infty$ yields

$$
\begin{align*}
\bar{c}(p, 0)= & \lim _{z \rightarrow \infty}\left\{\frac{(1-\alpha p)\left(e^{-s}+e^{-(2 z-1) s}\right) \mathcal{H}(z-1)+2 e^{-s z} \frac{\partial \bar{c}}{\partial z}(p, z)}{s\left(1-e^{-2 s z}\right)+\lambda\left(1+e^{-2 s z}\right)}\right. \\
& \left.-\alpha \frac{\left[\int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{-s u} \mathrm{~d} u+e^{-2 s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{s u} \mathrm{~d} u\right]}{s\left(1-e^{-2 s z}\right)+\lambda\left(1+e^{-2 s z}\right)}\right\} . \tag{25}
\end{align*}
$$

Since $\Re\{s\}>0$

$$
\begin{align*}
\bar{c}(p, 0)= & \frac{(1-\alpha p) e^{-s}}{s+\lambda}-\frac{\alpha}{s+\lambda} \int_{0}^{\infty} \frac{\partial c}{\partial x}(0, u) e^{-s u} \mathrm{~d} u \\
& -\frac{\alpha}{s+\lambda} \lim _{z \rightarrow \infty} e^{-2 s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{s u} \mathrm{~d} u \tag{26}
\end{align*}
$$

Expression (26) may be further simplified by appealing to the following result.

Lemma 1 If $c(x, 0)$ is continuous on the interval $[0, \infty)$

$$
\begin{equation*}
\lim _{z \rightarrow \infty} e^{-2 s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{s u} d u=0 \tag{27}
\end{equation*}
$$

Thus (26) may be rewritten as

$$
\begin{equation*}
\bar{c}(p, 0)=\frac{(1-\alpha p) e^{-s}}{s+\lambda}-\frac{\alpha}{s+\lambda} \int_{0}^{\infty} \frac{\partial c}{\partial x}(0, u) e^{-s u} d u \tag{28}
\end{equation*}
$$

The proof is contained in Appendix A.

## 3 Derivation of the ground concentration expression using the Complex Inversion Formula

The complex inversion formula is now applied to equation (28) to give

$$
\begin{align*}
c(x, 0)= & \lim _{T \rightarrow \infty} \frac{1}{2 \pi i}\left\{\int_{\gamma-i T}^{\gamma+i T} \frac{(1-\alpha p) e^{p x-s}}{s+\lambda} \mathrm{d} p\right. \\
& \left.-\alpha \int_{0}^{\infty} \frac{\partial c}{\partial x}(0, u) \int_{\gamma-i T}^{\gamma+i T} \frac{e^{p x-s u}}{s+\lambda} \mathrm{d} p \mathrm{~d} u\right\} \tag{29}
\end{align*}
$$

where the order of integration has been interchanged. We introduce $\Phi_{1}(p)$ and $\Phi_{2}(p, u)$ allowing us to write

$$
\begin{align*}
c(x, 0)= & \lim _{T \rightarrow \infty} \frac{1}{2 \pi i}\left\{\int_{\gamma-i T}^{\gamma+i T} \Phi_{1}(p) \mathrm{d} p\right. \\
& \left.-\alpha \int_{0}^{\infty} \frac{\partial c}{\partial x}(0, u) \int_{\gamma-i T}^{\gamma+i T} \Phi_{2}(p, u) \mathrm{d} p \mathrm{~d} u\right\} \tag{30}
\end{align*}
$$

We now apply Cauchy's theorem (see, for example, [14]) to the contour shown in Figure 4 (the lines $B D, J K, E F$ and $H I$ lie on the branch cut but appear separated for clarity). Inspection of (28) reveals no other singularities beyond


Figure 4: The Contour $\Gamma$ in the Cut $p$-plane.
the branch points already discussed as $\lambda>0$ and $\operatorname{Re}\{s\}>0$. Therefore the function $\bar{c}(p, 0)$ remains analytic inside the contour $\Gamma$ implying

$$
\begin{equation*}
\oint_{\Gamma} \bar{c}(p, 0) e^{p x} \mathrm{~d} p=\int_{A B D E F G H I J K A} \bar{c}(p, 0) e^{p x} \mathrm{~d} p=0 \tag{31}
\end{equation*}
$$

and so

$$
\begin{equation*}
\int_{A B}+\int_{F G}=-\left\{\int_{B D E F}+\int_{G H I J K A}\right\} \tag{32}
\end{equation*}
$$

where the integrand has been omitted for clarity. Upon taking the limit as $T \rightarrow \infty$ it is clear that

$$
\begin{align*}
c(x, 0) & =\lim _{T \rightarrow \infty} \frac{1}{2 \pi i} \int_{\gamma-i T}^{\gamma+i T} \bar{c}(p, 0) e^{p x} \mathrm{~d} p \\
& =\lim _{T \rightarrow \infty} \frac{1}{2 \pi i}\left\{\int_{A B}+\int_{F G}\right\} \\
& =-\lim _{T \rightarrow \infty} \frac{1}{2 \pi i}\left\{\int_{B D E F}+\int_{G H I J K A}\right\} . \tag{33}
\end{align*}
$$

It will now be shown that the integrals over $G H$ and $K A$ tend to zero as $T \rightarrow \infty$ and that the integrals over $D E$ and $I J$ tend to zero as $\delta \rightarrow 0$.

The first step for the integrals over $G H$ and $K A$ is to transform to polar coordinates centred at $\frac{1}{\alpha}$, that is $p$ is chosen so that $p=R e^{i \theta_{2}}+\frac{1}{\alpha}$. Transforming the integrals of (29) separately results in

$$
\begin{equation*}
\int_{C} \frac{(1-\alpha p) e^{p x-s}}{s+\lambda} \mathrm{d} p=\int_{C} \frac{(1-\alpha p) e^{p x-s}}{s+\lambda} i R e^{i \theta_{2}} \mathrm{~d} \theta_{2} \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{C} \frac{e^{p x-s u}}{s+\lambda} \mathrm{d} p=\int_{C} \frac{e^{p x-s u}}{s+\lambda} \cdot i R e^{i \theta_{2}} \mathrm{~d} \theta_{2} \tag{35}
\end{equation*}
$$

where $C$ may be either $G H$ or $K A$. The denominator of $\left|\Phi_{1}(p)\right|$ and $\left|\Phi_{2}(p, u)\right|$ is bounded below by

$$
\begin{equation*}
|\lambda+s|=\left|\lambda+\sqrt{p-\alpha p^{2}}\right| \geq\left|\sqrt{p-\alpha p^{2}}\right|-\lambda \tag{36}
\end{equation*}
$$

The modulus of $\sqrt{p-\alpha p^{2}}$ is also be bounded below by

$$
\begin{align*}
\left|p-\alpha p^{2}\right| & =|p||\alpha p-1| \\
& =\left|R e^{i \theta_{2}}+\frac{1}{\alpha}\right|\left|\alpha R e^{i \theta_{2}}\right| \\
& \geq R(\alpha R-1) \tag{37}
\end{align*}
$$

and consequently

$$
\begin{equation*}
\left|\sqrt{p-\alpha p^{2}}\right| \geq \sqrt{R(\alpha R-1)} \tag{38}
\end{equation*}
$$

Therefore by (36) and (38)

$$
\begin{equation*}
\left|\lambda+\sqrt{p-\alpha p^{2}}\right| \geq \sqrt{R(\alpha R-1)}-\lambda \tag{39}
\end{equation*}
$$

Examining the numerator of $\left|\Phi_{1}\left(\theta_{2}\right)\right|\left(\equiv\left|\Phi_{1}(p)\right|\right)$ and $\left|\Phi_{2}\left(\theta_{2}, u\right)\right|\left(\equiv\left|\Phi_{2}(p, u)\right|\right)$ reveals

$$
\begin{equation*}
|1-\alpha p|=\left|1-\alpha\left(R e^{i \theta_{2}}+\frac{1}{\alpha}\right)\right|=\alpha R \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|e^{p x-s u}\right|=e^{\frac{x}{\alpha}} e^{x R \cos \theta_{2}} e^{-u \Re\{s\}} . \tag{41}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left|\Phi_{1}\left(\theta_{2}\right)\right| \leq \frac{\alpha R^{2} e^{\left(R \cos \theta_{2}+\frac{1}{\alpha}\right) x-\Re\{s\}}}{\sqrt{R(\alpha R-1)}-\lambda} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\Phi_{2}\left(\theta_{2}, u\right)\right| \leq \frac{R e^{\left(R \cos \theta_{2}+\frac{1}{\alpha}\right) x-u \Re\{s\}}}{\sqrt{R(\alpha R-1)}-\lambda} \tag{43}
\end{equation*}
$$

The length of $G H$ and $K A$ can be no more that $\pi R$ and so

$$
\begin{equation*}
\left|\int_{C} \Phi_{1}\left(\theta_{2}\right) \mathrm{d} \theta_{2}\right| \leq \frac{\alpha \pi R^{3} e^{\left(R \cos \theta_{2}+\frac{1}{\alpha}\right) x-\Re\{s\}}}{\sqrt{R(\alpha R-1)}-\lambda} \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{C} \Phi_{2}\left(\theta_{2}, u\right) \mathrm{d} \theta_{2}\right| \leq \frac{\pi R^{2} e^{\left(R \cos \theta_{2}+\frac{1}{\alpha}\right) x-u \Re\{s\}}}{\sqrt{R(\alpha R-1)}-\lambda} \tag{45}
\end{equation*}
$$

using the fact that the modulus of an integral is bounded by the maximum value of its integrand times the contour length (see, for example, [14]).


Figure 5: Variation of $\theta_{T}$ with $T$.
Now let us define $\theta_{T}=\arccos \frac{\gamma-\frac{1}{\alpha}}{R}$ (see Figure 5) and note that if $T \rightarrow \infty$ then $R \rightarrow \infty$ since

$$
\begin{equation*}
\lim _{T \rightarrow \infty} R=\lim _{T \rightarrow \infty} \sqrt{\left(\gamma-\frac{1}{\alpha}\right)^{2}+T^{2}} \tag{46}
\end{equation*}
$$

Therefore $\theta_{T} \rightarrow \frac{\pi}{2}$ as $T \rightarrow \infty$ implying that the range of $\theta_{2}$ is restricted to $\frac{\pi}{2} \leq \theta_{2} \leq \frac{3 \pi}{2}$ and so $\cos \theta_{2} \leq 0$. Also, since $p=\gamma+i T$ then $r_{2}=R$ (cf. Figure 3) and so

$$
\begin{equation*}
\sqrt{\alpha r_{1} r_{2}}=\sqrt{\alpha r_{1} R}=\sqrt{\alpha}\left\{\left(\gamma^{2}+T^{2}\right)\left(\left(\gamma-\frac{1}{\alpha}\right)^{2}+T^{2}\right)\right\}^{\frac{1}{4}} \tag{47}
\end{equation*}
$$

(see Figure 5). Hence by (47) and (24)

$$
\begin{equation*}
\Re\{s\} \rightarrow \infty, \text { as } T \rightarrow \infty \tag{48}
\end{equation*}
$$

Therefore as $T \rightarrow \infty$ the negative exponential term $e^{-\Re\{s\}}$ dominates implying

$$
\begin{equation*}
\lim _{T \rightarrow \infty}\left|\int_{C} \Phi_{1}\left(\theta_{2}\right) \mathrm{d} \theta_{2}\right|=0 \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{T \rightarrow \infty}\left|\int_{C} \Phi_{2}\left(\theta_{2}, u\right) \mathrm{d} \theta_{2}\right|=0 \tag{50}
\end{equation*}
$$

for $C$ either $G H$ or $K A$.
It is now shown that the integrals around $D E$ and $I J$ tend to zero as $\delta \rightarrow 0$. For brevity this will be demonstrated for contour $D E$ only as the proof for contour $I J$ is similar. Let $p=\delta e^{i \theta_{2}}+\frac{1}{\alpha}$ (this is the same as the previous transform with $R$ replaced by $\delta$ ) and so from (44) and (45)

$$
\begin{equation*}
\left|\int_{D E} \Phi_{1}\left(\theta_{2}\right) \mathrm{d} \theta_{2}\right| \leq \frac{\alpha \pi \delta^{3} e^{\left(\delta \cos \theta_{2}+\frac{1}{\alpha}\right) x-\Re\{s\}}}{\sqrt{\delta(\alpha \delta-1)}-\lambda} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{D E} \Phi_{2}\left(\theta_{2}, u\right) \mathrm{d} \theta_{2}\right| \leq \frac{\pi \delta^{2} e^{\left(\delta \cos \theta_{2}+\frac{1}{\alpha}\right) x-u \Re\{s\}}}{\sqrt{\delta(\alpha \delta-1)}-\lambda} \tag{52}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left|\int_{D E} \Phi_{1}\left(\theta_{2}\right) \mathrm{d} \theta_{2}\right|=0 \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left|\int_{D E} \Phi_{2}\left(\theta_{2}, u\right) \mathrm{d} \theta_{2}\right|=0 \tag{54}
\end{equation*}
$$

Hence from (33)

$$
\begin{equation*}
c(x, 0)=-\lim _{T \rightarrow \infty} \frac{1}{2 \pi i}\left\{\int_{B D}+\int_{E F}+\int_{H I}+\int_{J K}\right\} . \tag{55}
\end{equation*}
$$

The remaining integration may now be conducted over a real domain. Let $p=e^{i \pi}=-v\left(v \in \mathbb{R}^{+}\right)$on contour HI (where $\left.\sqrt{p}=i \sqrt{v}\right)$ and so

$$
\begin{equation*}
\int_{H I} \Phi_{1}(p) \mathrm{d} p=\int_{\delta}^{R-\frac{1}{\alpha}} \frac{(1+\alpha v) e^{-v x-i a}}{\lambda+i a} \mathrm{~d} v \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{H I} \Phi_{2}(p, u) \mathrm{d} p=\int_{\delta}^{R-\frac{1}{\alpha}} \frac{e^{-v x-i a u}}{\lambda+i a} \mathrm{~d} v \tag{57}
\end{equation*}
$$

where $a=\sqrt{v(1+\alpha v)}$. The same operation on contour $J K$ (this time $\sqrt{p}=$ $e^{i 3 \pi / 2}=-i \sqrt{v}$ as there has been a rotation around the branch point at zero) yields

$$
\begin{equation*}
\int_{J K} \Phi_{1}(p) \mathrm{d} p=-\int_{\delta}^{R-\frac{1}{\alpha}} \frac{(1+\alpha v) e^{-v x+i a}}{\lambda-i a} \mathrm{~d} v \tag{58}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{J K} \Phi_{2}(p, u) \mathrm{d} p=-\int_{\delta}^{R-\frac{1}{\alpha}} \frac{e^{-v x+i a u}}{\lambda-i a} \mathrm{~d} v . \tag{59}
\end{equation*}
$$

After some simplification

$$
\begin{equation*}
\int_{H I J K \backslash I J} \Phi_{1}(p) \mathrm{d} p=-2 i \int_{\delta}^{R-\frac{1}{\alpha}} \frac{(1+\alpha v) e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{H I J K \backslash I J} \Phi_{2}(p, u) \mathrm{d} p=-2 i \int_{\delta}^{R-\frac{1}{\alpha}} \frac{e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a u+a \cos a u) \mathrm{d} v . \tag{61}
\end{equation*}
$$

Now let $p-\frac{1}{\alpha}=v\left(v \in \mathbb{R}^{+}\right)$on contour $B D$ (where $\sqrt{1-\alpha p}=-i \sqrt{\alpha v}$ ) and so

$$
\begin{equation*}
\int_{B D} \Phi_{1}(p) \mathrm{d} p=\int_{\delta}^{\gamma-\frac{1}{\alpha}} \frac{\alpha v e^{\left(v+\frac{1}{\alpha}\right) x+i a}}{\lambda-i a} \mathrm{~d} v \tag{62}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B D} \Phi_{2}(p, u) \mathrm{d} p=-\int_{\delta}^{\gamma-\frac{1}{\alpha}} \frac{e^{\left(v+\frac{1}{\alpha}\right) x+i a u}}{\lambda-i a} \mathrm{~d} v \tag{63}
\end{equation*}
$$

The same operation on contour $E F$ (this time $\sqrt{1-\alpha p}=i \sqrt{v}$ as there has been a rotation around the branch point at $\frac{1}{\alpha}$ ) yields

$$
\begin{equation*}
\int_{E F} \Phi_{1}(p) \mathrm{d} p=-\int_{\delta}^{\gamma-\frac{1}{\alpha}} \frac{\alpha v e^{\left(v+\frac{1}{\alpha}\right) x-i a}}{\lambda+i a} \mathrm{~d} v \tag{64}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{E F} \Phi_{2}(p, u) \mathrm{d} p=\int_{\delta}^{\gamma-\frac{1}{\alpha}} \frac{e^{\left(v+\frac{1}{\alpha}\right) x-i a u}}{\lambda+i a} \mathrm{~d} v \tag{65}
\end{equation*}
$$

Therefore, after some simplification

$$
\begin{equation*}
\int_{B D E F \backslash D E} \Phi_{1}(p) \mathrm{d} p=2 i \alpha \int_{\delta}^{\gamma-\frac{1}{\alpha}} \frac{v e^{\left(v+\frac{1}{\alpha}\right) x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v \tag{66}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B D E F \backslash D E} \Phi_{2}(p, u) \mathrm{d} p=-2 i \int_{\delta}^{\gamma-\frac{1}{\alpha}} \frac{e^{\left(v+\frac{1}{\alpha}\right) x}}{\lambda^{2}+a^{2}}(\lambda \sin a u+a \cos a u) \mathrm{d} v \tag{67}
\end{equation*}
$$

On taking the limits $T \rightarrow \infty, \delta \rightarrow 0$, equation (55) becomes

$$
\begin{align*}
c(x, 0)= & -\frac{1}{\pi} \int_{0}^{\gamma-\frac{1}{\alpha}} \frac{\alpha v e^{\left(v+\frac{1}{\alpha}\right) x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v \\
& -\frac{\alpha}{\pi} \int_{0}^{\infty} \frac{\partial c}{\partial x}(0, u) \int_{0}^{\gamma-\frac{1}{\alpha}} \frac{e^{\left(v+\frac{1}{\alpha}\right) x}}{\lambda^{2}+a^{2}}(\lambda \sin a u+a \cos a u) \mathrm{d} v \mathrm{~d} u \\
& \frac{1}{\pi} \int_{0}^{\infty} \frac{(1+\alpha v) e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v \\
& -\frac{\alpha}{\pi} \int_{0}^{\infty} \frac{\partial c}{\partial x}(0, u) \int_{0}^{\infty} \frac{e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a u+a \cos a u) \mathrm{d} v \mathrm{~d} u \tag{68}
\end{align*}
$$

The solution has an arbitrary constant $\gamma$ present but the boundary condition (10) implies $\gamma \rightarrow \frac{1}{\alpha}$ and so

$$
\begin{align*}
c(x, 0)= & \frac{1}{\pi} \int_{0}^{\infty} \frac{(1+\alpha v) e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v \\
& -\frac{\alpha}{\pi} \int_{0}^{\infty} \frac{\partial c}{\partial x}(0, u) \int_{0}^{\infty} \frac{e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a u+a \cos a u) \mathrm{d} v \mathrm{~d} u . \tag{69}
\end{align*}
$$

### 3.1 Approximation of the flux term $\frac{\partial c}{\partial x}(0, z)$

The integrals in solution (69) have no closed form solution. However inverting equation (A.10) (see Appendix A) gives

$$
\begin{align*}
\frac{\partial c}{\partial x}(0, z)= & \frac{1}{2 \alpha} \delta(z-1) \\
& -\mathcal{L}^{-1}\left[\kappa e^{-q}+\frac{q+\lambda}{\alpha} \int_{0}^{\infty} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi ; z\right] \tag{70}
\end{align*}
$$

In what follows we show by substitution of

$$
\begin{equation*}
\frac{\partial c}{\partial x}(0, z)=\beta \delta(z-1) \tag{71}
\end{equation*}
$$

into equation (69) that $\beta \approx \frac{1}{2 \alpha}$ and that the noninverted term in equation (70) is of little significance in the ground concentration calculation. This substitution gives

$$
\begin{align*}
c(x, 0)= & \frac{1}{\pi} \int_{0}^{\infty} \frac{(1+\alpha v) e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v \\
& -\frac{\alpha \beta}{\pi} \int_{0}^{\infty} \frac{e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v . \tag{72}
\end{align*}
$$

Taking the limit of both sides of (72) as $x \rightarrow 0$ and solving for $\beta$ results in

$$
\begin{align*}
\beta & =\frac{1}{\alpha}+\lim _{x \rightarrow 0} \frac{\int_{0}^{\infty} \frac{v e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v}{\int_{0}^{\infty} \frac{e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v} \\
& =\frac{1}{\alpha}+\lim _{x \rightarrow 0} \frac{I_{1}(x)}{I_{2}(x)} . \tag{73}
\end{align*}
$$

In general it is not possible to take the limit inside the integrals in equation (73). However, truncation of the integrals allows a numerical approximation of $\beta$ to be made for discrete values of $\alpha, \lambda$ and $x$. The method is first to numerically evaluate the integrals over a range of $x$ values (close to zero) for a specific $\alpha$ and $\lambda$ and then use linear extrapolation to obtain the limit as $x \rightarrow 0$ of the integral quotient in (73) (see Plots (a) and (b) in Figure 6). Plot (b) in Figure 6 suggests the limit in (73) is independent of $\lambda$. This observation is corroborated by the small fluctuations of $\beta$ over a range of $\lambda$ values shown in Plot (d) (these negligible oscillations are probably due to numerical errors from extrapolation and truncation). However Plot (a) shows a clear dependence of the limit in (73) on $\alpha$ and Plot (c) confirms that $\beta \approx 1 / 2 \alpha$. This result provides clear evidence that

$$
\begin{equation*}
\frac{\partial c}{\partial x}(0, z) \approx \frac{1}{2 \alpha} \delta(z-1) \tag{74}
\end{equation*}
$$

for all $x, \alpha$ and $\lambda$. Further evidence that (74) is a good approximation can be obtained by its substitution into (69) to yield

$$
\begin{equation*}
c(x, 0) \approx \frac{1}{2 \pi} \int_{0}^{\infty} \frac{(1+2 \alpha v) e^{-v x}}{\lambda^{2}+a^{2}}(\lambda \sin a+a \cos a) \mathrm{d} v . \tag{75}
\end{equation*}
$$

The approximate solution (75) can then be compared with a numerical solution of the original system (6)-(10) at discrete values of $\alpha$ and $\lambda$. This numerical solution may be viewed as experimentally gathered data from the field say, which we denote by $c_{d}(x, 0)$.


Figure 6: Numerical Evaluation of the Integrals and Limits of Equation (73)

The MATLAB package FEMLAB was used to solve system (6)-(10) numerically for $c_{d}(x, 0)$ at various values of $\alpha$ and $\lambda[6]$. The Dirac delta in boundary condition (9) is expressed as, [5],

$$
\begin{equation*}
\delta(x)=\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{2 \sqrt{\pi \epsilon}} e^{-\frac{x^{2}}{4 \epsilon}} \tag{76}
\end{equation*}
$$

and approximated by

$$
\begin{equation*}
\delta(x) \approx \frac{1}{2 \sqrt{\pi \epsilon}} e^{-\frac{x^{2}}{4 \epsilon}} \tag{77}
\end{equation*}
$$

for $\epsilon \ll 1$.


Figure 7: FEMLAB Generated Solutions of Concentration ( $\alpha=1.2, \lambda=0.8$ ).

Equations (6)-(10) are solved by $F E M L A B$ with the approximation (77); the resulting solution on the ground (i.e. $z=0$ ) will be denoted by $c_{d}^{\epsilon}(x, 0)$ (see Plot (a) in Figure 7). Clearly the results are dependent on the value of $\epsilon$ selected. However, this problem may be circumvented by noting that only the magnitude of the solution is affected by a change in $\epsilon$ and that (providing $\alpha$ and $\lambda$ remain fixed) qualitative properties remain conserved. Thus normalisation of the concentration with respect to its maximum through

$$
\begin{equation*}
\tilde{c}_{d}(x, 0)=\frac{c_{d}^{\epsilon}(x, 0)}{c_{d}^{\max }} \tag{78}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{d}^{\max }=\max _{x \in \mathbb{R}^{+}} c_{d}^{\epsilon}(x, 0) \tag{79}
\end{equation*}
$$

yields identical solutions $\tilde{c}_{d}(x, 0)$ for all sufficiently small values of $\epsilon$ (see Plot (b) Figure 7). In order to effect a comparison with $\tilde{c}_{d}(x, 0)$ the solution $c(x, 0)$ obtained through equation (75) must also be similarly normalised through:

$$
\begin{equation*}
\tilde{c}(x, 0)=\frac{c(x, 0)}{c^{\max }} \tag{80}
\end{equation*}
$$

where

$$
\begin{equation*}
c^{\max }=\max _{x \in \mathbb{R}^{+}} c(x, 0) \tag{81}
\end{equation*}
$$

It should be emphasized at this stage that while the solution (75) utilises the flux approximation (74) the experimental data is obtained directly from the numerical evaluation of the system (6)-(10).


Figure 8: Plots Comparing $\tilde{c}(x, 0)$ and $\tilde{c}_{d}(x, 0)$ for Various $\alpha$ and $\lambda$.

Plots (a) and (b) in Figure (8) show that $\tilde{c}_{d}(x, 0)$ compares favourably with that generated by the approximation (75). Plot (c) suggests that for $\lambda \ll \alpha$ the numerical and analytical approximations differ slightly for large $x$. Plot (d) suggests that for $\alpha \ll \lambda$ solutions differ slightly for small $x$. Analysis of the sensitivity of $\tilde{c}(x, 0)$ to the value of $\beta$ reveals marked deviations from $\tilde{c}_{d}(x, 0)$ (see Figure 9). This provides further evidence to support (74) approximating the true flux; consequently, in the next section, $c(x, 0)$ will be calculated directly from equation (75).


Figure 9: Solutions for Various $\beta \in\left(\frac{1}{2 \alpha}, \frac{3}{2} \cdot \frac{1}{2 \alpha}\right)$ with $\alpha=1.25$ and $\lambda=1.2$.

## 4 Inverse Problem Formulation and Solution

The practical utility of the expression for the ground concentration, equation (75), is that it allows us to compute the mass transfer rate constant from ground concentration data. We shall also be to recover the Peclet number via the parameter $\alpha$. The inverse problem that we wish to address therefore is that of determining $\alpha$ and $\lambda$ from $\left\{\tilde{c}_{d}\left(x_{i}, 0\right), i=1, \ldots, m\right\}$. We shall solve

$$
\begin{equation*}
\min _{\underline{\chi} \in \mathbb{R}^{2}} f(\underline{\chi})=\sum_{i=1}^{m} r_{i}(\underline{\chi})^{2}=\mathbf{r}^{T} \mathbf{r} \tag{82}
\end{equation*}
$$

for $\underline{\chi}=[\alpha, \lambda]$ and where

$$
\begin{equation*}
r_{i}(\underline{\chi})=\tilde{c}\left(x_{i}, 0 ; \underline{\chi}\right)-\tilde{c}_{d}\left(x_{i}, 0\right) . \tag{83}
\end{equation*}
$$

is the error between the model prediction and the experimental data at the point $x_{i}$. The solution to equation (82) minimizes the sum of the squares of these errors. Note the change of notation from $\tilde{c}\left(x_{i}, 0\right)$ to $\tilde{c}\left(x_{i}, 0 ; \underline{\chi}\right)$ to emphasise the dependence on the parameters $\alpha$ and $\lambda$.

In order to carry out this minimisation we use the trust region NONLINLSQ routine from the MATLAB optimisation toolbox [3]. The essence of trust region methods is that they approximate the nonlinear function by a simpler function whilst defining a trust region in which the simpler function is a reasonable approximation to the original function (for more details see, for example, [4]).

### 4.1 Numerical Results

The optimisation routine was supplied with an initial estimate $\underline{\chi}^{0}=\left[\alpha^{0}, \lambda^{0}\right]$ and a data set $\left\{\tilde{c}_{d}\left(x_{i}, 0 ; \underline{\chi}_{j}\right)\right\}_{j=1}^{100}\left(0<x_{i}<20\right)$ representing synthetically generated data. One hundred separate data sets $\left\{\tilde{c}_{d}\left(x_{i}, 0 ; \underline{\chi}_{j}\right)\right\}_{j=1}^{100}$ were generated by solving the system (6)-(10) using FEMLAB for 100 distributed values of $\alpha$ and $\lambda$. Consequently, there were 100 different least squares problems to solve. The initial estimate $\underline{\chi}^{0}=\left[\alpha^{0}, \lambda^{0}\right]$ was also taken randomly from a uniform distribution.


Figure 10: Variation of the Relative Error $E_{r}$.
The iterative method was terminated when the difference in the cost function $\left|f\left(\underline{\chi}_{i}\right)^{k}-f\left(\underline{\chi}_{i}\right)^{k+1}\right|<10^{-8}$ (see (82)). It was found that the maximum number of iterations taken for the method to converge to a solution $\underline{\chi}^{*}=\left[\alpha^{*}, \lambda^{*}\right]$ was
20. A relative percentage error was calculated at termination through

$$
\begin{equation*}
E_{r}=\frac{\left\|\mathbf{s}-\underline{\chi}^{*}\right\|_{2}}{\|\mathbf{s}\|_{2}} \times 100 \tag{84}
\end{equation*}
$$

where $\mathbf{s}$ is the true solution as calculated by $F E M L A B$.
Scatter plots of the 100 relative errors against particular norms of the solution, iterated solution and initial estimate were constructed in order to obtain some information on the error dependence of the iterated solution $\underline{\chi}^{*}=\left[\alpha^{*}, \lambda^{*}\right]$ (see Figure 10). Firstly it should be noted that of the 100 problems solved the worst error encountered was of the order $2.4 \%$ with the majority of errors below $1 \%$. Plot (a) shows that there is little or no dependence of the error on the iterated solution. Significantly, Plot (b) suggests that the error has no dependence on the initial estimate. Plot (c) again suggests that the error is insensitive to the difference of the elements in the initial estimate vector $\underline{\chi}^{0}=\left[\alpha^{0}, \lambda^{0}\right]$. Finally Plot (d) displays some clustering and the conclusion drawn is that the larger the difference between the parameters $\alpha$ and $\lambda$, the larger is the error.

A statistical analysis has been performed on the data to obtain correlation coefficients between the error and the various norms. This analysis confirmed that there is little correlation between the error $E_{r}$ and $\left|\alpha^{0}-\lambda^{0}\right|$ or indeed $\left\|\mathbf{s}-\underline{\chi}^{0}\right\|_{2}$. However a high correlation between the error $E_{r}$ and the difference in the solution parameters $|\alpha-\lambda|$ was observed. Recall that a value $|\alpha-\lambda|$ of the order of 25 produced visible discrepancies between the FEMLAB and model predicted data (see Figure 8(c)). These discrepancies may be interpreted as noise due to both poor experimental (FEMLAB) data and/or errors in the model. The noise in the solution was quantified through

$$
\begin{equation*}
\delta=\frac{\left\|\tilde{\mathbf{c}}(\mathbf{s})-\tilde{\mathbf{c}}_{\mathbf{d}}(\mathbf{s})\right\|_{2}}{\|\tilde{\mathbf{c}}(\mathbf{s})\|_{2}} \times 100 \tag{85}
\end{equation*}
$$

where $\tilde{\mathbf{c}}(\mathbf{s})=\left[\tilde{c}\left(x_{1}, 0 ; \mathbf{s}\right), \ldots, \tilde{c}\left(x_{m}, 0 ; \mathbf{s}\right)\right]^{T}$ and $\tilde{\mathbf{c}}_{\mathbf{d}}(\mathbf{s})=\left[\tilde{c}_{d}\left(x_{1}, 0 ; \mathbf{s}\right), \ldots, \tilde{c}_{d}\left(x_{m}, 0 ; \mathbf{s}\right)\right]^{T}$ and where the noise is calculated with respect to $\left\|\tilde{\mathbf{c}}_{\mathbf{d}}(\mathbf{s})\right\|_{2}$.

The high degree of correlation between the relative error and the percentage noise suggests that an increase in noise (decrease in the reliability of the model or data) will lead to an increase in the error of the iterated solution (see Plot (b) Figure 11). Although unsubstantiated Plot (c) (Figure 10), and Plots (a) and (b) (Figure 11) suggest that the dependence of the error on the noise may be linear.

## 5 Conclusions

We have derived an expression for the concentration of the particulate deposited on the ground arising from particle dispersion from a high chimney (equation (75)). We have considered the general case wherein the effects of both


Figure 11: Variation of the Noise and Relative Error $E_{r}$.
diffusion and convection on the steady state ground concentration of particulate have been incorporated. Two key parameters emerge from this analysis: $\alpha$, the square of the Peclet number, and $\lambda$ the nondimensionalised surface mass transfer rate. They govern the form of the ground concentration profile. In many practical situations it is possible to measure concentration levels on the ground and we have shown that it is possible to recover these key parameters given this ground concentration. Synthetically generated data (using FEMLAB) was employed to illustrate this point. The inverse problem was solved using an optimisation approach and excellent agreement between the recovered and actual values was obtained. As a by-product of this investigation an estimate of the concentration flux above the chimney stack was obtained. In deriving the model certain simplifying assumptions were made. Natural extensions of the model arise through relaxing some of these assumptions: for instance, a height dependent wind velocity could be included ([12], p386, p413), or a height dependent diffusivity ([13], p593) and, rather than using a point source, a more realistic term for the particle concentration at the chimney opening could be added.
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## A Proof of Lemma 1

First of all we shall require the following theorem:
Theorem 1 (Lebesgue's Theorem of Dominated Convergence, [7]) Let $f_{n}($ for $n=1,2, \ldots), f$, and $g$ be (complex valued) functions defined on I such that

1. $f_{n}(x) \rightarrow f(x)$ as $n \rightarrow \infty$ for all $x \in I$
2. $\left|f_{n}(x)\right| \leq g(x)$ for all $x \in I$
3. $g(x)$ is integrable on I
then $f(x)$ is integrable on $I$ and

$$
\lim _{n \rightarrow \infty} \int_{I} f_{n}(x) d x=\int_{I} f(x) d x
$$

We require that $c(x, 0)$ be bounded.
Lemma 2 Assuming $c(x, 0)$ is continuous on $[0, \infty)$ then

$$
|c(x, 0)| \leq N
$$

for $N \in \mathbb{R}^{+}$.
Proof Assuming $c(x, 0)$ is continuous on $[0, \infty)$ then by (10), for every $\epsilon>0$, $\exists b \in \mathbb{R}^{+}$:

$$
\begin{equation*}
|c(x, 0)|<\epsilon, \forall x \geq b \tag{A.1}
\end{equation*}
$$

Thus $c(x, 0)$ is bounded on $[b, \infty]$. But $c(x, 0)$ is bounded on $[0, b]$ by the Extreme Value Theorem [2] and so $\exists N \in \mathbb{R}^{+}$with

$$
|c(x, 0)| \leq N, x \in[a, \infty)
$$

Using convolution, equation (18) is inverted from $(p, q)$-space to $(x, q)$-space yielding

$$
\begin{align*}
\bar{c}(x, q)= & \frac{e^{\frac{x}{2 \alpha}}}{\kappa} \sinh \kappa x \frac{\partial \bar{c}}{\partial x}(0, q) \\
& +\frac{1}{2 \alpha \kappa}(2 \alpha \kappa \cosh \kappa x-\sinh \kappa x) e^{\frac{x}{2 \alpha}-q} \\
& +\frac{q+\lambda}{2 \alpha \kappa}\left(e^{\kappa x} \int_{0}^{x} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi\right. \\
& \left.-e^{-\kappa x} \int_{0}^{x} e^{\left(\kappa-\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi\right) e^{\frac{x}{2 \alpha}} \tag{A.2}
\end{align*}
$$

where $\kappa=\frac{\sqrt{1-4 \alpha q^{2}}}{2 \alpha}$. Solving for $\frac{\partial \bar{c}}{\partial x}(0, q)$ results in

$$
\begin{align*}
\frac{\partial \bar{c}}{\partial x}(0, q)= & \operatorname{cosech} \kappa x\left\{\kappa \bar{c}(x, q) e^{\frac{-x}{2 \alpha}}\right. \\
& -\frac{1}{2 \alpha}(2 \alpha \kappa \cosh \kappa x-\sinh \kappa x) e^{-q} \\
& -\frac{q+\lambda}{2 \alpha}\left(e^{\kappa x} \int_{0}^{x} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi\right. \\
& \left.\left.-e^{-\kappa x} \int_{0}^{x} e^{\left(\kappa-\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi\right)\right\} \tag{A.3}
\end{align*}
$$

Branch cuts in the $q$-plane are found in a similar fashion to those previously found in the $p$-plane. It is again noted that equation (A.3) is invariant under the transform $\kappa \rightarrow-\kappa$ and so either branch will yield the same result upon application of the complex inversion formula. Therefore the branch where $\Re\{\kappa\}>0$ is chosen and the limit of expression (A.3) as $x \rightarrow \infty$ is taken to obtain

$$
\begin{align*}
\frac{\partial \bar{c}}{\partial x}(0, q)= & \lim _{x \rightarrow \infty}\left[( 1 - e ^ { - 2 \kappa x } ) ^ { - 1 } \left\{2 \kappa \bar{c}(x, q) e^{-\left(\kappa+\frac{1}{2 \alpha}\right) x}\right.\right. \\
& -\frac{1}{\alpha}\left(\alpha \kappa\left(1+e^{-2 \kappa x}\right)-\frac{1}{2}\left(1-e^{-2 \kappa x}\right)\right) e^{-q} \\
& -\frac{q+\lambda}{\alpha}\left(\int_{0}^{x} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi\right. \\
& \left.\left.\left.-e^{-2 \kappa x} \int_{0}^{x} e^{\left(\kappa-\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi\right)\right\}\right] \tag{A.4}
\end{align*}
$$

and hence

$$
\begin{align*}
\frac{\partial \bar{c}}{\partial x}(0, q)= & \left(\frac{1}{2 \alpha}-\kappa\right) e^{-q}-\frac{q+\lambda}{\alpha} \int_{0}^{\infty} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi \\
& +\frac{q+\lambda}{\alpha} \lim _{x \rightarrow \infty} e^{-2 \kappa x} \int_{0}^{x} e^{\left(\kappa-\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi \tag{A.5}
\end{align*}
$$

If

$$
\begin{equation*}
\int_{0}^{\infty} e^{\left(\kappa-\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi \tag{A.6}
\end{equation*}
$$

converges or oscillates between finite values then

$$
\begin{equation*}
\lim _{x \rightarrow \infty} e^{-2 \kappa x} \int_{0}^{x} e^{\left(\kappa-\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi=0 \tag{A.7}
\end{equation*}
$$

If however

$$
\begin{equation*}
\int_{0}^{\infty} e^{\left(\kappa-\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi \rightarrow \pm \infty, \text { as } x \rightarrow \infty \tag{A.8}
\end{equation*}
$$

use of l'Hôpital's rule and boundary condition (10) yields

$$
\begin{align*}
\lim _{x \rightarrow \infty} e^{-2 \kappa x} \int_{0}^{x} e^{\left(\kappa-\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi & =\frac{1}{2 \kappa} \lim _{x \rightarrow \infty} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) x} c(x, 0) \\
& =0 \tag{A.9}
\end{align*}
$$

An expression for $\frac{\partial \tau}{\partial x}(0, q)$ is therefore given by

$$
\begin{equation*}
\frac{\partial \bar{c}}{\partial x}(0, q)=\left(\frac{1}{2 \alpha}-\kappa\right) e^{-q}-\frac{q+\lambda}{\alpha} \int_{0}^{\infty} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi \tag{A.10}
\end{equation*}
$$

The Final Value theorem (see, for example, [14]) is applied to equation (A.10) to determine the nature of $\frac{\partial c}{\partial x}(0, z)$ as $z \rightarrow \infty$. Recalling that $\kappa=\frac{\sqrt{1-4 \alpha q^{2}}}{2 \alpha}$ it is clear

$$
\begin{equation*}
\lim _{q \rightarrow 0} q \frac{\partial \bar{c}}{\partial x}(0, q)=\lim _{q \rightarrow 0}\left\{-q\left(\frac{q+\lambda}{\alpha}\right) \int_{0}^{\infty} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi\right\} \tag{A.11}
\end{equation*}
$$

Define

$$
\begin{equation*}
f_{n}(\xi)=e^{-\left(\kappa_{n}+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \tag{A.12}
\end{equation*}
$$

with $q=\frac{\tau}{n}$ for $\tau \in \mathbb{C}(n=1,2,3, \ldots)$ so that $\kappa_{n}=\frac{\sqrt{1-4 \alpha\left(\frac{\tau}{n}\right)^{2}}}{2 \alpha}$. Let $g(\xi)=N e^{-\frac{\xi}{2 \alpha}}$ and observe that the use of the Final Value theorem combined with $\Re\left\{\kappa_{n}\right\}>0$ yields

$$
\begin{align*}
\left|f_{n}(\xi)\right| & \leq N\left|e^{-\left(\kappa_{n}+\frac{1}{2 \alpha}\right) \xi}\right| \\
& =N e^{-\Re\left\{\kappa_{n}\right\} \xi} e^{\frac{\xi}{2 \alpha}} \\
& \leq g(\xi), \forall \xi \in[0, \infty) . \tag{A.13}
\end{align*}
$$

Now let $f(\xi)=e^{-\frac{\xi}{\alpha}} c(\xi, 0)$ and note that

$$
\begin{equation*}
f_{n}(\xi) \rightarrow f(\xi), \text { as } n \rightarrow \infty \tag{A.14}
\end{equation*}
$$

Thus (A.13) and (A.14) satisfy Theorem 1 and

$$
\begin{equation*}
\lim _{q \rightarrow 0} \int_{0}^{\infty} e^{-\left(\kappa+\frac{1}{2 \alpha}\right) \xi} c(\xi, 0) \mathrm{d} \xi=\int_{0}^{\infty} e^{-\frac{\xi}{\alpha}} c(\xi, 0) \mathrm{d} \xi \tag{A.15}
\end{equation*}
$$

since $n \rightarrow \infty$ as $q \rightarrow 0$. The integral in equation (A.15) is convergent and so by this and equation (A.11)

$$
\begin{equation*}
\lim _{q \rightarrow 0} q \frac{\partial \bar{c}}{\partial x}(0, q)=0 \tag{A.16}
\end{equation*}
$$

and hence by the Final Value theorem

$$
\begin{equation*}
\lim _{z \rightarrow \infty} \frac{\partial c}{\partial x}(0, z)=0 \tag{A.17}
\end{equation*}
$$

If

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\partial c}{\partial x}(0, u) e^{s u} \mathrm{~d} u \tag{A.18}
\end{equation*}
$$

converges or oscillates between finite values then

$$
\begin{equation*}
\lim _{z \rightarrow \infty} e^{-2 s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{s u} \mathrm{~d} u=0 \tag{A.19}
\end{equation*}
$$

However if

$$
\begin{equation*}
\int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{s u} \mathrm{~d} u \rightarrow \pm \infty, \text { as } x \rightarrow \infty \tag{A.20}
\end{equation*}
$$

then l'Hôpital's rule may be used to obtain

$$
\begin{equation*}
\lim _{z \rightarrow \infty} e^{-2 s z} \int_{0}^{z} \frac{\partial c}{\partial x}(0, u) e^{s u} \mathrm{~d} u=\lim _{z \rightarrow \infty} e^{-s z} \frac{\partial c}{\partial x}(0, z) \tag{A.21}
\end{equation*}
$$

Hence by equations (A.17) and (A.21) Lemma 1 follows.
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