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Abstract

Most Internet search engines are built on a centralised
design, and will therefore not cope with the expected
future growth in information and query volume.

A distributed approach to Internet resource discovery
seems necessary. Many distributed designs have been pro-
posed, but their scaleability islargely unknown.

We propose a distributed design based on the use of
classified metadata, which can be proven to be extremely
scaleable, and has interesting fault-tolerant properties. We
will show the principles of this design, called the Content-
Sensitive Infrastructure (CSl), and demonstrate its proper-
ties through formal analysis and simulation.

Introduction

The use of Internet search engines is increasing
steadily at an exponential rate [1]. As Internet appliances
start to surf the Semantic Web [2], the number of queries
and volume of resource information will grow beyond
what can be processed by monolithic search engine sites:
The networking resources needed to process queries and to
keep indices up-to-date grows beyond what is redlistic to
find at a central site [3, 4]. Current search engines seldom
index more than 15% of the total web content [5], which
can be an indication of a shortage of network resources.

A partitioning of the indices associated with a search
engine across severa sites can contribute to a distribution
of the network traffic generated from queries. In order to
route queries to the sites that are holding relevant informa-
tion, forward knowledge is required. Forward knowledge
is information describing the content of an index in a con-
densed form. The entities acting on this information are
often called "Query Routers" or “Brokers’ [6, 7], and the
volume of the forward knowledge that needs to be trans-
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ported to the Query Routersis critical to the system's abil-
ity to scale. It has been shown [8] that the volume of
forward knowledge will grow exponentialy over time if
all the indices hold "genera" information (not linked to a
specific topic).

To cope with this problem, the CSl is based on the idea
that search engine indices can be partitioned and distrib-
uted according to the topic of the resources that they
describe, and that queries can be routed towards the rele-
vant sites based on their topical property. Since the topical
property of an index partition does not change, the forward
knowledge becomes static, which improves the scaleabil-
ity of the architecture. The design relies firmly on the fact
that both information and queries can be usefully located
in a classification system, i.e. a set of related topics. The
CSl is based on the use of metadata resource descriptions,
since full-text indices are hard to distribute using a classi-
fication system.

The remainder of this paper is organised as follows:
The first part presents the design and protocols of the CSl.
The second part presents an analysis of the CSI’s proper-
ties. The paper then moves to an empricia review of the
classification process and of related work. Finally possible
further work is proposed

TheCSl in use

Using a User Agent, one can pass queries into the CSI
and have the response presented as a ranked list of
resources, like many other search engines. However the
query is analysed and classified, and the user can accept
that suggestion or choose ancther topic.

The User Agent is not the focus of this paper, but
included here only for illustration.
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Figure 1: Screen shot from the User Agent

CSl Members

The building block of the CSl is the Member, which is
aforwarding and processing entity able to handle resource
information (as metadata) and queries. The only externally
visible properties of a member are its network endpoint
and the set of information topics it is willing to observe
(i.e. store information and process queries). The topics in
question are described by a hierarchical classification sys-
tem, and the member chooses a branch of the category tree
by declaring its Category of Interest (COl).

Through a network protocol where the members
inform each other about their presence and their COI, the
members form a network where "areas" of this network
map to "topics' and vice versa. In other words, a given
topic “belongs” to a coherent part of the network.
Resource information on the subject of a certain topic will
be stored inside the area of this topic, where the members
reside that have this branch of topics covered by their COI.
The network of members is completely self-configuring,
and members can enter or leave the network at any time
without disrupting the operation of the system.

When members exchange metadata the information
flows towards the areas of the network where there exist
members interested in this particular topic. A member that
receives metadata on atopic that is relevant to it will store
this piece of metadata in permanent storage for later query
processing.

Queries are al so associated with topics, and will be for-
warded towards the members covering this topic. A mem-
ber that receives a query "of interest” will process the

query and return a set of metadata matching the require-
ments in the query.
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Figure2: Membersorganised in the context of a classification
system

Member Groups

Members having the same COI form member groups
as shown in figure 2. Members of a group do not hold
exactly the same metadata information, despite their iden-
tical COls. The metadata are distributed so that each item
is replicated in no more than MAXR members. This prop-
erty is important for the scaleability of the system (see
later). The formation of member groups also contributes to
the dependability of the CSI, since groups with two or
more members form aternative forwarding paths through
the network.

The different member groups form a tree, where the
relations between their respective COIl's determine the par-
ent-child relationships between them.

A query must be forwarded to every member of a
group, and to accomplish this in a scaleable manner a
redundant multicast algorithm is employed: The members
of a group are sequentially ordered, and the member with
ordinal number m will forward the query to the members
numbered (2m-1) to (2m+4), as shown in figure 3.

Initial sending to the group
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Figure 3: Multicast distribution of queriesin a member
group



Using this algorithm, the member group is organised
as a tree of degree 3, and any member receives at most 2
copies of a query, and forwards at most 6 copies, regard-
less of the size of the group.

The forwarding protocols

The rules governing the forwarding of metadata and
queries are straightforward:

1. Any query or item of metadatais forwarded at most
once. Duplicates are recognised and discarded.

2. A query having the same COI as the member's COI is
forwarded to members of the same group using the
redundant multicast algorithm described above.

3. A query having a COlI that is a sub-category of the
member's COI is forwarded down the tree of member
groups, towards the member group having the same
COl asthe query. When passing a query to a member
group, the four members in the group with the lowest
order are addressed, the multicast operation of (2) does
therest.

4. Metadata are forwarded down the tree of member
groups towards that group with the same COI asthe
metadata, but not further. When forwarding metadata
to amember group, MAXR members of the group are
randomly chosen and addressed.

These rules enforce the following policy:

For a query with a given COI, all metadata having the
same COI (or any sub-category COl) is of interest.

The optimal migration path for an item of metadata is
from the "top" of the tree of member groups, i.e. the group
of members with interest (COI) in atop category, down to
the member group having the same COI as the metadata.
The optimal destination for a query is the single member
group having the same COI as the query. The migration
paths may not be optimal in practice, due to the following
reasons:

e There are no members having exactly the same COI as
the metadata or the query. In this case, the parent mem-
ber acts on behalf of the non-existent child member.

e The members do not have complete information about
the infrastructure. Partial information may cause a
query to start its migration higher up in the tree than
necessary.

The Helper Member. Sending queries and metadata to the
starting point of their migration path is the responsibility
of a helper member. The User Agent needs to operate in
the CSl through a helper member, and this role is evenly
distributed among the CSI members through a randomised
approach.

The scaleability of the CSl

An important characteristic of the CSl is how the num-
ber of network messages sent and received by any single

member is affected by the number of members present in
the infrastructure. In the following discussion we will refer
to this effect as the message complexity of the member.

Since the processing and forwarding of metadata and
queries are atomic and unrelated events, it is a trivial
observation that the message complexities are O(Q) and
O(M), where Q and M denotes the volume (or rate) of que-
ries and metadata, respectively.

Distribution of members: In the following analysis the

following simplifications are made:

« A member being created will have a depth in the topic
hierarchy, between 1 and D. The depth is subject to a
probability distribution: Py(d) which denotes the prob-
ability that the member is of depth d. Obviously,

D

3 Py(d) = 1
d=1

* A member can have up to A child member groups. At
depth d there are A% possible member groups. Mem-
bers created at depth d have the same probability of
occupying any position at that depth.

Therefore, the probability that a new member has a
specific position in the topic hierarchy at depth d is:

Py(d)

Ad

In a CSl with n members, the average size of the mem-
ber groups at depth d is:

P,
d@

Ad

The processing of metadata: The processing of metadata
involves these transport operations:

¢ A helper member receives one item of metadata (from
a User Agent) and forwards it to a maximum number
of MAXR members inside the target member group.

« Each member that receives an item of metadata will
forward it to a maximum number of MAXR members
in achild member group.

We now introduce a new probability function P,,(d),
which denotes the probability that the “ depth” of the meta-
data (referring to its position in the topic hierarchy) is
larger than or egual to d. Note that P,(1) = 1. The use of
this function is to express the fraction of M (metadata vol-
ume) that will be processed by one of the member groups
at agiven depth. At depth d, metadata is evenly distributed
across AY subcategories.

For a member group at depth d, the metadata volume
that needs to be processed is:
M- P.(d)

Ad



Given that MAXR of the members need to process this
volume, the fraction of M that needs to be processed by
one single member is:

M- P,(d) 'MAXR- Ad
Ad n-Py(d)

= O(M/n)

The metadata volume that a member needs to transport
as a helper member is simply its equal share of the total
volume M:

M _
e O(M/n)

The helper member receives one metadata item from
the UA and needs to send the metadata to a maximum
number of MAXR members. The member involved in the
forwarding of a metadata item receives a maximum num-
ber of MAXR copies of an item and forwards it to a maxi-
mum number of MAXR child members. These constant
factors do not alter the complexity expression, so we con-
clude that the message complexity in processing the meta-
datais O(M/n), and that the CSl is able to process
any volume of metadata by adding a sufficient number
of members.

The processing of queries: The processing of queries

involves these transport operations:

e A helper member receives one query from a UA, and
forwards it to a maximum number of four members
inside one member group (described previously).

e Each member that receives a query will possibly for-
ward it to a maximum number of six members in the
same member group, or to four members in a child
member group.

Note that these operations involve a constant commu-
nication cost regardless of information volume (Q or M) or
CSl size (n). It can be shown that the communication cost
of processing the queries is distributed among members
and that the cost for one single member decreases as the
number of member groups increases:

Processes queries
with COl=ab,abd,abef etc.

| abe—
..with COl=aba,abaf,abac etc.
<« ~With COI=abb,abbc,abbf etc.

..with COI=abab, abab*
¢ (* = wildcard)

Figure 4: The delegation of query processing to child mem-
bers. The COI of the membersarerepresented asa“ path-
name”.

We introduce the probability function Py(d), which
denotes the probability that any query has “depth” equal®
to d.

A query is sent to the member group with the same
COl or (in case it does not exist) its closest parent. The
range of queries that a member must process is therefore
dependent on the presence or absence of child member
groups. Figure 4 shows an example on how the processing
of queriesis “delegated” to child members as they arrive
inthe CSI.

To determine the range of queries that must be pro-
cessed, we must find the probability that a “child COI”
(subtopic) has no closer parent than this member.

A member at depth d has the same COI for thisfraction
of Q:

Pq(d) (ea.1)
Ad
The fraction that should (ideally) be handled by child
membersis:
D
Py(X)
B R
2 T
=d

+1A

The probability that among n members, none of them
has agiven COI at height g, is:

P n
[ 1 d(g)J
A9
The probability that one member (at depth d) has no

child members that can process queries with a given sub-
topic at depth g:

9 P n
11 [1-—"—?} = P_(d, g,n)

x=d+1 A

(This function is assumed to return 1 if (d==g))

The fraction of Q that should be processed by child
members, but has to be processed by this member (at
depth d) is:

D
P
> (—ﬂg(j(—).PC(d,x, n)j
x=d+1 A

1. Unlike P(X), this function is not “ cumulative’.



(Eq.1) gives the fraction of Q for which this member
has “direct responsibility”, and since P.(d,d,n)=1, the total
fraction of Q being processed by this member is:

0 (P

Z[ T Peldx, n)] = h(d, m)
A

x=d

A graphical representation of h(d,n) with d held con-
stant reveals a monotonically decreasing function with a
horizontal asymptote at a very small positive number. The
fraction of Q that needs to be processed by one member is
therefore decreasing with the size of n (number of mem-
bersin the CSl):

O(Q - h(d, n))

The transport operation involved in the role of a UA
helper member (inserting queriesinto the CSl) follows the
same analysis as for metadata: The work is evenly distrib-
uted between the members and each operation has a con-
stant communication cost:

% - 0(Q/n)

We can therefore conclude that the communication
cost involved in processing of queries decreases for a sin-
gle member as the number of members® increases, and
that the CSl isableto process any volume of queries by
adding a sufficient number of members.

Simulation experiment: A simulation of the CSI has
enabled the study of message complexity in an experimen-
tal context. A simulation run has consisted of the follow-
ing steps:

1. Create a number of members and assign to them COls
according to a given probability distribution P(d). The
members inform each other about their existence
through the self-configuration protocol.

2. Create a number of resource descriptions and inject
them into the infrastructure, as how a User Agent
would do. The number of messages sent and received
in every member is counted during this phase.

3. Create anumber of queriesin the same manner. Mes-
sages are counted in every member.

The average number of messages were calculated for
different values of d, and the highest averages were plotted
as afunction of member count shown in figure 5.

In the figure, the result of several runs are shown to
illustrate the effect of varying number of members. The
plot confirms the analytical results on the scaleability
of theCSl.

1. Astheanalysisindicates, it is actually the number of
member groups that contributes to the distribution of
query processing.
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Figure5: Number of messagesin membersduring simulated
operation of the CSl

Fault-tolerant properties

The fault-tolerant properties of the CSI have been stud-
ied by simulation. The effect of errors during message
exchange can be measured by the retrieval ratio, which is
the ratio of actual to optimal result set sizes from a query.
By keeping track of the metadata injected in the CSl we
can calculate the optimal result set from a query “outside’
the simulation model.

Intuitively, the CSI will become more robust to errors
asit growsin size: Metadata will be stored in more mem-
bers, and there will be more aternative forwarding paths
between members as they become more numerous. Since
the design is completely without any single point of fail-
ure, we also expect the retrieval ratio to degrade gracefully
asthe transport errors become more frequent. The effect of
crashed members has not been studied in this experiment.
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Figure 6: Theretrieval ratio asafunction of member count

Figure 6 shows the retrieval ratio for severa simula-
tion runs with different number of members, but with con-
stant probability for errors during message exchange.



There seems to be a “critical mass’ above which the CSI
operates very reliably.

In figure 7 the member count is held constant and the
error probability is varied. The figure shows how the
retrieval ratio drops gracefully as the errors during mes-
sage exchange occur more frequently. There is no “point
of collapse” to be seen, which confirms the robustness of
the CSl design.
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The classification process

The scaleability of distributed lookup services in a
peer-to-peer environment has been discussed in recent
papers [9, 10], where the use of hashing techniques have
been utilised on order to locate a key/value pair in the net-
work.

The CSl isnot able to use hashing techniques, but must
use classification techniques to locate the requested infor-
mation inside a zone of network nodes'. This also enables
us to store the information redundantly.

The classification experiment

Automatic classification is extensively researched, but
automatic classification in the general domain (e.g. the
Internet) is considered a difficult problem. Automatic clas-
sification of queriesis not well investigated.

The CSI reguires that there exists a hierarchical classi-
fication system that is possible to use both in manual clas-
sification (it must make sense as a taxonomy of human
knowledge) and automatic classification. Idedlly, the
entire result set expected from a query should belocated in
the same zone of the network, and the query should be
directed to this zone.

The chosen classification system is the ODP Web
Directory [11], which consists of approx. 380 000 topics.

1. Thiszoneis equivalent to a branch of the topic hier-
archy

We have employed an automatic classification of the
TREC WT10g document collection [12] in order to study
the recall? of aretrieval system based on the CS| design.

The WT10g collection consists of 1.7 million docu-
ments fetched from the World Wide Web, 100 topics
(information queries expressed in normal language) and
relevance judgements which list the documents regarded
asthe result sets of the different topicsB. It isthus possible
to test our choice of classification system and the classifi-
cation algorithms by checking how many of the relevant
documents are classified as the same topic or sub-topic as
the query.

The classification experiments on the WT10g collec-
tion and TREC topics have used a straightforward auto-
matic classifier using well-known methods of lexical
analysis. The results show recall values in the same range
as observed with other simple, baseline methods: 20-40%
of the metadata can be recalled if items of metadata are
replicated in a small number (<10) of members with dif-
ferent topic values. By doing this, the same item of meta-
data will exist in different places in the network,
improving the chances that a query will find it. This
increases the network traffic with a constant factor only,
and does not affect our complexity analysis of the CSI's
scaleability. These numbers are acceptable recall values
for aresource discovery system in the general domain.

Related wor k

The CSl is an application in the field of Information
Retrieval. Several papers suggest various design alterna-
tives for a distributed search engine. The best known of
these projects are:

e Harvest [14] - A distributed retrieval system based on
the separation of gatherers (responsible for collecting
information) and brokers (responsible for index gener-
ation and information dissemination).

e Whoist+ [15] - A distributed information system
where the serversinform each other about their content
by exchanging centroids. Centroids enables the servers
to offer query routing.

e MIDS[6] - A project that builds on Harvest, but pro-
vides a more detailed architectural framework for dis-
tributed retrieval services. Also based on the use of
Centroids.

The traffic volume generated by the Centroids and
their effect on the distribution of the query volume is not
analysed in these projects. Our own evaluation framework
for this type of design [8] indicates that the volume of

2. Therecall of aretrieval operation is the volume of
relevant datain aresult set, divided by the volume of
relevant data in the entire system [13 p.5]

3. More topics and relevance judgements do exist, but
do not apply to thisretrieval experiment



Centroids grows in the same manner as the information
volume, i.e. exponentially.

The CSl design has a proven performance in terms of
scaleability, but assumes that it is possible to classify que-
ries and metadata without too much loss of information
during retrieval operations. Manual classification can be
done for all kinds of resources (e.g. services and multime-
dia) if necessary. Textual resources can also be automati-
cally classified through inspection of their information
content by a classifier.

Remaining problemsfor future research

The tight coupling between classification and distribu-
tion is a novel approach to distributed information
retrieval, and several questions need to be addressed:

«  What will be the observed response time when query-
ing the CSI using actual data?

e How can ranking techniques (e.g. relevance feedback)
improve the usefulness of the result set?

e How will the actual distribution of topic values affect
the scaleability analysis?

*  Will other classification models and more advanced
classification techniques improve the recall of the
result set?

* How will member crashes affect the recall of the result

set (parts of the metadata storage becomes unavail-
able)?

To address some of these problems, alarge distribution
experiment has recently been conducted, where the CSI
design has been evaluated in a rea networked environ-
ment consisting of 130 computers.

Conclusion

Using classification as a basis for distribution in a
large-scale resource discovery system appears to give a
scaleability not seen in earlier research projects. The CS|
also shows a robust operation and a graceful degradation
when networking errors occur more frequently. Experi-
ments with the classification process and a reference col-
lection indicates that it is possible to obtain acceptable
quality of retrieval operations using this approach.
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