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Abstract. We consider the nonlinear discrete Volterra equations of non-convolution type

∆mxn = bn +
n∑

i=1

K(n, i)f (i, xi) , n ≥ 1.

We present sufficient conditions for the existence of solutions with prescribed asymptotic
behavior, especially asymptotically polynomial and asymptotically periodic solutions. We use
o(ns), for a given nonpositive real s, as a measure of approximation. We also give conditions
under which all solutions are asymptotically polynomial.
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1. INTRODUCTION

Let N, Z, R denote the set of positive integers, all integers and real numbers respectively.
Let m ∈ N. We consider the nonlinear discrete Volterra equations of non-convolution
type

∆mxn = bn +
n∑
i=1

K(n, i)f (i, xi) , n ≥ 1, (E)

f : N × R → R, K : N × N → R, K(n, i) = 0 for n < i, and b : N → R. We regard
N× R as a metric subspace of the Euclidean plane R2.

By a solution of (E) we mean a sequence x : N→ R satisfying (E) for all large n.
We say that x is a full solution of (E) if (E) is satisfied for all n. Moreover, if p ∈ N
and (E) is satisfied for all n ≥ p, then we say that x is a p-solution. For the sake of
convenience, throughout this paper, we use the convention

∑k
j qj = 0, whenever j > k.
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Volterra difference equations describe processes whose current state is determined
by the whole previous history. They are widely used in the process of modeling some
real phenomena or by applying a numerical method to a Volterra integral equation.
Asymptotic behavior of solutions of first order Volterra difference equations has been
studied by many authors. In particular, the boundedness of solutions was studied by,
i.e., Crisci et al. [2], Diblík and Schmeidel [6], Gronek and Schmeidel [7], Győri and
Horvath [10], Győri and Awwad [8], Kolmanovskii and Shaikhet [12], Migda and Migda
[19], Migda and Morchało [20] or Morchało [21]. Asymptotically periodic solutions
were studied, for example, by Baker and Song [1], Diblík et al. [4, 5] or Győri and
Reynolds [11]. To the best of our knowledge, there are a few papers dealing with
the asymptotic behavior of solutions of higher order Volterra difference equations,
for example, the second order difference equation of Volterra type was studied in
Medina [13].

In this paper we study the nonlinear equation (E). We establish sufficient condi-
tions for the existence of solutions with prescribed asymptotic behavior, especially
asymptotically polynomial and asymptotically periodic solutions. As in [15], we use
o(ns) as a measure of approximation. For example, we give sufficient conditions under
which, for real constants c0, c1, . . . , cm−1 and s ∈ (−∞, 0], the difference equation (E)
has a solution x of the form

xn = cm−1n
m−1 + cm−2n

m−2 + · · ·+ c1n+ c0 + o(ns). (1.1)

Next, we provide a procedure for finding a full solution of (E) with the above asymp-
totic behaviour. Finally, we give sufficient conditions under which all solutions are
asymptotically polynomial.

The results devoted to the study of asymptotically polynomial solutions of ordinary
difference equations can be found, for example, in [15, 17, 18, 22] or [23]. In 1986,
Popenda [22] gave sufficient conditions under which for any polynomial of degree at
most m − 1, there exists a solution x of the form (1.1) with s = 0 for a difference
equation

∆mxn = f(n, xn).

In 1995, Zafer [23] studied a difference equation of the form

∆mxn = f(n, xσ(n)) + bn

and obtained a sufficient condition for the solution of the above equation to satisfy
xn = ϕ(n) + o(nm−1), where ϕ is a polynomial of degree m− 1.

Recently, J. Migda obtained in [15] and [17] various results concerning solutions of
the form (1.1) with arbitrary s ∈ (∞, 0] of the equation

∆mxn = anf(n, xσ(n)) + bn.

In [9], Győri and Hartung considered asymptotically quasi-polynomial solutions.
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2. PRELIMINARIES

For p, k ∈ Z, let

N(p) = {p, p+ 1, . . . }, N(p, k) = {p, p+ 1, . . . , k}.

The space of all sequences x : N→ R we denote by SQ. For m ∈ N(0) we define

Pol(m− 1) = Ker∆m = {x ∈ SQ : ∆mx = 0}.

Then Pol(m− 1) is the space of all polynomial sequences of degree less than m. Let

S(0) = {x ∈ SQ : lim xn = 0},

S(1) = {x ∈ SQ : the series
∑

xn is convergent}.

We define the remainder operator r : S(1)→ S(0) by

r(x)(n) =
∞∑
j=n

xj .

For m ∈ N we define, by induction, the linear space S(m+ 1) and the linear operator
rm+1 : S(m+ 1)→ S(0) by

S(m+ 1) = {x ∈ S(m) : rm(x) ∈ S(1)}, rm+1(x) = r(rm(x)).

The value rm(x)(n) we denote also by rmn (x) or simply rmn x.
Some basic properties of the iterations of the remainder operator are presented in

the following lemma. This lemma will be useful in the proofs of our main results.

Lemma 2.1. Assume x, y ∈ SQ, m, p ∈ N and s ∈ (−∞, 0]. Then

(a) if |x| ∈ S(m), then x ∈ S(m) and |rmx| ≤ rm|x|,
(b) |x| ∈ S(m) if and only if

∑∞
n=1 n

m−1|xn| <∞,
(c) if |x| ∈ S(m), then rmp |x| ≤

∑∞
n=p n

m−1|xn|,
(d) if x ∈ S(m), then ∆mrmx = (−1)mx,
(e) if x = o(1), then ∆mx ∈ S(m) and rm∆mx = (−1)mx,
(f) if x, y ∈ S(m) and xn ≤ yn for n ≥ p, then rmn x ≤ rmn y for n ≥ p,
(g) if

∑∞
n=1 n

m−1−s|xn| <∞, then x ∈ S(m) and rmx = o(ns).

For the proof see [16, Lemma 4.1]. The next lemma is a consequence of [16, Lemma 4.7].

Lemma 2.2. Assume y, ρ ∈ SQ and lim ρn = 0. In the set

S = {x ∈ SQ : |x− y| ≤ |ρ|}

we define the metric by the formula d(x, z) = supn∈N |xn − zn|. Then any continuous
map H : S → S has a fixed point.
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3. MAIN RESULTS

In this section, in Theorems 3.1, 3.2 and 3.5, we present results on the existence of
solutions of equation (E) with prescribed asymptotic behavior. As in [15, 16], and [17]
we use o(ns) as a measure of approximation. The idea of the proofs of Theorems 3.1,
3.2 and 3.5 is based on the results obtained in [17]. In the proof of Theorem 3.7, we give
a procedure for finding a full solution of (E) which is asymptotically polynomial. In the
last theorem, we establish conditions under which all solutions are asymptotically
polynomial.

We will use the following conditions:

(A1) s ∈ (−∞, 0], k ∈ N(0,m− 1), g : [0,∞)→ [0,∞),

(A2) f is continuous and |f(n, t)| ≤ g
(
|t|
nk

)
for (n, t) ∈ N× R,

(A3)
∑∞
n=1 n

m−1−s∑n
i=1 |K(n, i)| <∞.

Now, we state and prove our main result. We establish conditions under which a
given solution y of the equation ∆my = b is asymptotic to a certain p-solution of (E).

Theorem 3.1. Let conditions (A1), (A2) and (A3) be satisfied. Assume p ∈ N,
Q,L,M > 0,

g(t) ≤M for t ≤ L and M

∞∑
n=p

nm−1
n∑
i=1
|K(n, i)| ≤ Q. (3.1)

Then for every solution y of the equation ∆my = b, such that

|yn| ≤ Lnk −Q

for any n, there exists a p-solution x of (E) such that

x = y + o(ns).

Proof. Define sequences U , a and a subset T of SQ by

Uj =
∞∑
n=j

nm−1
n∑
i=1
|K(n, i)|, (3.2)

an =
n∑
i=1
|K(n, i)|, T = {x ∈ SQ : |x− y| ≤ Q}.

If x ∈ T and n ∈ N, then∣∣∣xn
nk

∣∣∣ =
∣∣∣xn
nk
− yn
nk

+ yn
nk

∣∣∣ ≤ 1
nk
|xn − yn|+

∣∣∣ yn
nk

∣∣∣ ≤ Q

nk
+ |yn|

nk
≤ L.
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Hence

|f(n, xn)| ≤ g
(
|xn|
nk

)
≤M. (3.3)

By (A3), we have |a| ∈ S(m). Let ρ = rma and

S = {x ∈ SQ : |x− y| ≤Mρ and xn = yn for n < p}.

We define a metric d on S by

d(x, z) = ‖x− z‖ = sup
n∈N
|xn − zn|.

By Lemma 2.2, any continuous map A : S → S has a fixed point. If x ∈ S and n ≥ p,
then, using Lemma 2.1 (c), we have

|xn − yn| ≤Mρn = Mrmn a ≤MUn ≤MUp ≤ Q.

Hence S ⊂ T . For x ∈ SQ and n ∈ N, let

x̄n = f(n, xn), x∗n =
n∑
i=1

K(n, i)x̄i.

If x ∈ S and n ∈ N, then, by (3.3),

|x∗n| ≤
n∑
i=1
|K(n, i)||f(i, xi)| ≤Man. (3.4)

Hence, |x∗| ≤Ma. Therefore, x∗ ∈ S(m). For x ∈ S we define a sequence A(x) by

A(x)(n) =
{

yn for n < p,
yn + (−1)mrmn x∗ for n ≥ p.

If x ∈ S and n ∈ N, then, using Lemma 2.1 (a) and (3.4), we obtain

|A(x)(n)− yn| = |rmn x∗| ≤ rmn |x∗| ≤Mrmn a = Mρn.

Thus, A(S) ⊂ S. Let ε > 0. Choose q ∈ N and β > 0 such that

2M
∞∑
n=q

nm−1
n∑
i=1
|K(n, i)| < ε and β

q∑
n=1

nm−1
n∑
j=1
|K(n, i)| < ε. (3.5)

Let
Z = {(n, t) ∈ N× R : n ∈ N(0, q) and |t− yn| ≤Mρn}.

Z is a compact subset of the Euclidean plane R2. Hence, f is uniformly continuous
on Z and there exists δ > 0 such that if (n, s), (n, t) ∈ Z and |s− t| < δ, then

|f(n, s)− f(n, t)| < β. (3.6)
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Let x, y ∈ S, ‖x− y‖ < δ. Then, using Lemma 2.1 (a) and (c), we have
‖Ax−Az‖ = ‖rm(x∗ − z∗)‖ = sup

n
|rmn (x∗ − z∗)| ≤ sup

n
rmn |x∗ − z∗|

= rm1 |x∗ − z∗| ≤
∞∑
n=1

nm−1|x∗n − z∗n|

=
∞∑
n=1

nm−1

∣∣∣∣∣
n∑
i=1

K(n, i)(f(i, xi)− f(i, zi))

∣∣∣∣∣
≤

q∑
n=1

nm−1
n∑
i=1
|K(n, i)(f(i, xi)− f(i, zi))|

+
∞∑
n=q

nm−1
n∑
i=1
|K(n, i)(f(i, xi)− f(i, zi))|.

Hence, using (3.3), (3.6) and (3.5), we obtain

d(Ax,Az) ≤ β
q∑

n=1
nm−1

n∑
i=1
|K(n, i)|+ 2M

∞∑
n=q

nm−1
n∑
i=1
|K(n, i)| < 2ε.

Hence, the map A : S → S is continuous and there exists a sequence x ∈ S such that
x = A(x). Then for n ≥ p we have

xn = yn + (−1)mrmn x∗.

Using Lemma 2.1 (d), we obtain

∆mxn = ∆myn + (−1)m∆mrmn x
∗ = bn + x∗n = bn +

n∑
i=1

K(n, i)f(i, xi)

for n ≥ p. Hence, x is a p-solution of (E). Moreover, using (A3) and Lemma 2.1 (g),
we have rmn x∗ = o(ns). Hence, x = y + o(ns). The proof is complete.

Theorem 3.1 generalizes the results obtained by J. Popenda [22] and M. Migda,
J. Migda [18].

Let X be a metric space. A function ϕ : X → R is called locally bounded if for
any x ∈ X there exists a neighborhood U of x such that ϕ|U is bounded. Note that if
X is a closed subset of R, then a function ϕ : X → R is locally bounded if and only if
it is bounded on every bounded subset of X.

The next theorem is a consequence of Theorem 3.1. We show that if starting point
p of the solution is not fixed, then the strong condition (3.1) may by replaced by the
condition: g is locally bounded. On the other hand, if we assume that g is bounded,
then we can take p = 1.
Theorem 3.2. Assume (A1), (A2) and (A3) are satisfied. If g is locally bounded,
then for every solution y of the equation ∆my = b such that y = O(nk) there exists a
solution x of (E) such that

x = y + o(ns).
Moreover, if g is bounded, then we may assume that x is full.
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Proof. Choose Q > 0 and L > 0 such that

|yn| ≤ Lnk −Q (3.7)

for any n ∈ N. Choose M > 0 such that g(t) ≤ M for t ≤ L. Let U be a sequence
defined by (3.2). Then Un = o(1) and there exists an index p such that MUp ≤ Q.
Hence, by Theorem 3.1, there exists a p-solution x of (E) such that x = y + o(ns).
Now, assume g is bounded. Choose M > 0 such that g(t) ≤ M for any t. Let U be
defined by (3.2). Choose Q ≥ U1M and L > 0 such that inequality (3.7) is satisfied
for any n. By Theorem 3.1, there exists a 1-solution x of (E) such that x = y + o(ns).
The proof is complete.

Remark 3.3. Assume the conditions of Theorem 3.2 are satisfied, q ∈ N and a
sequence w : N → R is q-periodic. Let b = ∆mw. Then, by Theorem 3.2 for any
constant c there exists a solution x of (E) such that

x = c+ w + o(ns).

Note that all such x are asymptotically q-periodic.

Example 3.4. Let us consider the third order nonlinear Volterra equation

∆3xn = 8(−1)n+1 +
n∑
i=1

1
(−2)in5 x

2
i . (3.8)

Here f(n, t) = t2, g(t) = t2 and bn = 8(−1)n+1. Let k = 0, s ∈ (−2, 0] and wn = (−1)n.
Then ∆3wn = 8(−1)n+1 = bn. Moreover,

∞∑
n=1

nm−1−s
n∑
i=1
|K(n, i)| =

∞∑
n=1

1
n3+s

n∑
i=1

1
2i ≤

∞∑
n=1

1
n3+s <∞.

Hence, all assumptions of Remark 3.3 hold. So, for any constant c there exists a
solution x of (3.8) such that xn = c+ (−1)n + o(ns). This solution is asymptotically
2-periodic.

In the next theorem, which is a consequence of Theorem 3.2, we establish conditions
under which any polynomial ϕ ∈ Pol(k) is an approximative solution of (E).

Theorem 3.5. Assume (A1), (A2), (A3) are satisfied, g is locally bounded and
∞∑
n=1

nm−1−s|bn| <∞, (3.9)

Then for every polynomial ϕ ∈ Pol(k) there exists a solution x of (E) such that

x = ϕ+ o(ns).

Moreover, if g is bounded, then we may assume that x is full.
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Proof. By Lemma 2.1 (g), we have b ∈ S(m) and rmb = o(ns). Let

z = (−1)mrmb, y = ϕ+ z.

Then y = O(nk), z = o(ns) and

∆my = ∆mϕ+ ∆m(−1)mrmb = b.

Hence, by Theorem 3.2, there exists a solution x of (E) such that x = y+ o(ns). Then

x = ϕ+ z + o(ns) = ϕ+ o(ns).

If g is bounded, then, by Theorem 3.2, we may assume that x is full.

Example 3.6. Let m = 2, k = 1, s ∈ (−1, 0],

bn = 2
(n+ 2)3 + 1− (n+ 3)3

n6 , K(n, i) = i

n5 , f(n, t) = t

n
, g(t) = t.

Then equation (E) takes the form

∆2xn = 2
(n+ 2)3 + 1− (n+ 3)3

n6 +
n∑
i=1

i

n6 xi, n ≥ 1. (3.10)

It is easy to check that

∞∑
n=1

n |bn| =
∞∑
n=1

n

∣∣∣∣ 2
(n+ 2)3 + 1− (n+ 3)3

n6

∣∣∣∣ <∞
and

∞∑
n=1

nm−1−s
n∑
i=1
|K(n, i)| =

∞∑
n=1

n1−s
n∑
i=1

i

n5 ≤
∞∑
n=1

n1−s−5n2 =
∞∑
n=1

1
n2+s <∞.

Thus, by Theorem 3.5, for any real c, d, equation (3.10) has a solution x such that

xn = cn+ d+ o(ns).

One such solution is xn = n+ 1
n .

Let k ∈ N(0,m− 1). Let us consider the n× n matrix A(n) of the form

A(n) =


a11 a12 . . . a1n
a21 a22 . . . a2n
...

...
. . .

...
an1 an2 . . . ann

 , (3.11)
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where

aii = i−kK(i, i) + (−1)m−1 for i ∈ N(1, n),
aij = j−kK(i, j) for j < i, i ∈ N(2, n),

aij = (−1)m+i−j−1
(

m

m+ i− j

)
for j ∈ N(i+ 1,m+ i),

aij = 0 for j ∈ N(m+ i+ 1, n).

Now, we establish conditions which allow us to change the first p terms in the
p-solution so that a full solution is obtained.

Theorem 3.7. Let conditions (A1), (A3), (3.9) be satisfied, g(t) = t and

f(n, t) = t

nk
. (3.12)

Assume the matrix A(n) defined by (3.11) is such that

detA(n) 6= 0 for all n ∈ N. (3.13)

Then, for every polynomial ϕ ∈ Pol(k) there exists a full solution x of (E) such that
x = ϕ+ o(ns).

Proof. Note that, by (3.12), the condition (A2) is also satisfied. Let us choose a
polynomial ϕ ∈ Pol(k). From Theorem 3.5 it follows that there exists a number p ∈ N
and a p-solution x′ of (E) such that x′ = ϕ+ o(ns). Using this x′, we will construct a
full solution x such that x = ϕ+ o(ns). Let

xn = x′n for n > p. (3.14)

We can find the p first terms of the sequence x. These terms are the solutions of the
following system of p linear equations

∆mx1 = b1 +K(1, 1)x1,

∆mx2 = b2 +
2∑
i=1

i−kK(2, i)xi,
...

∆mxp = bp +
p∑
i=1

i−kK(p, i)xi,

(3.15)

where x1, x2, . . . , xp are unknowns. Using the formula

∆mxn =
m∑
i=0

(−1)m−i
(

m

m− i

)
xn+i,
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we can write system (3.15) in the form

A(p)X(p) = C(p), (3.16)

where A(p) is defined by (3.11),

X(p) =


x1
x2
...
xp

 , C(p) =



m∑
i=p

(−1)m−i
(
m
m−i

)
xi+1 − b1

m∑
i=p−1

(−1)m−i
(
m
m−i

)
xi+2 − b2

...
m∑
i=2

(−1)m−i
(
m
m−i

)
xi+p−1 − bp−1

m∑
i=1

(−1)m−i
(
m
m−i

)
xi+p − bp


.

By (3.13), we have detA(p) 6= 0. Thus, by Cramer’s rule, we obtain a solution

x1, x2, . . . , xp

of system (3.15). The proof is complete.

Example 3.8. Let us consider the second order linear Volterra equation

∆2xn = bn +
n∑
i=0

K(n, i) xi, n ≥ 1. (3.17)

Let g : [0,∞)→ [0,∞), g(t) = t, f(n, t) = t, k = 0, s ∈ (−1, 0]. Assume
∞∑
n=1

n |bn| <∞, K(n, n) = 1
n2(n+ 1) ,

K(n, i) = 0 for i 6= n and A(n) is defined by (3.11). Then
∞∑
n=1

nm−1−s
n∑
i=1
|K(n, i)| =

∞∑
n=1

n1−s|K(n, n)| =
∞∑
n=1

n1−s

n3 + n2 <

∞∑
n=1

1
n2+s <∞,

A(n) =


K(1, 1)− 1 2 −1 0 0 . . . 0 0

0 K(2, 2)− 1 2 −1 0 . . . 0 0
0 0 K(3, 3)− 1 2 −1 . . . 0 0
...

...
...

...
...

...
...

...
0 0 0 0 0 . . . 0 K(n, n)− 1


and

detA(n) =
n∏
i=1

(
1

i2(i+ 1) − 1
)
6= 0

for all n. Hence, by Theorem 3.7, for any real constant c there exists a full solution x
of (3.17) such that xn = c+ o(ns).
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Finally, we establish conditions under which all solutions of equation (E) are
asymptotically polynomial. We need two lemmas. Lemma 3.9 is a consequence of
Theorem 1 in [3] and Lemma 3.10 is a consequence of Theorem 2.1 in [15].
Lemma 3.9. Assume that ϕ : [0,∞) → [0,∞) is a continuous and nondecreasing
function such that ϕ(t) > 0 for t ≥ 1 and

∫∞
1

1
ϕ(s)ds =∞. Let c ≥ 0 be a nonnegative

constant and let h, u be sequences of nonnegative real numbers such that
∞∑
n=1

hn <∞ and un ≤ c+
n−1∑
i=1

hiϕ(ui)

for all n ≥ 1. Then the sequence u is bounded.
Lemma 3.10. Assume s ∈ (−∞,m− 1], x ∈ SQ and

∞∑
n=1

nm−1−s|∆mxn| <∞.

Then there exists a polynomial ϕ ∈ Pol(m− 1) such that x = ϕ+ o(ns).
The idea of the proof of our last theorem is based on the proof of Theorem 4.1

in [15]. Note that we extend the range of s from (−∞, 0] to (−∞,m− 1].
Theorem 3.11. Assume s ∈ (−∞,m− 1], g : [0,∞)→ [0,∞) is nondecreasing,

∞∑
n=1

nm−1−s
n∑
i=1
|K(n, i)| <∞,

∞∑
n=1

nm−1−s|bn| <∞, (3.18)

|f(n, t)| ≤ g
(
|t|

nm−1

)
for (n, t) ∈ N× R,

∫ ∞
1

dt

g(t) =∞

and x is a solution of (E). Then there exists a polynomial ϕ ∈ Pol(m− 1) such that

x = ϕ+ o(ns).

Proof. As in the proof ot Theorem 4.1 in [15] one can see that there exists a constant
A such that

|xn|
nm−1 ≤ A+

n−1∑
j=1
|∆mxj |. (3.19)

Moreover, by (E), we have

∆mxj = bj +
j∑
i=1

K(j, i)f(i, xi) (3.20)

for any j. Let

an =
n∑
i=1
|K(n, i)|, zn = an + |bn|, c = A+

∞∑
j=1
|bj |.
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Note that, by (3.18), we have

∞∑
n=1

nm−1−s|zn| <∞. (3.21)

Let

ui = |xi|
im−1 , hi =

∞∑
j=i
|K(j, i)|.

Using the condition: K(j, i) = 0 for i > j and (3.18), we obtain

∞∑
i=1

hi =
∞∑
i=1

∞∑
j=i
|K(j, i)| ≤

∞∑
i=1

∞∑
j=1
|K(j, i)|

=
∞∑
j=1

∞∑
i=1
|K(j, i)| =

∞∑
j=1

j∑
i=1
|K(j, i)| <∞.

Using (3.19) and (3.20) we obtain

un ≤ A+
n−1∑
j=1

∣∣∣∣∣bj +
j∑
i=1

K(j, i)f(i, xi)

∣∣∣∣∣ ≤ c+
n−1∑
j=1

j∑
i=1
|K(j, i)|g(ui)

= c+
n−1∑
i=1

n−1∑
j=i
|K(j, i)|

 g(ui) ≤ c+
n−1∑
i=1

hig(ui).

Hence, by Lemma 3.9, the sequence u is bounded. Therefore, there exists a constant
M > 1 such that g(ui) ≤M for any i and we obtain |f(i, xi)| ≤M for any i. Hence

|∆mxn| =

∣∣∣∣∣bn +
n∑
i=1

K(n, i)f(i, xi)

∣∣∣∣∣ ≤ |bn|+M

n∑
i=1
|K(n, i)| = |bn|+Man ≤Mzn.

Therefore, by (3.21) and Lemma 3.10, there exists a polynomial ϕ ∈ Pol(m− 1) such
that

x = ϕ+ o(ns).
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