
 

 

Discrete Element Method Modelling of Complex Granular 

Motion in Mixing Vessels: Evaluation and Validation 

 

 

By 

Michele Marigo 

 

 

A thesis submitted to the School of Chemical Engineering of the University 

of Birmingham for the degree of 

DOCTORATE IN ENGINEERING EngD 

 

 

School of Chemical Engineering 

Faculty of Engineering 

The University of Birmingham 

B12 2TT, UK 



 
 
 
 

 
 
 
 
 

University of Birmingham Research Archive 
 

e-theses repository 
 
 
This unpublished thesis/dissertation is copyright of the author and/or third 
parties. The intellectual property rights of the author or third parties in respect 
of this work are as defined by The Copyright Designs and Patents Act 1988 or 
as modified by any successor legislation.   
 
Any use made of information contained in this thesis/dissertation must be in 
accordance with that legislation and must be properly acknowledged.  Further 
distribution or reproduction in any format is prohibited without the permission 
of the copyright holder.  
 
 
 



Abstract 

In recent years, it has been recognised that a better understanding of processes involving 

particulate material is necessary to improve manufacturing capabilities and product quality. 

The use of Discrete Element Modeling (DEM) for more complicated particulate systems has 

increased concordantly with hardware and code developments, making this tool more 

accessible to industry.  

The principal aim of this project was to study DEM capabilities and limitations with the final 

goal of applying the technique to relevant Johnson Matthey operations. This work challenged 

the DEM numerical technique by modelling a mixer with a complex motion, the Turbula 

mixer. The simulations revealed an unexpected trend for rate of mixing with speed, initially 

decreasing between 23 rpm and 46 rpm, then increasing between 46 rpm and 69 rpm. The 

DEM results were qualitatively validated with measurements from Positron Emission Particle 

Tracking (PEPT), which revealed a similar pattern regarding the mixing behaviour for a 

similar system. The effect of particle size and speed on segregation were also shown, 

confirming comparable results observed in the literature. Overall, the findings illustrated that 

DEM could be an effective tool for modelling and improving processes related to particulate 

material. 
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Overview of the thesis 

DVD contains the videos from the simulation of the Turbula mixer. The reader is invited to 

watch these videos when reading Chapter 4 and Chapter 5. 

 

Chapter 0 contains a brief overview on particle technology in Johnson Matthey and the main 

business reasons for this work. The flow of particles is fundamental in many Johnson Matthey 

processes and there is a need to improve the fundamental understanding regarding particle 

technology. The main goal for this work is to understand if and how particle flow modelling 

Discrete Element Method (DEM) could be applied as a possible tool. 

 

Chapter 1 is an introduction of some of the basic concepts about powder mixing and 

different type of mixers. A broad literature review is given especially in terms of rotating 

drums in order to show the typical problems.  

 

Chapter 2 is a presentation of DEM numerical modelling and a description of the commercial 

package used in this work. The Hertz Mindlin contact model implemented into the software 

has been described. Typical current limitations have been addressed especially in terms of 

measurement or collection of the material properties in order to setup a DEM numerical 

model. 

 

Chapter 3 reports a list of typical powder characterization techniques used in order to 

characterise Zeolite catalyst support material. 
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Chapter 4 reports the description of the Positron Emission Particle Tracking technique 

(PEPT) and the Multiple Emission Particle Tracking (Multiple-PEPT). This chapter also 

describe Turbula mixer motion and reconstruction.  

 

Chapter 5 contains the results of DEM simulation of the Turbula mixer. In particular 

regarding different operational speeds and different loading patterns. The effect of operational 

speed on segregation for a particles size ratio has also been studied. The effect of adding a 

baffle to avoid segregation has been investigated. 

 

Chapter 6 reports a numerical comparison on mixing between the Turbula mixer and other 

mixers with a simpler motion such as rotating drum and hoop mixer. 

 

Chapter 7 contains mixing studies on the Turbula using the PEPT technique. One single 

particle located inside the moving vessel has been tracked. The motion reconstruction of the 

single particle with respect of the moving boundaries of the mixer has been reported. Results 

have been compared with the ones form the DEM numerical simulations from Chapter 5. 

 

Chapter 8 reports the comparison between the DEM numerical results and the PEPT 

experimental results for the Turbula mixer. Qualitatively agreements are shown between the 

simulations and the experiments. Quantitative values differences are investigated by 

sensitivity parametric study of the DEM input parameters. 

 



! VIII 

Chapter 9 includes the conclusion regarding this work and future work that will be carried 

out in particular regarding the determination of input parameters for DEM numerical 

simulation for mixing and coating of cylindrical pellets. 
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Chapter 0 

Business needs 

 

 

0.1 Introduction: Johnson Matthey Plc 

Johnson Matthey is a chemical company with core skills in catalysis, precious metals, fine 

chemicals and process technology. The company is organised in three main divisions [1], 

namely: 

1. Environmental technologies division supplies catalysts to customers globally as well 

as related technologies for applications, which benefit the environment such as 

pollution control, cleaner fuel, more efficient use of hydrocarbon and the hydrogen 

economy. The division is organised into three businesses:  

• Emission Control Technologies (ECT); 

• Process Technologies; 

• Fuel Cells. 

2. Precious metals division markets, distributes, refines and recycles platinum group 

metals. They also refine gold and silver and fabricate products using precious metals 

and related materials. The division is organised into four businesses: 

• Platinum Marketing and Distribution; 

• Noble Metals; 

• Catalysts, Chemicals and Refining; 

• Colour Technologies. 
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3. Fine chemicals division supplies active pharmaceutical ingredients, fine chemicals and 

other speciality chemical products and services to a range of chemical and 

pharmaceutical industries as well as industrial and academic research organisations. 

The division is organised into three businesses: 

• Macfarlan Smith 

• Pharmaceutical Materials and Services 

• Research Chemicals 

 

0.2 Particle technology in catalysis  

Particle technology is very important in the process and chemical industry. 75% of 

manufacturing processes involve the use of solid particles [2]. Improvements and a better 

design and handling of such operations can make an economic difference. Particles are also 

critical in the catalyst industry and catalysts are essential to the chemical industry. 

Heterogeneous catalysts are inherently solid and either particulate in form or made via particle 

processing. The catalyst industry is expanding and the world catalyst demand is expected to 

grow by 6%/year, to $16.3 billion, through 2012 [3]. 

Catalysts are needed to decrease the activation energy and the temperature required for the 

reactions and increase the rate of reaction. Example of catalyst products with various shapes 

and sizes are shown in Figure 0.1. 
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Figure 0.1: Typical catalyst shape and size: typically made by, granulation, pelletting and 

extrusion. 

  

The morphology of the catalyst is important for the following reasons [4,5]. 

• Ease of homogeneous packing; 

• Guaranteed constant temperature along the tube wall; 

• Guaranteed constant low pressure drop along the tube; 

• Surface area per unit volume of material to guarantee the desired conversion; 

• Economical to fabricate; 

• Necessary structural strength to resist crushing and abrasion in operation and during 

handling. 

Particle processing technology is thus important in catalyst manufacture. For example 

considering the production of heterogeneous catalysts, Figure 0.2, the catalysts are produced 

either by precipitation of the active and support components, or by impregnation (cone 

blenders) of the active components onto a pre-existing support. This will then go through a 

post-processing sequence that may involve one or more of the following operations: filtering, 

washing, drying (rotary drum, fluid bed, spray drying) and thermal processing (rotary drum). 
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Ultimately the catalyst is prepared in its final form. In some cases this may simply be the 

powder produced in the first step. Alternatively this may involve pelleting, extrusion, 

granulation or coating onto a preformed substrate. 

 

 

Figure 0.2: Typical heterogeneous catalyst production route. 

 

The following equipment types are among those used for handling particles during 

manufacturing operations: 

• Rotary drum 

• Cone blender 

• Fluidised bed 

• Spray drier 

• Compaction press 

• Extruder 

• Granulator 
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All these operations involve particles, sometimes in the gas or liquid phase. By understanding 

these processes, improvements in product manufacture can be achieved. Research in these 

equipment types therefore helps to resolve the problems associated with them, such as: 

• Product performances 

• Ability to achieve design performances for mass or heat transfer 

• Need for a pilot plant stage 

• Need of over-design 

• Reduction of energy consumption 

• Ability to maintain product quality 

• Loss of production time 

• Mechanical failures of plants 

In the past research into particulate solids was perceived as a low-tech sector, and moreover 

not easy to define mathematically. In the last decade, however, the necessity to understand 

particles has been heightened as the demand for durable products is driving the industry due 

to increasing competition. In many fields it has been realised that a better understanding is a 

key task to gain benefit in terms of improvements in predictive design and manufacturing 

capability. Lack of understanding of powder flow can lead to a considerable loss of money. 

Some simple data from the Institute of Scientific Information proves that in different fields 

there has been a huge interest in this matter over the last few years [6]. This data shows that 

the number of the papers with the key words granular matter, granular material and granular 

materials. Between 1982-1988 is 1, 27 and 93 respectively. The corresponding numbers for 

the period 1995-2001 are 40, 593 and 795. For the terms particulate system and particle 

system the number of papers published are 205 in the period 1982-1988 and 724 in the period 

1995-2001, showing the increase of interest in such topics. 
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0.3 DEM as investigation tool in particle technology: rotating mixer system 

As a consequence of increasing computer power and more readily useable commercial codes, 

the Discrete Element Method  (DEM) is being used in an increasing range of applications to 

simulate increasingly complex processes, often for evaluation of machinery prototypes. This 

presents the additional challenge of analysis of results, in particular mixing to extract flow 

and mixing mechanisms with a view to improving design or operation. In the past few years, a 

great deal of DEM modeling simulation research has been devoted to this domain, giving rise 

to constructive numerical approaches to study the behaviour of granular material in different 

systems. Rotating vessels of a range of shapes and motions are widely used for granular 

mixing in many industries, such as chemical, pharmaceutical, ceramic and food. Given the 

difficulty and poor reliability of measurement, granular mixing is however still poorly 

understood [7]. In recent years, advancement in computer speed power has opened the way to 

model complex granular flow using the Discrete Element Method (DEM), originally 

presented by Cundall and Strack in 1979 [8], in which the particulate system is modelled as 

an assembly of individual discrete and interacting particles. DEM can provide much needed 

insight into the mechanisms governing particle flow and is a powerful tool for optimising 

mixing processes since the complete trajectory of every particle relative to all other particles 

and the equipment can be calculated. 

In this work attention will be focusing on rotating mixers. These are typical equipment used 

within Johnson Matthey PLC for: pellet and powder impregnation, spray coating of tablets, 

thermal processing of catalyst as well as for hydration of final pharmaceutical product forms. 

In this thesis the first numerical model of the Turbula mixer has been carried out using DEM. 

This is part of a larger piece of work in which the motion of the modelled particles is 

compared with real experimental data in order to validate the model. This will be used to 
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identify uncertainties in the model and highlight critical input parameters from experimental 

and DEM modelling research. 
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Chapter 1 

An introduction to solid mixing 

 

 

Particulate materials are of great importance in a wide range of engineering applications, 

and within a number of industry sectors including pharmaceutical, chemical, powder 

metallurgy, and food. Particle technology is a relatively new discipline and in the past few 

decades there has been a considerable growth in understanding of the way powders and bulk 

solids behave during the variety of processing and handling operations used [1]. Powder 

mixing is one of the most widely used operation across different industries, but research on 

the fundamental understanding of the behaviour of granular materials and mixing 

mechanisms remains difficult. 
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1.1 Introduction to particulate materials and powder mixing 

Recently, there  has  been increased   interest  in  the  behaviour  of particulate materials, both from 

an experimental and modelling viewpoint. Granular materials play an important role in 

engineering and they can be considered as conglomerations of single discrete particles in 

contact surrounded by voids. A powder consists of a group of discrete particles of any solid 

material with a maximum dimension of less than 1000 µm [2]. A particle is therefore 

considered as small object having precise physical boundaries in all directions. The overall 

bulk constitutive relationships are considered to be determined by the individual 

characteristics of all these single particles, and also by the contact interactions that take place 

between adjoining particles [3]. All these interactions can generally be expressed by 

relationships, which can be more or less complicated. Granular material can behave quite 

differently from any of the other standard familiar forms of matter such as solid or liquid. The 

overall geometrical structure defined by the local particles can result in a complex non-linear 

overall bulk behavior [4]. Granular material should therefore be considered as an additional 

state of matter. Generally, granular material is divided into two categories, free-flowing and 

cohesive mixtures, which can show erratic behaviour under certain circumstances. 

Particulate material is important in many industries and a variety of manufacturing operations. 

For example, solids mixing is extensively employed in the manufacture of ceramics, plastics, 

fertilizers, detergents, glass, pharmaceuticals, processed food and animal feeds and in the 

powder metallurgy industry [5]. In some industries mixing is a critically important operation, 

since the amount of the active ingredient in a formulation can be imperative. For example in 

the pharmaceutical industry where a product with too low active ingredient may be ineffective 

and a product with too high active ingredient content may be lethal [6]. Often, granular 

materials are mixed for subsequent operations such as compaction where lubricants or flow 
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aids are added. Lubricants also have an effect on the compaction behaviour of a bulk material, 

with a direct influence on the properties of the final compact [7]. The mixing of particulate 

material is therefore an important operation to reach the desired final product quality or the 

right manufacturing conditions, however, often it can be difficult to mix particles 

homogeneously. Understanding and controlling the mixing mechanisms is a key task to 

achieve the desired characteristics of a final product. The mixing mechanisms are determined 

by the different forms of movement for the solid material inside the mixer, which can vary 

due to different mixer designs.  

In many instances powder mixing is still an empirical discipline. Often, technology is largely 

based on experience and application of academic mixing theories that involve the use of 

simpler non-cohesive binary particulate systems [8]. Real industrial applications, however, 

have to deal with more complex cohesive multi-component  systems. 

An important aspect in powder mixing regards the selection or design of the correct mixing 

device. Usually, mixing operation is batch-wise, however in certain cases it can be a 

continuous process [9]. Moreover selection of the correct way to assess the state of the 

resulting mixture is essential. 

 

1.2 Mixing mechanisms 

Three types of mechanisms are often used to describe the mixing process [6]: 

1) Convection: when movements, or regions, of the mixture are moved as bulk material to 

different areas, Figure 1.1.a, (also referred as macromixing). 

2) Dispersion: when in an expanded bed of free flowing material particles can change their 

position with random movements, Figure 1.1.b, (also referred as micromixing) 
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3) Shear: mixing occurs along the slip planes or discontinuities in the velocity distribution 

between regions of particles. This third mechanism is often considered a combination of the 

two previous processes [10]. 

All the mechanisms can exist in a single mixer, but one could predominate with respect to the 

others at a given time point. The relative importance of these mechanisms can change during 

the mixing process [11]. The selection of the mixer should be related with the type of material 

that must be mixed. 

 

 

Figure 1.1: Mixing mechanisms: convection and dispersion. 

 

1.3 Segregation mechanisms 

Poor mixing is characterised by segregation, which consists of the separation of particles due 

to differences of physical properties [12]. Typical factors that can lead to segregation are: 

differences in particle size, shape, density, surface roughness, forces of attraction and friction 
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[13]. Particle segregation can be difficult to describe and therefore there are difficulties in 

predicting it quantitatively [14]. The segregation of free-flowing granular material has been 

extensively investigated in the literature [15,16,17] but segregation of cohesive material is 

neither fully understood or well described [18]. 

When material is blended the final result can assume different configurations depending on 

the nature of the product and the mixing conditions. It is usually not a regular arrangement. 

For example a simple binary system, like in Figure 1.2, which illustrates different possible 

mixing arrangements. These depend on the particle nature and mixing conditions. 

 

 

Figure 1.2: Representation of mixedness equal proportions of black and white particles, each 

circle represents particles of the two different components. Redrawn from [19]. 

 

Before mixing, the two components in the system might be completely segregated as shown 

in Figure 1.2. The randomized binary system is the best mixture that can be achieved by using 

any real blender [9] and it corresponds to the situation when the probability of finding a 



 14 

particle of a constituent in every point is identical [20]. In the ideal or ordered binary system 

each particle of a constituent is near a particle of another type. The probability of obtaining 

this situation in real industrial mixers is practically equal to zero. In the case of cohesive 

materials particles can aggregate and bond together and then a randomly structured powder 

will result. This is a typical example of “self loving” particles, where particles tend to bond 

with similar particles or in the case of “dissimilar particles preferences” where particles tend 

to bond with dissimilar particles. 

Three principal mechanisms for segregations are schematically described in Figure 1.3, and 

they are listed as follows [21]: 

1) Trajectory segregation: results from different travelling distances of particles with 

varying particle size or density projected with velocity into a fluid. 

2) Percolation segregation: is induced when in a multi-size component mixture, fine 

particles can move freely through the voidage created by dilation of the bulk of solids material 

when flow occurs (when incipient flow occurs the bed of material is dilated). 

3) Vibration segregation (also know as Brazil nut effect): Under the influence of vibrations, 

a mixture of granular materials tends to segregate. Mixtures of particles with different sizes or 

particles identical in size but with different densities tend to stratify in layers. Smaller 

particles or heavier particles move downward, if the bulk of solid is vibrated or shaken. When 

the bulk solid is vibrated the small or lighter particles tend to run through the larger or heavier 

particles, and eventually these the larger or heavier particles can be made to migrate to the 

surface. 
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Figure 1.3: Segregation mechanisms [22]. 

 

In process design, the solution to a segregation problem can be resolved in two ways. The 

process can be modified to accommodate segregation patterns caused by the various 

mechanisms or changes can be made to the process to reduce the cause of segregation. In 

either case, understanding the segregation mechanisms is fundamental for developing and 

controlling the mixing process where segregation can occur. 

 

1.4 Definitions: mixing time and mixing rate 

The degree of mixedness or homogeneity in a system is defined by measuring a mixing index. 

In a binary mixture a general rule to define mixing is given as follows [11]:   

             (1.1) 
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In the literature different mixing indices M have been proposed by different authors to define 

the quality of homogeneity between components in the system [10]. The most common way 

of assessing the performance of a mixer is to withdraw a number of samples and to use 

statistical analysis of the variance of the concentration of these samples as a measure of 

mixture quality [23]. For a binary system a few examples of mixing indices based on 

statistical analysis of sample variance σ, variance of a completely segregated system σo and 

variance of perfectly random system σR, are given in Table 1.1. 

 

Table 1.1: Indices for binary mixture based on statistical analysis [10]. 

Author Expression M for 
σ=σo 

M for 
σ=σR 

Kramers  =0 1 

Lacey  0 1 

Ashton and 
Valentin 

 0 1 

Valentin  0 1 

Miles  0 <1 

Rose and Robinson  0 <1 

Smith  1 >1 

Yano  1 <1 

Lacey  <1 1 

Lexis  >1 1 

 

The time required to achieve a desired level of mixture homogeneity depends on the rate of 

mixing which is a function of the dominating mixing mechanisms. The mixing time is 

therefore defined as the period of time when the mixing index reaches a stationary final 
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condition. The rate of mixing is generally described by an exponential decay relationship. In 

Figure 1.4 for example the relative standard deviation (RSD) of the sample concentrations is 

plotted against the number of revolutions in the case of a bin blender. Initially the impact of 

the convective (bulk flow) mixing mechanisms is the dominant factor on the measured 

variable, RSD. This is then followed by a slower period where the dispersion (individual 

particle motion) or shear mechanisms are the controlling mechanisms [24]. 

 

 

Figure 1.4: A typical mixing plot, with relative standard deviation (RSD) of the samples 

concentration plotted against number of revolutions. The two solid lines show the two 

distinctive mixing regimes for a bin blender [24]. 

 

Different techniques can be used to assess powder mixing and the homogeneity of a mixture. 

For example, sampling is a common method; this involves the positioning of thief probes 

inside the mixing vessel, which are used to withdrawal samples from the mixture. Difficulties 

can arise withdrawing a representative sample from the mixture since errors can influence the 

probing result [25]. Inserting a thief probe into a mixture can cause extensive disturbance of 
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the mixture structure dragging particles along the path of the thief and therefore, the sample 

collected is likely to contain particles from all position along this path [26]. Usually, one 

sample is not enough and normally many samples are necessary to describe the mixture 

structure. Moreover, the size of the sample and the location of withdraw can have an influence 

on the magnitude of the results since segregation can occur during blending. 

Alternatively the homogeneity is sometimes measured by solidifying the bed structure after 

the mixing experiment by the use of a binder solution, which penetrates through the bed 

voidage and “freezes” that bed structure by evaporation of the solvent. Subsequently, the bed 

is sliced and the local composition is studied with image analysis techniques [26]. 

Non-invasive imaging techniques such as X-ray computer tomography (CT) and magnetic 

resonance imaging (MRI) can also be used to give useful insights into the internal “structure” 

of powder beds. Computed Tomography is a non-invasive radiological imaging technique that 

can measure density variations within objects using X-rays. In the case of mixing studies, 

material mixing patterns are measured by analyzing the differences in material density 

obtained by inserting materials with different X-ray attenuation coefficient within the blender. 

Computed Tomography is therefore used to reconstruct non-destructive cross-sectional 

stationary images [27]. This technique has also been used on a scaled-down model of a 

commercial double-cone blender as a method of investigating catalyst impregnation variables 

as function of mixing mechanisms. The concentration of particles of a given colour in the 

granular bed were quantified for 1/16 inch diameter pellets and nominally 100 mm diameter 

spherical particles [28]. CT has also been applied to study the mixing of Pb-impregnated 

microcrystalline cellulose particles used in pharmaceutical processes [29]. These mixing 

studies conducted with a model V-blender show that particle size and initial loading 

configuration of the mixing components alter the mixing efficiency. 
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MRI can be utilised to plot high-resolution three-dimensional images of flowing particles, and 

can also be used to obtain information such as velocity and local concentration by voxel 

analysis. Phase separation and state of mixing between multi-component systems is 

determined by using differences in MRI from atomic resonance relaxation, resonance 

frequency or diffusivity [30]. The three-dimensional evolution of the segregation phenomena 

in a rotating drum filled with a binary mixture of spherical particles has been described using 

MRI [31]. The authors highlighted the development of a radial core of small particles along 

the axis of the cylinder, which evolves to axially segregated bands. Mixing of free flowing 

sugar beads in a cylindrical vessel within a Turbula mixer and quantification of homogeneity 

has also been studied by this method [32]. 

Any method used for assessing mixture quality should, however, account for a number of 

requirements [33]: 

a.  have some physical significance with regard to the process under investigation or to the 

mixture application; 

b.  be sufficiently sensitive to changes in the state of mixing (scale of scrutiny); 

c.  be unambiguous; 

d.  be applicable to different systems, as far as possible; 

e.  cause no disturbance of the mixture under investigation; 

f.  require the minimum of experimental effort; 

g.  be mathematically and statistically rigorous. 

Numerical simulations can have the advantage that the system being studied is not affected by 

the sampling technique, which can affect systems during experimental methods. Simulations 

should therefore provide reliable information on mixing efficiency. For example, the degree 

of mixedness for a system operating under different conditions can be studied in terms of 
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contact numbers and coordination numbers directly obtained from simulations [34,35]. The 

mixing time and number of revolutions necessary for uniform mixing of solids (steady state of 

the number of contacts between particles) obtained from simulation were in agreement with 

experimental results in the case of a rotating drum [35]. 

 

1.5 Type of industrial mixers 

A variety of solid mixers are available in industry, which can be divided into two categories: 

mixers with rotating vessels and mixers with fixed vessels. Mixers can also be grouped 

depending on the predominant mixing mechanisms [10,19], as listed in Table 1.2. 

 

Table 1.2: Example of mixers for solid material [10,19]. 

Type of mixer Predominant mechanisms 

Rotating drum Shear - Dispersive [10] 
Dispersive [19]  

Double cone 
mixer 

Shear – Dispersive [10] 
Dispersive [19] 

V-mixer Dispersive [19] 

Y-mixer Dispersive [19] 

Ribbon mixer Convective [10,19] 
Orbiting vertical 

screw mixer 
Convective – Dispersive [10] 

Convective [19] 

Air mixer Convective – Dispersive [10] 
Convective [19] 

 

1.6 Turbula laboratory mixer 

A three-dimensional movement of a cylindrical container can be achieved in the Turbula 

mixer, Figure 1.5. This is a laboratory scale mixer that is largely used in industry for the 

development or testing of new products. The model T2F considered in this work has a mixing 

chamber that can hold a container with a capacity up to 2 L. The rotational speed can be 
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varied from 22 to 100 rpm. The mixing container, located in the mixer chamber, is subjected 

to intensive, periodically translational and rotational pulsating movements, which simulate the 

pattern of agitation achieved by manual shaking [32]. This extremely complicated movement 

is composed of two rotations of the container and a horizontal translation. In addition to these 

traditional principal motions of rotation and translation there is a third fundamental motion of 

inversion based on the Schatz inversion principle [36]. This particular motion subjects the 

contents to two alternating, rhythmic pulsating motions, which have the effect of continuously 

compressing and thinning material. Hence the particle bed moves within the vessel with a 

periodical behaviour.  

 

 

Figure 1.5: Turbula T2F shaker-mixer (reproduced with the kind permission of Willy A. 

Bachofen AG Switzerland). 

 

Despite its widespread use as a laboratory scale blender in the catalyst and pharmaceutical 

industries, only a few mixing studies using the Turbula have been reported in the literature. 

For example, Magnetic Resonance Imaging (MRI) studies [32, 37] are the only studies in the 

literature where the mixing process for free flowing non-cohesive material has been 
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characterised under different conditions. In the present work the rate of mixing of particles 

with monomodal and bimodal size distributions was quantified using a segregation index. 

 

1.7 Conclusions 

Studying granular materials is a complicated subject. Granular materials are not simple and it 

is difficult to define a set of properties to predict their behaviour, unlike other forms of matter, 

like liquid or gas. The influence of granular matter on industrial manufacturing is tremendous, 

hence many applications such as mixing in the chemical, construction material, 

pharmaceutical, drug and food industries, have been investigated. One of the most common 

industrial operations is powder blending. Often such an operation needs to be controlled to 

achieve the right mixing conditions or to avoid conspicuous particle separation. 

Understanding the mixing mechanism is essential, especially in systems involving 

complicated geometries or multi dimensional motions, such as the Turbula mixer. Due to the 

complications involved in such systems, understanding mixing and segregation processes 

requires the use of several tools, both experimental and modelling techniques. 
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Chapter 2 

Theoretical background DEM (EDEM) 

 

 

The Discrete Element Method (DEM) has been an increasingly recognised numerical tool for 

modelling granular systems since the original work of Cundall and Strack back in 1979 [1]. 

In DEM, the particulate material is modelled as an assembly of individual particles, which 

interact with each other or any other solid body such as the walls or moving blades of mixing 

equipment. The macroscopic behaviour of the assembly of particles is determined by 

microscopic interactions amongst particles and between particles and boundaries. The path 

and velocity of each particle is computed in discrete time steps. This provides a wealth of 

information such as the frequency of collisions and duration of contacts with neighbours.  

Movement of particles relative to bulk flow gives a measure of dispersion and is revealing 

about flow and mixing mechanisms at a scale and level of detail that is very difficult to 

achieve by experimental means. 

DEM simulations in this work were performed using a commercial package (EDEM) based 

on the original algorithm proposed by Cundall and Strack. Commercial codes such as EDEM 

incorporate a powerful Graphical User Interface (GUI) that interfaces with CAD drawing 

packages. This and the readily available computational power allow complex mixing systems 

to be simulated. The reliability of DEM predictions depends entirely on the simplification of 

the physical models used to describe the microscopic interaction. Simplifications are 

necessary, and are widely used, to make complex problems solvable in sensible time frames, 
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yet there seems to be little validation work reported in the literature that probes beyond 

macroscopic flow features. If DEM is to fulfil its promise of becoming as important a design 

tool as Computational Fluid Dynamics (CFD), there is a need to quantify and validate the 

ability of DEM simulations to provide an insight into mixing mechanisms in equipment where 

flow is difficult to observe, let alone measure, on the granular scale. 
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2.1 Introduction: modelling granular material 

Recently, there has been an increased awareness of the important role particle technology 

plays in many industry sectors. Granular materials are the object of studies in many 

disciplines, for example geotechnics, materials science, physics and soil mechanics. Granular 

materials are also produced and used in many manufacturing processes such as chemical, 

pharmaceutical, food industry and mining. For example, in the transport industry storage of 

materials can promote jamming of silos or pipes during pneumatic conveying. In soil 

mechanics problems regarding run-out of avalanche have been of interest. In the 

pharmaceutical and chemical industry material segregation can occur during mixing. 

The study of particulate solids can be approached by treating the bulk solids as continuum or 

as a conglomerate of discrete particles. Regarding the second approach, a considerable 

amount of work has been carried out to study the physics of single particle interactions in 

recent years [2]. The reason why problems regarding granular materials appear to be 

complicated is that the traditional macroscopic continuum approach, utilized so far, is not 

completely adequate. In addition, time dependent microscopic mechanisms are not completely 

understood. In the past studies of micromechanical interactions between particles such as the 

tensional state within the material or force distribution within an assembly were not possible. 

Since micro-measurement experimental techniques, mathematical models or simulation 

capabilities were not available, micromechanical approaches were not extensively carried out. 

Photo-elastic experiments demonstrated the complexity and the discontinuous nature of 

granular materials by visualization of the force chain ramification within granular media 

formed by photoelastic sensitive disks as shown in Figure 2.1.a [3]. The two-dimensional 

disks with different diameters (from 8 to 20 mm) were stacked between two glass plates and 

loaded. The average stress and strain-rate tensors in the interior of particle assemblies were 



 30 

determined by using the pattern of isochromatics, from which the forces that are transmitted 

through the contact points between the discs. At the end of the 70s the first numerical 

micromechanical simulation was presented by Cundall and Strack. This work considered a 

simple aggregate of disk elements subjected to a biaxial stress. The stress transmission pattern 

was numerically simulated and compared with the photoelastic experimental results on disk, 

as shown in Figure 2.1.b. 

 

 

Figure 2.1: (a) Photo-elasticity picture of the granular assembly of discs: force transmission 

pattern [3]. (b) Force transmission pattern numerically simulated by DEM [1]. 

 

2.2 Discrete Element Modelling (DEM) 

In recent years increasing computer power, development of academic DEM models and the 

availability of new user-friendly commercial software have led to DEM becoming a popular 

research tool in industry as well as academia. As a consequence DEM is being used in an 

increasing range of applications to simulate increasingly complex systems, often for 

evaluation of machinery prototypes. Compared with early years simulations, models can now 

consider large numbers of particles or increasing system complexities (dimension of the 

problem). 2D simulations have also evolved into more sophisticated 3D simulations giving 
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greater capability in the complexity of the system that can be studied. The interest and the 

effort into DEM research increased dramatically [4]. Figure 2.2 shows the number of 

publications related to discrete particle simulation between 1993 and 2011, obtained from 

ScienceDirect website with the following keywords: discrete element method/model, distinct 

element method/model, discrete particle simulation/method/model, and granular dynamic 

simulation. 

 

 

Figure 2.2: Number of publications related to discrete particle simulation between 1993-2011 

from ScienceDirect website. 

 

DEM modelling is providing insight into the mechanisms governing particle flow and it is a 

powerful tool for optimising a number of industrial processes. In DEM each particle is 

considered as a discrete element and the bulk mechanical behaviour of the assembly is related 

to individual particle properties and interactions.  Because the output of DEM is the complete 

trajectory of every particle relative to all other particles and the equipment, such numerical 

simulations can enhance fundamental understanding of granular motion and can also help in 
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the improvement of design or operation of systems involving particulate material [5]. The 

value of DEM is demonstrated by the broad variety of applications reported in the literature. 

 

2.2.1 Examples of DEM applications for particle motion 

The Discrete Element Method algorithm was originally presented by Cundall and Strack in 

1979. Since then many other DEM simulations have been published in the literature studying 

the modelling of diverse granular processes as comminution [6,7,8,9,10,11], granulation 

[12,13,14], flow through hopper [15,16,17,18], die filling for tabletting [19,20], fracture of 

agglomerates [21,22,23,24], packing of particles [25,26,27,28,29,30], bulk compression of 

particles [31,32,33,34,35] and flow in a screw extruder [36,37]. 

The motion of particles in blenders rotating around a one-fixed axis such as drum, double 

cone, bead mill and V-mixer has been extensively studied and modelled. For example, 

Muguruma et al. 1997 [38] investigated the three dimensional motion of particles in a rotating 

cylinder and showed how DEM simulations can be used as tool for design improvements in a 

particular system. The mixing rate was compared in case of different designs and the 

length/height ratio of the baffles was optimised. Simulations were validated against 

experimental results by visual comparison of mixing pattern for spheres with two different 

colours. Kwapinska et al. 2006 [39] used DEM to study transverse mixing of free flowing 

particles in horizontal rotating drums in terms of mixing time and number of drum rotations 

necessary to achieve uniform mixing. The authors explored the effect of a range of operating 

parameters such as drum diameter, rotational frequency and average particle diameter and 

compared the results with experimental data from literature. Good agreement was found in 

terms of mixing time and mixing number for the uniform mixing of the solids by comparing 

the DEM simulation with mixing experimental data from literature. Sarkara et al. 2009 [40] 
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showed the effect of operating conditions such as fill level and impeller rotation rate (Froude 

number) on axial mixing in a horizontal bladed continuous blender. The axial particle 

movement was shown to be strongly dependent on the operating conditions, with better 

mixing achieved at low Froude numbers for high fill levels and high Froude number for low 

fill levels.  

The effect of the particle physical properties (density, size or friction) on the mixing 

behaviour (qualitative visual comparison of profile for the bed cross section) in a 2D rotating 

drum was shown by Xu et al. 2010 [41]. For their system, it was observed that for a specific 

rotational speed, differences in particle density and particle size were the principal factors 

affecting mixing behaviour whereas friction coefficient had less importance. It was also 

demonstrated that segregation due to large particle size ratio or density ratio can be 

suppressed (percolation effects) by including into the system particles with appropriate 

particle size distribution, for example, ternary- or multi-sized system). Industrially relevant 

tumbling blenders such as the double cone and V-blender have also received attention 

[42,43,44]. Investigations by Moakher et al. 2000 [42] presented 3D simulations of double 

cone and V-blenders containing both monodisperse and bidisperse grain sizes, comparing the 

results with visual experiments. It was shown that in case of bidisperse spheres in both 

systems, segregation rapidly reaches a steady state. Both mixers’ typical mixing patterns 

showed that convection is the dominant mixing mechanism while axial dispersion across the 

symmetry plane is the dominant bottleneck. DEM modelling can therefore be helpful in 

designing new mixing systems with broken symmetries by using baffles or proper shapes for 

the vessels. Intermittent particle movement, repeated sequence of splitting and merging, 

observed in the V-blender results in more rapid mixing and segregation compared with the 

double-cone mixer, which operates almost continuously, with a nearly constant flow of 
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particles in a uniform surface layer. Kuo et al. 2008 [43] modelled the mixing of 3 mm 

monosized spheres and showed good semi-quantitative agreement of bulk velocity and axial 

dispersion coefficient between numerical and experimental results obtained by Positron 

Emission Particle Tracking (PEPT). It was shown that the choice of a wide range of input 

parameters such as restitution coefficient, normal stiffness, friction coefficients (both particle-

particle and particle-wall) influences the velocity, speed and velocity fluctuation distributions, 

the exchange rate between the two arms and the circulation time in the mixer and dispersion 

at division and combination steps. An optimal selection of such parameters was necessary in 

order to achieve the semi-quantitative agreement with experimental results.  

Typical DEM simulations consider a small number of particles involved, which typically is 

very different to the number of particles involved in an industrial application. Lemieux et al. 

2008 [44] showed the possibility of using DEM numerical simulations in large-scale systems 

(225,000 particles over long time spans 2 minutes, up to 60 mixer revolutions) by modelling a 

V-blender over the period of few weeks of CPU time on a Beowulf cluster. The bed 

behaviour, for both monodisperse and bidisperse, was studied in terms of flow patterns, 

velocity fields, granular temperature and torque of the mixing system. The fact that DEM 

simulations are computationally intensive has lead to an increase of effort into software 

developments such as software parallelization and algorithm optimisation. 

 

2.3 DEM Numerical model     

DEM employed in this work uses the soft-sphere approach originally developed by Cundall 

and Strack. In this method, particles in contact are permitted to withstand small deformations, 

and these deformations are used to calculate forces acting between particles, as reported in the 

general numerical algorithm illustrated in Figure 2.3, [43]. 
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Figure 2.3: DEM numerical algorithm. Redrawn from [43]. 

 

The DEM numerical algorithm generally begins by placing the particles into the system. In 

order to calculate the contact force EDEM performs a contact detection search to account for 

the contact between each individual particle. The contact detection is the most time 

consuming, computationally demanding operation. Once the contact detection is complete the 

total force acting on each particle is determined and hence the translation and rotation motion 
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can be described by integrating the Newton’s equations of motion Eq.(2.1) and Eq.(2.2). 

Calculations are performed in discrete time steps. Between each time-step, the particles move 

in a straight line according to the velocity and acceleration calculated in the preceding time 

step. These trajectories are used to calculate the positions of the particles at the next time step. 

Overlaps (i.e. contacts) are then used to calculate the forces acting on each particle, which 

determine its velocity and acceleration in the next time interval. Therefore the position, 

velocity and acceleration are obtained for all the particles at discrete time-steps. The force and 

torque are the sum of all forces and torques acting on each particle, including gravity, fluid 

drag, magnetic fields and electrostatic fields. 

In this work the forces and torques due to gravity, collision and rolling friction are considered 

and the Newton’s equations of motion for a particle i in contact with particle j assume the 

following form: 

  
(2.1)  

 

 (2.2)  

 

Where mi, Ii,  and  are, respectively, the mass, moment of inertia, translational velocity 

and rotational velocity of particle i.  and  are the normal and the tangential forces due to 

contact between particle i and j at the current time-step as reported in Figure 2.4.  is the 

vector between the centre of particle i and the contact point where the force  is applied. 
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Figure 2.4: Contacts between particle i with particle j. 

 

The term  in Eq.(2.2) is added to account for the torque caused by rolling 

friction.  The parameter µr is defined as the coefficient of rolling friction and  is the unit 

angular velocity of the particle i.  Rolling friction losses can arise from, for instance: making 

and breaking of surface bonds such as liquid or electrostatic bridges; hysteresis in 

deformation of the moving point of contact; and interlocking of asperities on the contacting 

surfaces [45,46,47,48].  So, while the causes of rolling resistance are understood in a general 

sense, the value of this friction coefficient is difficult to predict and to measure for granular 

material.  

Considering Figure 2.4 the following notations are: 

• radius particle i 

• radius particle j 

• position of particle i (location of centre) 

• position particle j (location of centre) 

•  velocity particle i 

•  velocity particle j 

The two particles are in contact if the following relation is valid: 
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 (2.3) 

 

The normal unit vector joining the centres of the two particles is defined as: 

 (2.4) 

 

The relative velocity is defined as: 

 (2.5)  

 

Therefore the relative velocity in the normal direction is given by: 

 (2.6) 

 

The relative velocity in the tangential direction is given by: 

 (2.7) 

 

The tangential unit vector is calculated as follows: 

  (2.8)
 

 

A model is necessary to evaluate the force terms between particles and those between 

particles and any other solid body (e.g. wall boundaries) when they come into contact. A 

variety of contact models have been previously reported in the literature [49,50,51,52,53,54]. 

There is no general consensus on what is the best contact model since these models are not 
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equivalent and deal with particle contacts differently. For instance models based on Hertz 

theory consider particles that lead to elastic deformation, whereas the linear spring dashpot 

model considers that this deformation is viscoelastic [53]. All these models depend on 

parameters, the values of which must be included in the setup. It is very important to validate 

any DEM based model before using it. A careful validation strategy should always include an 

ultimate test between the numerical and experimental results. 

The contact model used by Cundall and Struck is based on a Kelvin-Voigt model represented 

in Figure 2.5. A spring, damper and slider represent the contact model for the normal and the 

tangential direction. This model assumes the definition of the following parameters in normal 

and tangential directions: 

• Stiffness   k 

• Damping coefficient ! 

• Friction coefficient  µ 

 

 

Figure 2.5: Kelvin-Voigt contact model: spring k, damper ! and slider µ. 

 

Cundall and Strack defined Eq.(2.9) for the normal contact model and Eq.(2.10) for the 

contact force in tangential direction. 

! 

Fij
n = "kn# ij

n "$nvij
n( ) (2.9)
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 (2.10) 

 

The stiffness parameters in normal and tangential directions (kn,kt), damping parameters 

(!n,!t), and the friction coefficient µs must be defined in the simulation model.  and  are 

the particle normal and tangential displacement due to normal force and tangential force.  

is the slip velocity at the contact point defined as follows: 

 (2.11)  

 

Tsuji et al. 1997 [55] proposed a non-linear model from adaptation of the Cundall and Strack 

contact model, Figure 2.6. 

 

 

Figure 2.6: Modified Hertz Mindlin contact model described by Eq.(2.12, Eq.(2.13) and 

Eq.(2.15).  

 

In this model the first term of Eq.(2.9) is substituted with a non-linear term to consider the 

Hertz theory for normal contact (ref. Chapter 3). For the tangential contact Tsuji proposed 
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[56] an adaptation of Eq.(2.9) to include a viscous dissipation term in Eq.(2.12). Therefore the 

modified contact model results as follows: 

 (2.12)
 

 

 (2.13) 

 

where  slip velocity is substituted with the  relative tangential velocity. Sufficiently high 

tangential forces will cause particles to slip relative to each other or to surfaces with which 

they are in contact. Consider cohesionless particles subject to a constant normal force: the 

extent of slippage under tangential force is determined by:   

 (2.14) 

 

These equation represents a cut-off for the magnitude of the maximum tangential force for a 

given static friction coefficient , and it is known as Coulomb’s law of friction [50,57]. If 

Eq.(2.14) is satisfied, the effect of  is to cause a small relative movement, termed 

“microslip” and Eq.(2.13) is used as tangential force. If Eq.(2.14) is not satisfied the slip 

covers the entire area of contact and this can be referred as “gross sliding”. In this case, the 

tangential force is given by Amontons’ first law of friction as follows, where 

€ 

ˆ t ij  is the 

tangential unit vector: 

 (2.15) 

 
EDEM software offers several different contact models and also has provision for user-

defined models, if required. The modified Hertz Mindlin contact model is the default contact 
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model in EDEM software [58,59] and is based on the contact model proposed by Tusji et al. 

[56]. This is an extension of the damped linear spring contact force model of Cundall and 

Strack. The normal and tangential non-linear contact forces are represented by equations 

Eq.(2.16) and Eq.(2.17), and they result from a combination of the non-linear elastic Hertz 

model (1881) [60] in the normal direction, and the linear elastic Mindlin model (1949) [61] in 

the tangential direction with a dissipative term in tangential direction. For both normal and 

tangential directions a dissipative second term is applied to account for energy lost during 

collisions through inelastic deformation and friction.
  

In the Hertz Mindlin contact model employed in EDEM, the collision between two spheres i 

and j, the normal force, , acting on each sphere is given by: 

 (2.16) 

 

where E* is the equivalent Young’s Modulus of the two colliding particles, R* is the 

equivalent radius,  is the normal particle displacement due to the normal force, m* is the 

equivalent mass, the normal contact stiffness  and  is the normal 

component of relative velocity. The damping ratio coefficient  is a function of the 

coefficient of restitution, ε, and assumes a value between 0 and 1 (fully viscous to fully 

elastic). 

The tangential force, , depends on the tangential displacement , the relative tangential 

velocity  and the tangential contact stiffness . In EDEM, the tangential 

force is still limited by the sliding condition defined by the Coulomb’s law of friction. 

 (2.17)
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The damping ratio is a function of the coefficient of restitution and it is defined as: 

 (2.18)
 

 

with e the coefficient of restitution. In the EDEM default Hertz-Mindlin contact model the 

coefficient of restitution e remains constant with impact speed, assuming other model 

parameters are constant. 

For two spheres 1 and 2, the equivalent radius R*, the equivalent mass m*, the equivalent 

Young’s modulus E* and shear modulus G* are defined as follows: 

 (2.19)  

 

€ 

R* =
1
m1

+
1
m2

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

−1

=
m1m2

m1 +m2  
(2.20) 

 

 
(2.21) 

 

E1 and E2 are the Young’s modulus of sphere 1 and 2. ν1 and ν2 are Poisson’s ratio of sphere 1 

and 2. 

 (2.22) 

 

G1 and G2 are the Young’s modulus of sphere 1 and 2. 
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If the simple Hertz Mindlin contact model defined by Eq.(2.16) and Eq.(2.17) is employed, 

the following contact input parameter must be defined for the EDEM simulation model. 

• Coefficient of static friction µs: for both particle-particle µs-pp and particle-wall µs-pw 

contacts; 

• Coefficient of rolling frictions µr: for both particle-particle µr-pp, and particle-wall µr-pw 

contact; 

• Coefficient of restitution e: for both particle-particle epp, and particle-wall epw contact. 

 

2.4 Current limitations for DEM modelling techniques 

Due to computing limitations there are some restrictions in current DEM software. There are 

also limitations regarding the determination of the input parameters necessary for the 

simulations. All these limitations lead to uncertain accuracy of the DEM modelling and often 

DEM simulations results are qualitative instead of quantitative. 

Representation of real particle shapes is still one of the key issues with particle size and 

number of particles that can be modelled. A majority of DEM simulations consider only a 

small amount of particles with diameters in the order of mm and a maximum number of 

particles in the order of 10,000 to achieve a reasonable simulation time [44,62]. The simple 

spherical shape and the low number of particles that DEM can handle at the moment is not 

usually comparable with real industrial systems which consist of millions of small, irregular 

particles often with a particle size distribution. Therefore, modelling capabilities are mainly 

limited by high computational requirements as results of the explicit time integration scheme 

based on sequential calculations over the desired modelled time period, with low timestep. 

For example the simulation of one million non-spherical particles in a complex 3D geometry 

is not reasonably performed by a single processor. In real industrial mixing operations some 
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of the segregation phenomena that occur during mixing can take a long period of time, for 

example in the order of second or minutes. However, typical times that can be simulated 

currently in DEM are usually shorter, in the order of fractions of seconds. Clusters of parallel 

computing can give the required level of computational power necessary for larger DEM 

simulations. However, such systems are usually only available at academic levels. Though 

computer hardware is improving, in the future it should be possible to model complicated 

geometries with large numbers of non-spherical particles on readily available desktop 

multiprocessor units. The challenge for modellers at the moment is, therefore, to present 

simplified models that can be processed in a reasonable time scale while still being relevant to 

real systems that comprise many millions of irregularly shaped particles with a wide size 

distribution. A major challenge for DEM simulations is to simulate non-spherical particles in 

an efficient manner. Different methods of modelling complex shapes have been presented in 

literature, for example complex particles can be represented in DEM codes as clusters of 

inter-penetrating or non-penetrating spheres, polyhedra ellipses, ellipsoids or polygons [63]. 

Clusters of inter-penetrating or non-penetrating spherical particles with different or constant 

diameters are rigidly connected to form an approximation of any desired shape by using the 

multi-sphere (MS) method [64,65,66,67]. 

The development of non-spherical shapes to represent the real particle can be complicated 

since more sophisticated particle contact models must be developed rather than the usual 

simple sphere contact model. The detection of the contact and subsequent calculation of the 

forces and torques for edge-edge, edge-corner, corner-corner contacts can be complicated and 

computationally expensive in case of polygons and polyhedrons [63]. However, by using the 

multi-sphere method it is possible to ensure computational efficiency for contact detection 

and force calculation and many commercial DEM packages implement such methods [65]. A 
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drawback of this method is that to precisely represent a complex shape requires clustering of 

many spherical particles which increase computational memory. Also the contribution to the 

surface roughness becomes difficult to evaluate. 

 

 

Figure 2.7: Clusters of interpenetrating spheres. 

 

Another important key issue in the development of DEM to real industrial applications is the 

determination of DEM input material parameters. The simulation input parameters are often 

not measured and the values were sometimes assumed without proper justification since there 

is no robust method for their determination [68]. Thinking about predictivity, in order to 

interpret the simulation results confidently, correct input parameters should be selected [69] 

and simulations should also be validated against experimental results. However whilst DEM 

is increasingly used, experimental validations of the simulations are very rare [70,71]. 

 

2.5 Examples of current limitations 

Many limitations and difficulties regarding the application of DEM for real industrial scale 

applications exist, some examples are given in this section. The first limitation regards the 

representation of particle shape: an example of the effect particle representation on packing of 

cylindrical pellets into a tube is given. Secondly there are limitations in terms of simulation 
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time, if values of DEM input parameters corresponding to real material properties are 

employed. Thirdly it was shown how the choice of the input parameters is an important aspect 

varying the final results: as example the discharge of particles from a container is used. 

Therefore the aim of the following paragraph is to show typical problems and uncertainties in 

the application of DEM as a possible predictive tool for industry. The EDEM version 1.3 

provided by DEM-Solutions has been used. 

 

2.5.1 Packing of pellets: poor particle shape representation leads to incorrect packing 

results 

The effect of particle shape can be important and it can be a dominant factor in many cases. In 

dynamic systems, for example mixing operations or hopper discharge, differences in particle 

shapes can have a significant effect since particle shape is one of the mechanisms that can 

promote segregation [72,73,74,75]. The unconfined yield strength, which is a factor that 

influences the bulk flow properties of a powder, is influenced by particle shape. The particle 

shape controls the number of contacts per adjacent particle and the direction of those contacts 

relative to a line passing through the centre of two adjacent particles [76]. Particle shape, in 

particular circularity, affects the packing characteristics in terms of void fraction and bed 

height [77]. 

In early DEM simulations particles were initially considered as a simple sphere for a first 

approximation Figure 2.8.b., however more recent literature work have concentrated on 

simulation with complex shaped particles. In EDEM software the multi-sphere (MS) approach 

is considered, where “complex” particles are created as conjoining particles [78], Figure 2.8.c. 
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Figure 2.8: (a) typical real particle shape. (b) first approximation with one sphere. (c) 

multiple-sphere representation. 

 

Representing complicated shapes by using a simple sphere can lead to some errors. Glued 

spheres clusters do not duplicate the overall non-spherical particle shape exactly. Although 

algorithms have been developed to approximate particle shapes using glued spheres, the fine 

details of the overall non-spherical particle surface remain irregular even with a large number 

of constituent spheres. The following example is given to show how a poor representation can 

lead to inaccurate results in case of a cylindrical pellet (DxL= 3.42x3.46 mm). As shown in 

Figure 2.9.a, a poor particle shape representation (10: 2.7 mm diameter particles) can lead to 

artefacts and in this case clear errors in terms of the packing structure of pellets. The poor 

representation of the particles corners can lead to apparent overlaps due to the rounded corner. 

This inaccuracy can be improved by using for example an higher number of spheres with 

smaller diameters to achieve a better representation of the square sharp edge. By increasing 

the particle details (10: 2.7 mm diameter particles plus 76: 0.35 mm diameter particles), 

Figure 2.9.b, a better precision and more representation of the packing would be achieved. 

There should therefore be a right number and configuration of spheres that must be used to 

get a reasonable representation of shapes. However this considerably increases the 

computational time since in the multi-sphere (MS) a higher number of particles would be 

considered into the simulation. 
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Figure 2.9: Cylindrical pellet packing: a) Poor pellets representation formed (10: 2.7 mm 

diameter particles). b) Improved pellets representation (10: 2.7 mm diameter particles plus 76: 

0.35 mm diameter particles). 

 

2.5.2 Pan coater: influence of particle shape and choice of input parameters on the 

simulation time 

The problem of long simulation time related with the choice for the particle input parameters 

and particle shape representation is demonstrated by this simple example relevant to catalyst 

manufacture; the mixing of particles with different shapes inside the vessel in a pan coater. 

The DEM predicted simulation time to mix alumina Raschig rings in a laboratory scale pan 

coater by using an Intel Dual Core 2.66 GHz 4 GB of RAM machine is calculated. In this 

example only the mixing is modelled, the actual coating process is not considered. 

Initially DEM simulations, reported in Figure 2.10, were run by filling the drum with 1500 

spherical particles (d: 3 mm) and with 1400 Rashig rings (de,di,l: 5,3,5 mm) made by 
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conjoined spheres (540 spheres with 0.6 mm diameter per each Rashig ring), as shown in 

Figure 2.11. 

 

   

Figure 2.10: Mixing of particle in a pan coater, spherical particles and Raschig rings. 

 

 

Figure 2.11: DEM simulation time for a pan coater in case of spherical and Raschig ring 

shape particles. Raschig rings made as assembly of 540 spherical particles. 

 

The simulation parameters for the simulation are reported in Table 2.1. Alumina parameters, 

from literature [79], were used for some of the input parameters such as density, shear 

modulus and Poisson’s ratio. The other parameters were initially assumed. 
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Table 2.1: Pan coater DEM input parameters. 

Properties Value 

Density ρ (Kg/m3) 2800 [79]  

Shear modulus G (Pa) 170e+09 [79] 

Poisson’s ratio ν 0.25 [79] 

Static friction coefficient µs-pp  0.5 [79] 

Static friction coefficient µs-pw 0.35 

Rolling friction coefficient µr-pp  0.0006 

Rolling friction coefficient µr-pw 0.0005 

Restitution coefficient ε pp 0.9 

Restitutions coefficient ε pw 0.5 

 

In the case of spherical particles the computational time was about 210 hours to model 7 

seconds of mixing. For the highly detailed particle shapes (Rashig rings), the estimated by 

EDEM software computational was about 6100 hours with only 260 Rashig rings placed in to 

the system, the simulation was therefore stopped considering the impractical computational 

time. For the case of spherical particles the relatively long simulation time (210 hour) was 

mainly the result of the choice for input parameters, which according to Eq.(2.23) strongly 

influences the critical timestep and hence the total computational time. In the second case, the 

extreme detailed particle considered in the system represented by a high number of particles 

(1400x540=756,000) and small size (conjoined 0.6 mm spheres) resulted in an unacceptable 

computational time. 

In the DEM simulation the timestep, ΔTstep, is defined as the time between every iteration. A 

simulation is stable only if the timestep is less than a critical timestep ΔTcritical, which is 
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generally defined as a fraction of the natural frequency of an equivalent mass-spring system 

[80]. The relation used to obtain the natural frequency can differ significantly between authors 

and in EDEM software the critical time step is defined as the critical Rayleigh timestep [58], 

TR  as follows: 

 
(2.23) 

 

where R is the particle’s radius, ρ its density, G the shear modulus and v the Poisson’s ratio. 

From Eq.(2.23) the shear modulus G is parameter that influences the timestep value the most. 

A choice of a shear modulus in the range of G = 108–1012 Pa would lead to a very small 

timestep and therefore computationally expensive simulations. 

Generally the total computational time is a combination of multiple factors: 

• Number of particles in the system: more data points to be calculated; 

• Shape of the particles: usually “complex” shapes are described by conjoining particles 

which cause an increase in the number of particles within the system and therefore time; 

• Size of the particles: smaller particles, smaller timestep; 

• Choice of material properties: material properties influence the critical timestep; 

• Total desired simulated time. 

 

2.5.3 Choice of correct input parameters can have a major influence on the simulations 

results: simulation of Flodex 

The effect of input parameters on the DEM model is investigated in terms of discharge rate 

from the bottom of a simple system such as a 3D cylinder reported in Figure 2.12. The effect 

of the choice for the shear modulus G in terms of simulation time has been indicated, Table 
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2.2. The discharge rate was calculated by dividing the number of particles going through the 

orifice by the elapsed time. 

 

 

Figure 2.12: Discharge of spherical particles from a 3D cylindrical container. 

 

Table 2.2: Flodex DEM simulation input parameters values. 

Properties Value 

Diameter particle d (mm) 13 

Density " (Kg/m3) 2500 

Shear modulus G (Pa) 2e+04 – 2e+11 

Poisson’s ratio # 0.3 

Static friction coefficient µs-pp 0.2 – 0.9 

Static friction coefficient µs-pw 0.1 – 0.9 

Rolling friction coefficient µr-pp 0.01 - 0.2 

Rolling friction coefficient µr-pw 0.005 - 0.1 

Restitution coefficient "pp 0.9 

Restitutions coefficient "pw 0.5 
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As observed from the following Figure 2.13 the effect of reducing G is negligible down to 2 

MPa in terms of discharge rate. 

 

 

Figure 2.13: Effect of shear modulus on discharge rate. 

 

In terms of computational time modifying the shear modulus leads to stunning decrease of the 

computational time, Figure 2.14, since a smaller timestep, Eq.(2.23), can be selected. 

Modifying particle properties to achieve reasonable simulation times is justifiable. 

 

 

Figure 2.14: Effect of shear modulus G on computational time to model container discharge. 
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The effect of the other frictional parameters, particle-particle static friction µs-pp and particle-

particle rolling friction µr-pp is investigated. The effect of such parameters on the discharge 

rate are illustrated in Figure 2.15 and Figure 2.16. 

 

 

Figure 2.15: Effect of particle-particle coefficient of friction µ s-pp on the discharge rate. 

 

From Figure 2.15 the effect of the particle-particle friction coefficient µs-pp over a large range 

of values shows a small variation on the discharge rate. However in the case of the particle-

particle rolling friction coefficient µr-pp, this shows a major influence, as shown in Figure 

2.16. 
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Figure 2.16: Effect of rolling particle-particle coefficient friction µ r-pp on the discharge rate. 

 

This case clearly shows that the selection of the input parameters can be important. The 

question therefore is how the input parameters required for the DEM can be measured or 

determined. 

  

2.6 Particle DEM input parameters and typical particle characterisation techniques 

Considering the Hertz Mindlin contact model, employed in the EDEM software, if only 

gravity is considered as an external force particle characteristics and contact input parameters 

that must be defined are: 

• Particle shape 

• Particle size 

• Particle density 

• Particle shear modulus (G) and Poisson’s ratio (&) 

• Coefficients of friction: static and rolling, between particle-particle and particle-wall 

material  

• Coefficients of restitution: particle-particle and particle-wall material 
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Generally, for the definition of the DEM input parameters two main approaches have been 

attempted. 

The first approach is widely employed and it involves the determination of DEM simulation 

parameters by comparing numerical results with experiments by input parametric studies. The 

influences on particle motion have been quantitatively compared between DEM numerical 

simulations and experiments using PEPT with radioactive tracer measurements of particle 

motion in a V-mixer [81] and a high-shear mixer [82] in the case of glass beads. In the DEM 

simulations, linear springs, dash-pots and frictional sliders were used to model the contact 

mechanics between the particles and between the particles and the walls. The effect of using 

different spring stiffness, restitution and friction coefficients was investigated. In case of the 

V-mixer [81] the effects of using different input parameters influences the quantitative results 

for comparisons between DEM and PEPT for the velocity, speed and velocity fluctuation 

distributions, the exchange rate between the two arms, the circulation time in the mixer, and 

dispersion at division and combination steps. Quantitative agreements between DEM and 

PEPT in the velocity and speed distributions were found using the following values for the 

particle–particle friction coefficient, 0.3, the particle–wall friction coefficient, 0.3, and the 

coefficient of restitution, 0.9. Although using similar simulation input parameters (normal 

stiffness =1000 and 10 000 N/m; coefficient of restitution =0.9; internal friction coefficient 

=0.2, 0.3 and 0.45; wall friction coefficient =0.2, 0.25 and 0.3) in the case of a high-shear 

mixer [82], the DEM predicted particle motion in the vertical-axis in terms of flow patterns 

and velocity were only qualitatively in agreement with experimental measurements results. 

Quantitative differences were predicted by DEM, particle velocities were approximately 50% 

higher than the measurement.  A DEM parametric study has been carried out for the operation 

of a Freeman powder rheometer to understand how the measured force and torque values are 
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affected by key particle properties such as particle size and shape [67]. Numerical simulations 

based on the Hertz Mindlin contact model (EDEM commercial software) were compared with 

experimental results. Particle shape and material input parameters such as friction coefficients 

(sliding and rolling) were found to be important factors determining the force and the torque. 

DEM fitted input parameters for glass beads were different than those presented from 

literature and it was observed that good agreement with experimental results can be obtained 

for various combinations of particle shape, sliding and rolling friction coefficients. This 

suggests that since the parameters are identified by using macroscopic comparison, the 

parameters of the contact laws are not linked directly to measurable physical parameters of 

the powder material [83] and different combinations of input parameters can lead to similar 

results. These observations, somehow implies that the general approach behind these input 

parameters do not have a physical meaning but the input parameters are used as adjustable 

parameters. 

The second approach involves the development of systematic methodology for the 

determination of the input parameters. Some of the necessary input parameters are easily 

measurable and some are not. The influence of particle size and shape is of course important 

as previously mentioned and their determination is relatively straightforward (ref. Chapter 3). 

Considering the other contact input properties, attempts have been presented in literature, but 

mainly regarding particles with diameters in the order of mm. A large body of work in the 

determination of DEM input parameters has been carried out recently in the literature 

especially in case of DEM simulations for pharmaceutical tablet processing operations. 

Overall, it is clear that obtaining the input parameters for the real, unknown materials is a 

challenge especially if the particle size is small. Another important observation is that usually 

average values are used in DEM simulations as input parameters. However, particles can have 
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a size distribution and also an input parameters distribution. Hence there are some questions 

that need to be addressed. How or should this aspects be taken into account? Is it viable to use 

an average value for different discrete particles?  

 

2.6.1 Examples for the determination of the coefficient of restitution 

Particle-wall coefficients of restitution can be measured by using impact dropping techniques, 

Figure 2.17, [69,71,84,85]. 

 

 

Figure 2.17: Typical experimental particle dropping setup for impact tests [69]. 

 

Parameters characterizing impacts in a quantitative way include coefficient of normal 

restitution, coefficient of tangential restitution, impulse ratio, and angular velocity. In the case 

of spherical particles the normal coefficient of restitution can be calculated as the ratio 

between the final velocity after the impact and the initial velocity before the impact. For non-
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spherical particles, the impact results in a more complex trajectory involving particle rotation 

and therefore the description of such impact is more complicated [71]. Depending on the 

characteristic of the impacting bodies it was also found that the coefficient of restitution, in 

some cases, can vary quite dramatically with impact speed and therefore it can be a function 

of operating conditions. 

Only the coefficient of restitution is needed to describe a collinear impact while the 

coefficient of tangential restitution and angular velocity are additionally necessary to fully 

describe an oblique impact. The effects of incident velocity, geometrical and material 

properties on the coefficient of restitution was studied in detail for a large sphere (steel ball, 

glass ball, malachite ball, cricket ball or billiard ball) impacting against a wall (steel or 

rubber) at different angles 0–60° [69]. The coefficient of normal restitution decreases slowly 

with an increase in incidence velocity but not as previously found from other studies in 

manner of e∝v−1/4. The speed ranges investigated are typical of tumbling mills, hence in this 

case it can be treated as a constant in DEM simulations. 

The effect of formulation on the coefficient of normal restitution was investigated in case of 

pharmaceutical tablets as a function of material properties (elastic modulus and solid fraction) 

and collision conditions (type of substrate material and impact velocity) by using a drop 

impact tester [85]. In this case the coefficient of restitution generally increases with increasing 

compact solid fraction and, therefore, it was proved that is lower for more plastic collisions 

and higher for elastic collisions. It was also observed that the coefficient of restitution is 

dependent on the velocity at which the tablet impacts the substrate. 

The dependency of the coefficient of restitution on impact velocity was also numerically 

demonstrated using finite element method (FEM) simulation by calculating the dissipated 

energy [86]. For impacts of an elastic spherical particle with an elastic substrate the 
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coefficient of restitution is a function of the thickness of the substrate material since the 

number of reflections of stress wave propagation vary during contact. In the case of a thin 

substrate the coefficient of restitution is very close to unity since in that case the number of 

reflections would be equal to or higher than one. For the impact with a thicker substrate there 

would not be any reflection and the energy is dissipated in wave propagation through the 

material. In this case the coefficient of restitution decreases as the impact velocity increases, 

indicating an increased proportion of kinetic energy is dissipated. The impact of an elastic-

plastic surface involving plastic deformation the plastic deformation is the dominant energy 

dissipation mechanism, as the energy loss due to stress wave propagation is relatively small 

and hence the coefficient of restitution is found also to be dependent on the impact velocity. 

It was also experimentally confirmed that for elastic-plastic materials, impact energy recovery 

is a function of impact velocity by using free-fall impact tests for different type of granules 

[87]. Therefore, the coefficient of restitution is often a function of the relative velocities of the 

two impacting bodies. In some cases it was found that the coefficient of restitution below a 

certain speed is almost constant and in other cases it varies quite dramatically with the speed 

and therefore it can be function of the operating conditions. However, the value of the 

coefficient of restitution is usually kept constant in the DEM simulations. Further, evidence of 

measurements of the coefficient of restitution are given for large particles and tablets with 

collisions against a particle-wall material substrate. Obtaining the particle-particle coefficient 

of restitution for small particles is still challenging since it is difficult to setup an experiment, 

which would achieve a perfect normal impact between two small particles. 
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2.6.2 Examples for the determination of particle mechanical properties: elastic modulus, 

plastic yield, particles strength and hardness 

Determining input parameters regarding mechanical properties for different scales of particle 

size is well established and widely applied in literature. Single particle mechanical properties 

such as elastic properties, plastic yield, particle strength and hardness, can be calculated by 

application of contact mechanic theories and particle compression techniques, Figure 2.18, for 

large particles [71,88,89,90] or micromanipulation techniques [91,92] and indentation 

techniques [93,94,95] for small particles. 

 

 

Figure 2.18: (a) Compression single sodium benzoate granule [88]. (b) Micromanipulation 

technique University of Birmingham (UK) [96]. (c) Schematic representation of 

nanonindentation [93]. 
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Single particle compression and nanoindentation is extensively presented in Chapter 3 

specifically on the determination of mechanical properties of ZSM5 zeolite particles. Single 

particle compression tests were used to measure the reduced elastic modulus and strength for 

single close-to-spherical zeolite particles assuming Hertzian contact and nanoindentation for 

determination of hardness and reduced elastic modulus. 

With smaller scale experiments technique such as micromanipulation techniques (e.g. 

maximum transducer load ~100 g) can be used to determine mechanical strength and 

deformation behaviour for small and weak particles. Particles can be compressed between the 

flat end of a glass fibre (micromanipulation probe) and a glass surface (the bottom of a glass 

chamber containing the individual particles) by using micromanipulation techniques and 

application of contact mechanics theory to determine their mechanical properties. For 

example, small elastic-plastic pharmaceutical particles (diameter <200 µm) were compressed 

by micromanipulation to determine Young’s modulus, hardness and nominal rupture stress 

were determined by micromanipulation [91]. Young’s modulus as a function of compression 

speed and force relaxation were determined for even smaller viscoelastic agarose 

microspheres (mean diameter 15-22 µm) [92]. 

 

2.6.3 Examples for the determination of particle friction properties 

There are a limited number of studies considering the determination of friction coefficients as 

input parameters for DEM. For example, with the Hertz Mindlin contact model implemented 

into EDEM software, static and rolling friction values should be defined. The term static 

friction is the ratio of tangential force to the load applied in normal direction for two bodies in 

contact when the initial movement of contacting surfaces is being considered. The term 

kinetic friction (sliding friction) is the ratio of the steady-state tangential force to the load 
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applied in normal direction for the two surfaces already in reciprocal movement. Rolling 

friction relates to the interaction between two surfaces where one of them is rolling without 

slipping [97]. The coefficient of rolling friction accounts for the resistance of the rolling 

motion of a body in contact over another. This was initially implemented in DEM codes to 

account for the hysteric losses due to the contact between deformable materials. Now it is 

generally implemented to account for the rolling resistance due to the non-sphericity of 

particles [98]. 

By using a shear cell (ref. Chapter 3), the effective angle of internal friction and the internal 

coefficient of friction can be measured for both particle-particle and particle-wall materials. 

This is done by determining the yield locus generated by repetitive vertical loading of the bulk 

material by a normal stress and application of shear deformation. However, this is a bulk 

measurement under consolidation conditions and considering the definition of friction for 

DEM as static and rolling, the shear cell measures an amalgam of the two terms. By using 

such devices there is an issue as how to decouple the two and to “translate” this bulk 

measurement in semi-static conditions to the micro-level particle-particle or particle-wall 

coefficients.  

Measurements for coefficient of kinetic friction and rolling friction have been developed for 

pharmaceutical tablets and capsules. A pin-on-disk tribometer was used to measure the kinetic 

inter-tablet friction and tablet substrate (metals or polymers) kinetic friction coefficients [97]. 

The system is depicted in Figure 2.19; the single tablet is glued on the vertical pin and is 

vertically loaded (5 N) against the rotating disk (1.0 cm s−1). The shear force acting on the pin 

created through the sliding contact of the tablet with the disk is measured and it is used to 

calculate the coefficient of kinetic friction for any combination of materials. 
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Figure 2.19: Schematic Pin-on-disk tribometer [97]. 

 

An experimental technique was developed for the determination of the coefficient of rolling 

friction for relatively large pharmaceutical tablets and other materials, such as glass beads and 

steel ball bearings [98]. The method is based on the conservation of energy of a body that 

rolls down an inclined plane onto a flat surface, Figure 2.20; the coefficient of rolling friction 

is calculated as the ratio (µr=h/d) between the initial body height h (potential energy) and 

distance travelled d (distance travelled) as result that the potential energy of the system at A is 

equal to the kinetic energy at B plus the losses from rolling A to B (lossAB). 

! 

mgh =
1
2
mvB

2 + lossAB  (2.14) 

 

 

 

Figure 2.20: Setup for measuring coefficient f rolling friction for pharmaceutical tablets using 

a slope of height h and measuring the distance d travelled on a flat plane [98]. 
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A more sophisticated tribological technique such as Atomic Force Microscopy (AFM), Figure 

2.21, can be used to measure friction properties such as sliding and rolling frictions between 

small particles (micro and nano particles) and substrate materials.  

 

 

Figure 2.21: Nanotribological AFM measurements for friction [99]. 

 

For example, nano-particles (500 nm gold-coated latex particles) can be pushed over a 

substrate (silicon) by using a sharp AFM probe whose deflection measurements can give 

direct information regarding friction: sliding and rolling [99]. 

 

2.6.4 Comparison of the magnitude of interparticle forces for small particles 

From this review and examples of particle measurements it is clear that there are some issues 

in setting up a methodology or development of suitable equipment to directly measure DEM 

input parameters that need to be chose in accordance with the contact model employed. A few 

examples are reported regarding the measurement of coefficient of restitution and frictional 

properties. For large particles or tablets and usually for the interaction between particle and 
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wall material. The set-up of such experiments is relatively straightforward. For small 

particles, however, the determination and setup of an experiment to determine particle-particle 

impact or particle-particle frictional properties is difficult since measurements on micro or 

nano-scale are difficult.  

In addition, whereas gravity is usually the dominant force acting on the system in DEM 

simulations comprising of large particles, with small particles like those usually employed in 

real industrial operations, other forces acting at the microscopic level may affect the system’s 

behaviour.  

 

 

Figure 2.22: Size dependency of inter-particles interaction force such as liquid bridges, Van 

der Waals, Coulombic and gravity forces for two equally sized spheres (in air). Redrawn from 

[100]. 
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Typical examples of inter-particle forces acting at the microscopic level are given as follows 

[4,57]: 

• Van der Waals forces 

• Liquid bridge forces 

• Electrostatic Coulombic forces 

A comparison of the theoretical values for the magnitude of these forces as a function of 

particle size is shown in Figure 2.22 along with the gravitational force (weight) for a contact 

between equal spheres (in air) [100], for particles closer to 1 mm size these values may not be 

representing the practical cases. However, It can be seen that for particles smaller than 1 mm 

the magnitude of the capillary, Van der Waals and electrostatic forces can be considerably 

higher than gravitational forces. Hence, for system considering small particles (diameter <1 

mm) more complex contact models including these interparticle forces and definition of 

correct input parameters for the model are necessary. 

 

2.7 Conclusion 

DEM is still in its infancy when compared to other modelling tools such as Computational 

Fluid Dynamics (CFD). However, the development of DEM and its increasing applications 

are following a similar pattern to those previously seen with CFD.  Early developments of 

CFD occurred during the late 1950s and throughout the 1960s.  This resulted in the innovation 

of new unique computational resources and increased interest from academic groups globally 

as they became aware of the potential benefit of applying the technique to a large number of 

applications. CFD was then used in industry from the 1980s, and its use continues to rise with 

increasing availability of computational resources. Similarly, thanks to advancing in 

computational power, DEM is becoming more and more accessible to academia and to 
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industry. At present, on commercially available desktop computers, simulations of up to a 

million particles can be performed. Only on very large clusters, the trajectories of millions of 

particles can be computed. 

The aim of the present chapter is to provide an overview on discrete element method DEM 

techniques. Use of this modelling technique is expanding and it is being exploited in many 

applications. Despite this, as extensively reported and demonstrated, there are still some 

limitations that need to be addressed to use DEM as a possible full predictive tool for 

modelling real scale industrial systems. Some of these issues are highlighted as follows: 

• DEM can be used to describe granular problems considering each particle as a discrete 

discontinuous element within the system. DEM simulations are widely reported in cases of 

large-scale particles. Limitations on the particle size are mainly due to computational 

limitations as results of the high number of particles to be considered resulting in a higher 

number of calculations necessary. In addition the computational effort increases 

dramatically with the decrease of particle size due to the smaller timestep, which results in 

an increased number of iterations necessary. 

• Considering the limitation with the size dependency of some problems there is still a 

question on the formulation of the local constitutive contact laws to account for some of 

the important interparticle effects that could arise in case of small-scale particles. 

• There are some limitations regarding the representation of particles with simplified 

spherical discrete elements. Different approaches using representation of complex shapes 

are being developed, however there is still a need of developing and validating 

relationships between the local constitutive laws depending on the shapes of the discrete 

elements. By using a multiple sphere approach there is a limitation on computational effort 

due to the increased complexity due to the large number of spheres considered in the 
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simulations. 

• Clear limitations regarding the determination or the choice of the input parameters for the 

simulations in case of different materials still make DEM a tool for simplified systems 

which user consider “model” particles such as for example glass bead. A methodology for 

gathering the input parameters is not clearly defined especially in case of small particles. 

Regardless of the issues reported above, this modelling technique for granular material is 

growing considerably, mainly in research but also for industry. Many DEM modelling results 

have shown that this kind of simulations reproduces well experimental results, giving new 

understanding on the behaviour of granular systems. This is mainly true for simpler systems 

that consider large spherical particles. However, new developments and advancements for 

both computer hardware and DEM software are resulting in a continuously more extensive 

application of this modelling technique for the exploration of more complex applications. 
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Chapter 3 

Mechanical properties of ZSM5 zeolite particles 

 

 

In Chapter 2 it was illustrated that there is no clear, defined and unified methodology to 

measure or to define the input parameters for the DEM model. In the literature there are 

numerous examples of different techniques for measuring particle material and particle 

mechanical properties but only a few examples are given with the aim of defining the DEM 

input parameters. This is mainly due to the difficulty of setting up experimental techniques, in 

particular in the case of small particles, or to directly relate the parameters obtained with 

such techniques with the definition of the input parameters required for DEM models. 

In this chapter some of the typical mechanical properties for a widely used catalyst support 

material, ZSM5 zeolite particles, have been measured. Particle size distribution and shape of 

the powders were determined by laser diffraction, and Scanning Electron Microscopy (SEM) 

confirming the spherical shape for the spray dried particles. The high flowability of the 

material was assessed by typical flowability methods such as the Hausner ratio and the 

Carr’s index. This was confirmed by bulk measurements of particle-particle and particle-wall 

material internal friction parameters using a Schulze shear cell. A single particle 

compression technique was used for characterising individual particle mechanical properties 

such as elastic modulus and strength by applying the Hertz contact mechanic theory. 

Nanoindentation was employed to measure particle surface mechanical properties such as 

hardness and elastic modulus. The two methods give different mechanical properties in terms 
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of reduced elastic modulus showing the mechanical non-homogeneity between the surface of 

the particle and the entire particle. Particle bulk compression was used to show the influence 

of single particle mechanical properties on bulk compression behaviour and the typical 

Heckel and Kawakita models showed to be unsuitable for the bulk compression in case of 

zeolite particles. The predicted Adams model parameter, apparent strength for the single 

particles, however, was in good agreement with the single particle strength determined by 

single particle compression test. 

 



 84 

3.1 Introduction: ZSM5 zeolite particles 

A spray dried ZSM5 zeolite has been chosen in this work. Zeolite material is widely used in 

the catalyst industry. During manufacture and use the material goes through a series of 

mechanical operations which comprise for example blending and formation of final product 

by granulation, extrusion or compaction as shown in Figure 3.1. During such operations the 

particles are subjected to high stress and shear forces and different material properties play a 

different role during such operations. The zeolite particles have a skeletal material density 

(this is determined by considering the volume within the particle envelope minus volume of 

open pores) of about 2.41 g cm-3, according to helium pycnometry and an average 

interparticle pore size of 40 Å as measured by mercury porosimetry. 

 

 

Figure 3.1: Picture of tablets formed by using zeolite material. 

 

3.2 Particle size and shape 

Different techniques can be used to gather information regarding particles size and shape for 

example, scanning electron microscopy (SEM) [1,2,3], laser light diffraction [4,5,6], 

sedimentation [7,8,9], transmission electron microscopy (TEM) [10,11] and atomic force 

microscopy (AFM) [12,13,14]. 
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Usually particles are complex three-dimensional objects for which shape characterisation can 

be difficult. For most regular shapes at least three parameters should be given for a complete 

description: length, breadth and height. Only for a perfect sphere a single dimension, the 

diameter, is sufficient to describe the shape. Therefore, it is generally not possible to relate the 

particle size to a single dimension and a single measurement technique. However, most sizing 

techniques intrinsically assume that the materials being measured are perfect spheres. 

In this work, the spray dried zeolite particle size distribution has been determined by laser 

scattering technique. Particle morphology has been characterized by scanning electron 

microscopy (SEM). In the following sections, the basic principles of these two techniques are 

described. 

 

3.2.1 Scanning Electric Microscopy (SEM) 

Grain shape is one of the key factors affecting the flow properties of granular material. 

Therefore, the description of particle shape is an essential parameter that has to be taken in 

account to achieve realistic DEM simulations and representation of true particle flow 

behaviour. Scanning electron microscopy (SEM) is an imaging technique that can be used to 

record high-resolution images of a large number of individual particles. The technique can 

provide information regarding: size, shape and surface morphology, which are critical 

parameters for powder processing and development. SEM can reveal high levels of detail and 

complexity for micro-objects and micro-structures. In literature 90% of SEM applications are 

used to image surface topography [15]. An overview of electron microscopy methods 

employed for analysis of individual particles have previously been reported [16,17,18]. 

Attention must, however, be exercised when using image analysis to determine particle 

morphology since particles are three dimensional and micrograph analyses only give a two 
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dimensional representation of the particles and this simplification can lead to errors since the 

particle diameter is derived from a 2-dimensional projection. Different shape descriptors have 

been presented in literature to describe particle morphology based on image analysis. For 

example agglomerates of particles have been described by aspect ratio, clumpiness, concavity 

index, fractal dimension, heterogeneity, perimeter ratio and roundness [19]. Image analysis of 

SEM photographs have been used to quantify the morphology of sand grains by using three 

lower order complex Fourier shape descriptors (elongation, triangularity and squareness) 

whilst an additional descriptor, denoted “Asymmetry” provided a measure of particle 

irregularity [20]. Particles shapes were also characterised using a set of images of the particle 

projections in three mutually perpendicular directions and the circularity of the particles for 

each projection was used as descriptor for the particle shape. In addition a computer-based 

image analysis system was used to embed the particle shape into a DEM model for computer 

simulation studies [21]. 

SEM utilises a finely focused electron incident beam of high energy to create the magnified 

images instead of light waves that are used in optical microscopes. A schematic image 

showing the principle of SEM is shown in Figure 3.2. The electron beam is created from a 

filament loop, usually made from tungsten, which functions as the cathode. A voltage is 

applied to the loop and the filament is heated to a sufficient temperature to cause the release 

of a stream of electrons. The anode, which is positive with respect to the filament, forms 

powerful attractive forces causing the beam to travel downward through a series of magnetic 

lenses designed to focus the electron beam to a very fine spot on the sample surface. The 

interactions between electrons and atoms on the sample surface are used to produce the 

analytical signals for imaging reconstruction. The electron beam is passed across the surface 

of the specimen in an ordered pattern. 



 87 

 

Figure 3.2: Schematic representation of SEM apparatus [22]. 

 

The silhouette image of the particles obtained by SEM imaging, shown in Figure 3.3, was 

used in this study to determine the sphericity of the zeolite particles. The majority of the spray 

dried powder particles had spherical or near-spherical morphology. 

 

 

Figure 3.3: SEM images of spray dried ZSM5 zeolite. 
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The sphericity of a particle can be determined from SEM images by image analysis. The 

mean sphericity S of the sample of particle is calculated using Eq.(3.1), for each particle the 

projected area is used to represent the 3-dimensional particle shape. A perfect circle has 

sphericity of one while a very irregular object has sphericity closer to 0. The calculated value 

of sphericity is sensitive to both overall form (like elongation) and surface roughness (like 

convexity). 

 (3.1)
 

 
 

where A and P are the projected area and perimeter of the single particle, determined by 

image analysis.  

The particles considered in this work are spray-dried powders and the mean value of the 

sphericity calculated with Eq.(3.1) is reported in Figure 3.4. With a mean sphericity value of 

0.84 the granules can be considered fairly spherical. 

 

 

Figure 3.4: Distribution of sphericity values for ZSM5 zeolite sample from SEM. 
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3.2.2 Laser light diffraction 

Laser light diffraction is an indirect measurement technique where the particle size 

distribution is inferred from light-scattering measurements modelled on, and calibrated from, 

the scatter caused by spherical particles. The technique of laser diffraction is based on the 

principle that particles passing through a laser beam will scatter light at an angle that is 

directly related to their size. Larger particles scatter light at narrow angles with high intensity 

whereas small particles scatter at wider angles but with lower intensity. A volume distribution 

is generated directly, which is equivalent to the weight distribution if the density is constant. 

The schematic operating principle is depicted in Figure 3.5. 

 

 

Figure 3.5: Schematic of a laser diffraction instrument. Redrawn from [23]. 

 

A laser diffraction instrument comprises the following elements: 

- Light source: a laser of coherent intense light of fixed wavelength. He-Ne gas lasers 

(!=0.63 µm) are the most commonly used since they offer the best stability, especially in 

relation with temperature, and give better signal to noise ratios than the higher wavelength 

laser diodes. 
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- Sample presentation system (particle field): a system that ensures that a stream of 

dispersed particles (in liquid or air) passes through the laser beam at an appropriate 

concentration. 

- Positive Fourier lens or set of lenses: used to focus the laser beam onto the multi-element 

detector. 

- Multi-element detector: a slice of photosensitive material with a number of discrete 

detectors to measure the intensity of the original or remaining light beam (obscuration) and 

the intensity of the scattered light by the particles at different angles. 

The Malvern Mastersizer 2000 laser light diffraction was used to gather information about the 

particle size distribution. The particles size distribution is summarised in Table 3.1 and Figure 

3.6. The measurement was carried out in wet dispersion with a continuous ultrasonic level of 

85%. 

 

 

Figure 3.6: Particle size distribution for the zeolite sample. 
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Table 3.1: Particle size distribution for the zeolite sample. 

d0.1 (µm) 243.48 

d0.5 (µm) 338.05 

d0.9 (µm) 461.77 

 

3.3 Particle flowability (Hausner ratio, Carr’s index and flow function) 

The flowability of a powder is important in many industrial manufacturing operations which 

involve particulate materials. The word flowability of a bulk of solid material refers to the 

plastic deformation of a bulk solid due to the loads acting on it and it depends on many 

factors. It is a combination of a) powder characteristics: particle size, particle shape, size 

distribution, packing, density, surface properties and b) process conditions, moisture contents, 

temperature, humidity, electric charge, fluidisation and applied shear/stress. All these factors 

influence the inter-particle forces acting between the particles.  Accurate measurements of 

flowability should be carried out under representative conditions, which mimic the 

manufacturing process. The flowability of a powder depends on the relationship between 

adhesive forces to other forces acting on the bulk solid, and the magnitude of the load 

necessary for flow is a measure of flowability. 

In the literature different methods have been reported to assess powder flowability. They can 

be grouped as direct methods, where powder properties are determined during flow in its 

consolidated state, or indirect methods, which are related to the powder flowability properties 

in its loosely packed state [24]. Certain bulk solids continue to gain strength under a constant 

compressive stress for an extended period of time and this effect is called time consolidation. 

Examples of indirect methods are: uniaxial testing [25], shear cells [26,27,28], e.g. Jenike cell 

[29,30,31], annular cells [26], Schulze cell [32], triaxial cells [33,34], and biaxial testers [35]. 



 92 

Examples of direct methods are: poured and tapped density [36,37], aeroflow [25], rheometer 

[28] static angle and dynamic angle of repose [38,39], discharge time [40]. All these methods 

are based on different principles and the choice of the appropriate technique should be related 

to the process conditions to be studied. Although all these tests can give a comparable 

numerical value for powders with different flowability it is difficult to relate such 

measurements with the DEM input particle parameters, as described in Chapter 2. In the 

literature these measurements techniques are sometimes used to validate or calibrate the DEM 

input parameters by comparing the results of bulk measurements with numerical modelling of 

the same bulk measurement techniques. For example, experimental values for flow in a 

horizontally aligned annular shear cell have been compared with DEM numerical simulations 

to match quantitatively the experimental data with the numerical model in terms of velocity, 

granular temperature, and solids fraction profiles [41]. Different contact mechanics force laws 

and a sensitivity analysis for different input material properties were carried out.  

In this chapter powder bulk flowability for the ZSM5 zeolite, has been assessed by evaluation 

of packing properties (Hausner’s ratio HR, Carr's compressibility index CI) and determination 

of the flow function ffc by Schulze ring tester. 

 

3.3.1 Definition of Hausner ratio (HR) and Carr’s Index (CI) 

The poured packing density and the tapped density of a powder can be used to assess the 

material flowability. The Hausner Ratio and Carr Index are two parameters that can be used to 

define the flowability of a granular material, and they are not theoretically derived parameters, 

but rather a practical numerical index of powder flowability. The classifications for assessing 

the flowability for a given material are presented in Table 3.2 and Table 3.3.  
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Table 3.2: Classification of flowability by Hausner Ratio HR [42]. 

Flowability HR 

Non flowing >1.4 

Cohesive >1.4 

Fairly free-flowing 1.25-1.4 

Free-flowing 1-1.25 

Excellent flowing 1-1.25 

Aerated 1-1.25 

 

 

Table 3.3: Classification of flowability by Carr’s index [43]. 

Flowability CI  

Excellent <10 

Good 11-15 

Fair 16-20 

Passable 21-25 

Poor 26-31 

Very poor 32-37 

Very, very poor >38 

 

The classification in Table 3.2 is based on empirical correlation from experimental data. It is 

interesting to observe that, the Hausner ratio for the extreme cases is not capable of 

discrimination between cohesive and not flowing and between excellent flowing and aerated. 
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The Hausner ratio is perhaps a good quick method for assessing powder flowability, but this 

single number shows clear limitation in giving a numerical value for the flowability.  

The Hausner Ratio has been defined after the work by Hausner [44,45]. It was shown that for 

a dry powder there is a relationship between the Hausner Ratio and flow rate and also the 

angle of repose. The Hausner Ratio is given in Eq.(3.2), where ρtapped is the powder bulk 

density, and ρbulk is the powder tapped density. 

 (3.2)
  

 

The bulk density of the powder (random loose packing) is defined as the ratio between the 

sample mass and its total volume, which includes the interstices between particles. 

Sometimes, the bulk density is also referred as poured density. The sample particles are 

loaded into a container and are allowed to settle under the influence of gravity. The tapped 

density (random dense packing) is the value of the bulk density after tapping the container a 

number of times. The following equations, Eq.(3.3) and Eq.(3.4) are used to calculate the bulk 

and tapped density where M is the mass of the poured material, Vo the volume of the poured 

material and VN the volume of the material after tapping. 

 (3.3)
 

 

 (3.4)
 

 

The Carr’s Index or compressibility index is calculated as given in Eq.(3.5) [46]. 
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 (3.5)
  

 

3.3.2 Hausner ratio and Carr’s index: ZSM5 zeolite sample 

To determine the initial bulk volume, Vo, the sample was poured into a glass cylinder and the 

volume of the untapped bulk was determined. The sample was then subjected to a numbers of 

taps by using Copley tap density volumeter model JV200 apparatus. The sample was tapped 

for a number of cycles until the volume stopped changing (in this case about N=1500 times). 

Values of bulk volume, VN, for the powders were determined, and values of bulk density were 

calculated using the weight of the powders as follows. The results for the Hausner ratio and 

Carr’s compressibility index are shown in Table 3.4 and illustrate that the material showed 

excellent flowability. The bulk poured and tapped densities reported in Table 3.4 are much 

lower than the skeletal density of the material measured by helium pycnometry as the latter 

excludes the micro and nano porosities of the particles and the voidage between the packed 

particles. 

 

Table 3.4: Measured zeolite flow properties: Hausner ratio, Carr’s index and flow function. 

Characteristic Zeolite 

Particle absolute density (g/cm3) 2.41 

Bulk poured density (g/cm3) 0.672 

Tapped density (g/cm3) 0.695 

Hausner ratio – HR 1.034 
(excellent flow) 

Carr’s Index – CI % 3.301 
(excellent flow) 

Pore volume (%v/v) 36 
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The excellent flow properties for the zeolite sample was probably the result of the spherical 

morphology and narrow range of particle size distribution. To confirm the good flowability 

for this material the Schulze ring test was also conducted. 

 

3.3.3 Definition of flow function (ffc): Schulze ring tester 

A consolidated bulk material will start to flow (incipient flow) when sufficient stress is 

applied, and limit when the bulk material fails and starts to flow is represented by the yield 

locus (or yield limit) represented in Figure 3.7 [47]. Each point on the yield locus is 

determined as relationship between the measured shear force as a function of the applied 

normal loads. 

 

 

Figure 3.7: Yield locus and Morh’s circles. 

 

The yield locus and corresponding Mohr’s circles can be used to predict how easily a 

particulate material would flow under those conditions by using the definition of the flow 

function (ffc) which is defined from Eq.(3.6) [48,30]. Where "1 and "c are defined as major 
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consolidation stress and unconfined yield strength. The classification for the ffc in Table 3.5 

defines the flow behaviour according to Eq.(3.6). 

€ 

ffc =
σ1
σc  (3.6)

 

 

The effective angle of internal friction (particle-particle) at steady-state flow,ϕe, and bulk 

density, ρb, can also be determined as demonstrated in Figure 3.7. Since the largest Mohr 

stress circle indicates a state of steady-state flow, the angle ϕe can be used as a measure of the 

internal friction, η, at steady-state flow. Which can be calculated as the atan of the angle ϕe. 

 

Table 3.5: Classification of the flowability function ffc [49]. 

Flowability ffc 

Not flowing <1 

Very cohesive 1-2 

Cohesive 2-4 

Easy-flowing 4-10 

Free-flowing >10 

 

The most common method to determine the yield locus and the Morh’s circle is to use a shear 

cell. To generate the yield locus the bulk solid specimen is repetitively loaded vertically by a 

normal stress (consolidation) and shear deformation is applied by a moving cell with a 

constant velocity which results in a horizontal shear stress (strength measurement) 

[25,26,27,28,29,30,31,32,50]. Here the Schulze ring tester is employed and the constitutive 

parts are shown in Figure 3.8. The shaped bottom ring of the shear cell contains the bulk solid 
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sample. The sample weight is recorded for the determination of the bulk density during the 

measurement. The lid placed on top of the bulk solid specimen and applies a normal force 

onto the specimen by the computer controlled normal load system. The bottom ring of the 

shear cell is rotated and the lid is held stationary by two tie rods, which are used to measure 

the shear stress applied on the sample. The wall coefficient of friction (#w) can also be 

measured by using a different bottom ring with the desired material [47]. 

 

 

Figure 3.8: Set-up of the Schulze shear cell, for particle internal friction and wall friction [51]. 

 

Firstly the bulk solid specimen was consolidated. During consolidation the bulk solid 

specimen was loaded in the vertical direction by a well-defined normal stress "="pre, before 

the specimen was sheared. Initially, the shear stress increased with time before reaching a 

constant shear. The constant shear stress is called %pre. At this point shear resistance and bulk 

density did not further increase. This type of shear is called steady-state flow and the state of 

the bulk solid after steady state is critically consolidated with respect to the normal stress "pre. 

After the bulk solid specimen had been consolidated by the preshear procedure the shear 

stress and the normal load reduced to zero. Then, the bulk solid specimen was loaded 

vertically by a normal stress " and the shear deformation was applied by moving the bottom 
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ring with a constant velocity, resulting in a horizontal shear stress τ. The bulk started to flow 

when a sufficiently large shear force was attained, at which point the particles started to move 

over each other. The maximum shear stress characterised the incipient flow and the 

corresponding pair of values σ-τ which is the point of the yield limit locus. A sufficient 

number of points of the yield locus were obtained by repeating the procedure for decreasing 

value of the normal load and measuring the corresponding shear force that characterised the 

incipient flow. 

Differently from the Hausner ratio and Carr’s index, which are based on an empirical method 

as function of bulk and tapped density, the flow properties obtained from the measured yield 

loci were defined physical figures. 

 

3.3.3.1 Flow function (ffc): ZSM5 zeolite sample 

The flowability of the ZSM5 zeolite sample was characterised under the following conditions 

by using a Schulze ring tester. The shear cell was filled with the powder sample and the 

excess of powder was scraped off with a spatula. The filled shear cell was then weighed to 

calculate the bulk density. The sample was loaded under three levels of normal load at pre-

shear (6000, 4000 and 2000 Pa) and subsequently three other values of stress levels were 

measured with the lowest equal to the 12% of the normal load at pre-shear, the second and 

third were 46% and 80% of the normal load at pre-shear, respectively. From the 

measurements yield locus has been plotted for the different levels of normal load at pre-shear, 

Figure 3.9. 
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Figure 3.9: Zeolite yield locus for the normal load at pre-shear equals to 2000 (purple), 4000 

(red), 6000 (black) Pa. 

 

In Figure 3.10 the result regarding the flow function ffc for the zeolite is reported. The values 

for the "1, "c and the flow function ffc are reported in Table 3.6. For all the cases the 

specimen was free flowing and the flowability increased with the consolidation stress which 

was opposite of what was expected. 

 

Table 3.6: Results of the measurements at different values of normal load at pre-shear. 

Normal load at 
pre-shear force 

(Pa) 

"1 
(Pa) 

"c 
(Pa) ffc %c 

(Pa) 
!b 

(kg/m3) #e (°) $  

6000 9650 117 82.27 36 725 27.8 0.452 

4000 6428 87 73.75 26 718 27.9 0.453 

2000 3215 61 52.5 19 724 27.7 0.450 

Average      27.8 0.452 
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Figure 3.10: Zeolite unconfined yield strength "c versus consolidation stress "1 and flow 

function ffc. 

  

 

Figure 3.11: Zeolite bulk density !b versus consolidation stress "1. 

 

Figure 3.11 shows a constant value of bulk density, !b, at incipient flow for different 

consolidation stresses. The increase in flowability was observed because applied stresses were 
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not high enough to consolidate the particles since the density did not change and, therefore, 

the unconfined yield strength σc did not increase as much as the consolidation stress σ1. Thus, 

from the definition of the flow function ffc this leads to an increase of the flowability with the 

increase of the normal load at pre-shear force. 

It is interesting to note in Table 3.7 that all the three measurements for the bulk density 

(poured), tapped density and average bulk density from the Schulze ring tester were very 

similar. This shows the poor compressibility of the powder bed, which is also demonstrated 

later by using bulk powder compression. 

 

Table 3.7: Comparison between bulk density, tapped, density and bulk density from the 

Schulze ring test. 

Bulk density 
(kg/m3) 

Tapped density 
(kg/m3) 

Average bulk 
density 

Schulze test 
(kg/m3) 

0.672 0.695 0.722 

 

Measurement of the kinematic angle of wall friction, ϕw, were taken by replacing the base of 

the shear cell with a ring of wall material (stainless steel). The wall shear stress was measured 

at decreasing normal wall stresses. Values of steady-state wall friction at several normal wall 

stresses were measured and depicted in Figure 3.12 where wall shear stress, τw, is plotted 

against applied wall normal stress, σw. The coefficient of wall friction, µw, is the ratio of wall 

shear stress, τw, to wall normal stress, σw. The wall friction angle, ϕw, is the slope of a line 

running through the origin of the σw,τw diagram and a point of the wall yield locus. For each 

value of wall normal stress σw, two measurements were taken. The minimum, maximum and 



 103 

average values for the wall angle coefficient of friction #w deduced from yield locus are 

reported in Table 3.8. The wall coefficient of friction for the zeolite sample decreased with 

increasing applied normal wall stress "w. 

 

 

Figure 3.12: Zeolite wall shear stress in a wall friction test. 

 

Table 3.8: Values of the kinematics angle of wall friction. 

"w (Pa) #w,min (°) #w,max (°) #w,ave (°) $w,ave 

1039 14.9 15.3 15.1 0.270 

2839 12.5 12.7 12.6 0.224 

4639 11.6 11.6 11.6 0.205 

6438 10.8 10.9 10.8 0.191 

8238 10.3 10.4 10.4 0.184 

10038 9.9 10 10 0.176 

Average 11.7 11.8 11.75 0.208 
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For zeolite particles the Schulze ring tester provided bulk quantitative experimental values at 

consolidated state for the flowability function ffc, the coefficient of particle-particle internal 

friction #e and coefficient of wall friction #w. These values could be used to explore the 

particle-scale mechanics using a parametric approach to calibrate the DEM input parameters 

by modelling all or part of the shear cell under the same experimental conditions. 

 

3.4 Single particle compression: reduced Young’s modulus and strength of single 

particle 

Single particle compression can give measurements of mechanical input parameters for single 

particles such as elastic modulus E. The elastic contact for spherical regular particle 

compressed between two flat rigid surfaces can be described by Hertz theory [52]. During 

compression of a single granule with a flat punch the contact area between them deforms as a 

circle as shown in Figure 3.13. 

 

 

Figure 3.13: Characteristic plate–particle contact during single particle compression. 

 

The relationship between the force, F, and the relative local displacement of the plates at each 

contact point, s, is as follows [52]: 
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 (3.7)
 

 

where r and E* are the radius and equivalent (or reduced) Young's modulus of the particle. s is 

the probe height. The force is recorded when the tip touches the particle surface, and in 

principle, the Hertz equation applies to relatively small values of the nominal strain, usually in 

the order of  <5%. The effective modulus of elasticity E* of both particle (index 1) and punch, 

made in stainless steel, (index 2) is given (usually E2>>E1) as: 
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 (3.8)
 

 

The peak critical compression force Fcr recorded just before particle failure can be used to 

calculate the particle crushing strength σcr. Eq.(3.9) is used to calculate the particle crushing 

strength or nominal rupture stress for spherical particles [53]. 

 (3.9)
 

 

The strength of particles depends on a variety of factors such as, size, shape and external 

surface conditions, porosity and pore network [54]. Particles are classified according to the 

failure mechanism, e.g. brittle, semi-brittle or ductile. 

 

3.4.1 Diametrical compression of single zeolite particles 

The breakage behaviour of the zeolite particles was investigated by the compression of a 

single particle. The Stable Micro Systems analyser mechanical testing machine, shown in 

Figure 3.14, was used with a stainless steel cylindrical tip probe of 2 mm diameter. 
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Figure 3.14: Stable Microsystems analyser [55]. 

 

During the movement of the punch towards the upper fixed plate, contact between the particle 

and the fixed plate is created. The tip zero position is recorded when the tip’s flat surface 

touches the plate where the particles are located. The recorded punch displacement is 

considered negative since the vertical axis was considered positive as shown in Figure 3.14. 

During this period the displacement, force and time are measured. To obtain statistically 

significant results at least 45 particles were randomly chosen and compressed at velocity of 

0.01 mm s-1 until the rupture point. Loading, holding and unloading tests were performed with 

a loading and unloading punch velocity of 0.01 mm s-1 in order to assess the elastic-plastic 

transition. 

Load displacement data were recorded and used for drawing the load displacement curves as 

shown in Figure 3.15, where the particle diameter can be inferred from the sudden increase of 

the measured force (tip touches the particle surface) and the breakage (failure) point 
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corresponding to the sudden decrease in the load. The material appeared to be semi-brittle 

since the rate of drop in the force was dramatic. 

 

  

Figure 3.15: Typical force displacement curve for the zeolite sample. Crushing measurement 

on particles by the Stable Microsystems analyser. 

 

In Figure 16.a, the compression force against the local displacement is shown for a single 

particle. The reduced elastic modulus E* was determined by plotting the load force F versus 

the local displacement s3/2 according to Eq.(3.7), Figure 3.16. The reduced elastic modulus, 

Figure 3.17, was therefore inferred from the gradient of the linear fitting. The average value 

for the reduced elastic modulus E* was equal to 2.93±0.63 GPa. 
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Figure 3.16: Data for single particle compression (a) local displacement (b) data plotted 

according the Hertz contact theory and linear fitting. 

 

The elastic modulus, defined in Eq.(3.8), is commonly employed in micromanipulation 

studies and assumes an isotropic material behaviour. Spray dried zeolite particles, however, 

are microporous inorganic composites which contain small pores and therefore they can 
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exhibit anisotropic behaviour. Therefore the elastic modulus value determined here should be 

considered as an effective particle value, rather than the absolute material property of the 

zeolite particles. The variation of crushing force and reduced elastic modulus with particle 

size are shown in Figure 3.17. 

 

 

 

Figure 3.17: Reduced elastic modulus and critical force for individual zeolite particle. 
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The peak compression force called the breakage point is used to calculate the nominal rupture 

stress using Eq.(3.9). The values of the nominal rupture stress and corresponding diameter of 

individual zeolite particles are plotted in Figure 3.18.  

This type of material can have a wide strength distribution due to the presence of defects, 

pores and binders, causing early breakage of the weakest particles. Moreover, the distribution 

of flaws size, shape, and orientation can differ from sample to sample. Zeolite particles are 

highly brittle materials and if subjected to compressive stress microcracks can form, that can 

reduce the strength of the particles, which consequently leads to particle fracture at a lower 

load.  

 

 

Figure 3.18: Nominal rupture stress of single zeolite particle. 

 

The mean nominal rupture stress calculated according to Eq.(3.9) for the zeolite sample 

studied is reported in Table 3.9 together with the corresponding values of the force and 

nominal deformation at the rupture point (defined as the ratio between strain and the particle 

diameter). The values of standard deviation are high, showing large variation on mechanical 
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properties within the sample. The statistical distribution of such variability should also be 

considered. 

 

Table 3.9: Mean rupture force, stress and strain, with standard deviation. 

Mean rupture force 
of single particles 

(mN) 

Mean nominal 
rupture stress σcr 

(MPa) 

Mean nominal 
deformation at rupture  

% 

981±321 9.8±3 5.2±2.6 

 

Data from the compression test can be fitted to a statistical model to quantify the spread of the 

sample of particles. The Weibull statistical strength distribution has been shown to be an 

appropriate model to describe failure of brittle materials [56]. This is a two parameters 

distribution function and the relationship between the cumulative probability of failure, Pf, at 

or below a stress, σ, is represented in Figure 3.19 and calculated as follows: 

 (3.10)
 

 

Where σcr is the failure stress (particle strength) and m is the characteristic strength 

distribution parameter (Weibull modulus). σo corresponds to the crushing stress with a 

fracture probability of 63.2%.  

The parameter m represents the nature, spread and dispersion of flaws and defects. In 

particular, a low value for m indicates a non-uniform broad distribution of flaws that leads to 

a broad distribution in strength. A high value for m indicates a narrow and uniform 

distribution of defects and therefore smaller strength distribution. 
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Hence the two parameter modulus m and σo from the Weibull can be extrapolated by linear 

regression of the strength data; thus Eq.(3.10) can be written as follows: 
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 (3.11)
 

 

For the determination of the Weibull distribution parameters from a set of experimentally 

measured the fracture stresses it is necessary to assign a probability of failure. This is done by 

ranking the experimental strength data σcr (points in the graph Figure 3.18 from Eq.(3.9)) and 

assigning a probability of failure Pi to each stress σi (=σcr for the particle i).  

Since the true value of Pi is unknown, a prescribed estimator has to be defined. In this work 

the estimator described by Eq.(3.12) [57] has been employed. 

 (3.12)
 

 

where Pi is the probability of failure for the i  ranked strength data, and n is n is the total 

number of  particle crushing test observations. 

The parameters m and σo (m=3.2 and σo=10.8 MPa) are determined from the slope and 

intercept of the trend line as shown in Figure 3.19 plot of ln[ln(1/(1-Pi))] versus lnσcr. 
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Figure 3.19: Cumulative distribution function for the zeolite sample, determination of the 

Weibull modulus m (dashed line). 

 

For future work it would be useful to correlate the parameter m with tablet strength. This 

would allow characterisation of the influence of a broad distribution of flaws and defects, if 

the value of m is small, on the final strength of the tablet. 
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3.5 Nanoindentation: hardness and reduced Young’s modulus 

Nanoindentation is a measurement technique that allows the determination of mechanical 

properties such as hardness H or reduced elastic Young’s modulus E* for a material which can 

be used as input parameter for the DEM modelling. This technique has been widely used to 

characterize mechanical properties of powders, especially in the case of pharmaceutical 

materials [58,59]. 

It consists of the loading and unloading of an indent tip against the surface of the material. A 

typical loading-unloading hysteresis curve is shown in Figure 3.20 and the three parameters 

obtained during the measurement are Pmax, the load measured at a maximum depth of 

penetration h and A the projected area of contact between the indenter and sample at Pmax. 

The material properties hardness H and the combined modulus of the system, or reduced 

indentation modulus E 
* can be obtained from indentation load-displacement data. 

The Berkovich indenter is a three-sided diamond pyramid-shape with a half-angle of 65.3° 

from vertical axis [60]. It is easier to manufacture a sharp tip for the Berkovich indenter than 

for a (four-sided) Vickers indenter and consequently more accurate results can be obtained 

especially at lower loads [61]. 

 

 

Figure 3.20: Schematic of a typical load–displacement curve during indentation test [59]. 
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 The combined modulus of the system, or reduced indentation modulus E* is determined from 

the following expression [59]: 

 (3.13)
 

 

where  is the gradient of the tangent on the initial unloading curve on the load–

displacement plot, Figure 3.20. β is a geometric correction factor (β = 1.034 for a Berkovich 

indenter).  

For a Berkovich indenter the nominal contact area, A, variation is related to the plastic depth 

hp, which can be obtained from the load–displacement curve, shown in Figure 3.20, according 

to Eq.(3.14) [59]: 

 (3.14)
 

 

The reduced indentation modulus takes into account the compliance of the indenter tip as 

follows: 
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where E and v are Young's modulus and Poisson's ratio for the specimen and Ei and vi are 

modulus and Poisson's ratio for the indenter. Since the indenter is made of diamond it can be 

assumed that: 
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The hardness can be calculated from Eq.(3.17): 

 (3.17)
 

 

3.5.1 Nanoindentation of zeolite particles 

Nanoindentation tests were performed using an MML NanoTestTM nanoindenter 

(MicroMaterials) with a diamond three-sided pyramid-shaped Berkovich-type indenter tip. 

The ZSM5 zeolite particles were held on the sample holder by adhesive glue (Loctite® 496TM, 

methyl cyanoacrylate, Henkel, UK). 

The diamond tip was pressed against the particle surface to create the indent and the load and 

displacement were monitored continuously. Four levels of indentation depth, 1, 4, 5 and 6 

µm, were considered. From the unloading Young's modulus and hardness can be determined 

using Eq.(3.13), Eq.(3.14) and Eq.(3.17).  

Each indentation experiment consisted of six segments as shown in Figure 3.21 and Figure 

3.22. Initially the tip approaches the surface of the particle. Once the indenter touches the 

surface the loading is applied until the desired indentation depth (A). The load is held constant 

(B) for the desired time (30 seconds for 1 µm and 20 seconds for 4,5,6 µm) to assess possible 

creep or mechanical stabilization (relaxation). In the segment (C) 90% of the maximum load 

was removed then held for 30 seconds, segment D. This hold segment, inserted after a partial 

unloading segment, can be used to correct for the thermal drift of the apparatus during the 

indentation process [60]. During segment (E) the indent is totally unloaded from the particle 

surface. 
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Figure 3.21: Typical load and unload curves for a zeolite particles with different levels of 

indentation depth: 1, 4, 5 and 6 !m. A loading, B hold, C unloading, D hold, E no load. 

 

 

Figure 3.22: Typical load versus time for a zeolite particles with different levels of 

indentation depth: 4, 5 and 6 !m. A loading, B hold, C unloading, D hold, E no load. 

 

In Figure 3.23 Young's modulus and hardness are shown over the indentation depth for 13 

different indentation experiments on zeolite particles. It can be seen, that there is a decrease in 

Young's modulus and hardness with indentation depth. This is called indentation size effect, 
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wherein the hardness is observed to increase with decreasing indentation size [62]. This is due 

to a lower number of dislocations necessary to create a permanent shape change with 

increasing indentation depth, which results in decreasing hardness and Young's modulus 

values. 

 

 

 

Figure 3.23: (a) Reduced Young's modulus and (b) hardness during indentation of ZSM5 

particles. 
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 The indentation size effect decreased with increased indentation depth. At higher indentation 

depths the Young’s modulus and the hardness were less variable. 

The previous graphs show that the elastic modulus and hardness had an indentation size 

effect. Therefore the value that is considered should be related with the indentation depth, for 

consistency. The average values of reduced Young's modulus E* and hardness H for each 

indentation depth are given in Table 3.10. It remains unclear as to what constitutes the correct 

elastic modulus to be used as a DEM input parameter. 

 

Table 3.10: Average values for the reduced Young's modulus E* and hardness H for each 

indentation depth with standard deviation. 

Indentation 
 depth considered 

(nm) 

H 
(GPa) 

E* 
(GPa) 

1000 1.97±0.42 34.32±7.86 

4000 0.62±0.14 10.67±0.98 

5000 0.68±0.10 10.09±0.96 

6000 0.51±0.08 8.49±0.99 

 

3.6 Powder bulk compression 

Bulk powder compression consists of compacting materials in a die to produce a coherent 

structure, namely tablets. Compression behaviour of the powder is an important characteristic 

since it influences the final tablet properties. The powder compaction process depends on a 

number of different factors and particle properties such as: powder flowability, particle size 

distribution, particle shape, particle hardness, particle strength, particle strength distribution 

and particle friction. However, the relation between single particle properties and bulk 

compression behaviour is not yet well understood [53]. Powder compression studies are 
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widely reported in literature for compression of powders with very different physical 

properties such as metal powder [63,64], pharmaceutical [65,66,67,68,69,70] and ceramic 

materials [71,72,73,74]. Powder compression is another bulk experimental technique that has 

also been used to validate and calibrate the DEM input parameters. For example, it was used 

as bulk physical test for the calibration of the DEM model [75]. An optimisation procedure 

was used, based on the comparison of bulk experimental results with the numerical model of 

the same bulk compression experiment in case of large size particles (single and paired glass 

beads, polyethylene terephthalate pellets, black eyed beans and black kidney beans). 

In Figure 3.24 a general schematic of the micromechanics and deformation mechanisms that 

occurs during bulk compression are illustrated [76]. 

 

 

Figure 3.24: Typical sequences of mechanisms during powder compression [76]. 

 

 ho is the initial bed height and h(t) is the value at the current applied pressure P. Initially 

during compression, loosely packed particles translate and rotate, at relatively small contact 

deformations. Subsequently particles deform and break as result of the increase in the elastic-
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plastic contact stresses. Finally, the entire tablet would plastically deform. The influence and 

the extent of the described steps depend on the physical and mechanical properties for the 

particulate material that is undergoing compression. 

Different porosity-pressure models such as: Heckel, Kawakita and Lüdde and Adams, can be 

employed to correlate the amount of volume reduction to the applied pressure during 

compression for a single powder component or a compound of powders [77,78,79,80]. 

 

3.6.1 Bulk powder compaction: tests results for zeolite ZSM5 

Confined compression of the powders was performed using a materials testing machine 

Instron 5500 equipped with a cylindrical die with an internal diameter of 27.56 mm and flat-

faced punches. The compression force was measured using a 15 kN load cell transducer. The 

schematic diagram of the axial machine is shown in Figure 3.25. The movable top punch was 

made to descend in order to compress the powder samples until the maximum compaction 

force 12 kN was reached. 

 

 

Figure 3.25: Schematic representation set-up of the bulk compression machine Instron 5500. 
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The amount of powder introduced into the die for each test was pre-weighed. The 

displacement-force data were collected and transferred to a computer. The initial powder bed 

height was recorded when contact was first made between the punch surface and the bed. The 

aspect ratio was calculated from the recorded bed height. Tablets were compressed at 

different punch speeds as reported in Table 3.11. The stress transmission and stress 

distribution during the compression process could be affected by the aspect ratio A.R., ratio of 

the initial bed height to powder bed diameter. Therefore in order to evaluate the potential 

influence of this ratio on the derived bulk compression parameters, different bed aspect ratios 

were considered, by pouring different quantity of material into the die. 

 

Table 3.11: Bulk compaction conditions. 

Tablet A.R. Velocity punch 
(mm s-1) 

T1 0.98 0.01 

T2 0.83 0.01 

T3 0.91 0.01 

T4 1.14 0.05 

T5 0.78 0.05 

T6 0.89 0.1 

T7 1.56 0.1 

T8 0.66 0.1 

T9 0.84 0.2 

T10 1.56 0.8 
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In Figure 3.26 typical compression pressure–engineering strain curves are reported for bulk 

compression of zeolite particles at different punch speeds for the Instron machine. The data 

were used to plot the Heckel, Kawakita and Adams models. It can be observed that there is no 

variation in the compaction behaviour with punch speed. All the curves show a similar trend. 

 

  

Figure 3.26: Nominal pressure P against punch displacement curves for the bulk compression 

for different punch speed. 

 

Considering the bulk compression curve for the tablet T1 reported in Figure 3.27, three 

different changes in slope can be observed. These represent to different densification 

behaviour of the powder bed during the compression. During the first stage: the powder 

densification is low (steeper slope) probably due to that the particles are very hard and 

probably only deform elastically, bulk bed density slightly increases due to particle 

rearrangement (see also Figure 3.28).  During the second stage the bulk of bed is probably 

deforming plastically, particle breakage is occurring with a decrease in bed voidage (higher 

bed densification). During the third stage the voidage has reduced and bulk and the bed 
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densification decreases. During this stage the entire bulk of material is probably deforming 

elasto-plastically (see also Figure 3.28.a). 

 

  

Figure 3.27: Bulk compression for zeolite particles for different punch speed. 

 

To study the bulk behaviour of the bed during compression, one single tablet has been 

compressed in multiple stages as follows. These measurements have been performed at low 

punch speed of 0.01 mm s-1. The nominal pressure versus displacement is reported in Figure 

3.28 for the multiple stages compressions. ho is the initial bed height and h is the actual bed 

height during compression. The unloading cycle is not shown on the graph for clarity.  

- 1st compression from 0 up to 1000 N (1677 Pa) then load released to 0; 

- 2nd compression from 0 up to 2000 N (3354 Pa) then load released to 0; 

- 3rd compression from 0 up to 3000 N (5031 Pa) then load released to 0; 

- 4th compression from 0 up to 4000 N (6709 Pa then load released to 0; 

- 5th compression from 0 up to 8000 N (13417Pa) then load released to 0; 

- 6th compression from 0 up to 12000 N (20126 Pa) then load released. 
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Figure 3.28: Single tablet multiple compression loading and unloading cycles. Powder bed is 

subsequently loaded and unloaded for different cycles. (a) only the loading curves are shown 

for clarity. (b) the change in bulk density is shown. 

 

It can be observed from Figure 3.28 that up to 2000 N the bed is deforming almost elastically. 

When the load is released the bulk density returns close to the same initial value of the poured 

density. In the normal pressure versus normal displacement plot it is a straight line. When the 
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tablet is compressed again up to 3000 and 4000 N some changes in bulk density occur and 

after releasing the load the bulk density is increased. In the normal pressure against normal 

displacement plot the data is not linear. The bed starts to deform plastically as can also be 

observed in Figure 3.28.b, when the slope of the compression curve starts to change, 

approximately during the 8000 N compression cycle. It can be observed that the bulk density 

changes dramatically corresponding probably with plastic deformation of bed. 

 

3.6.2 The Heckel model 

The Heckel model is widely used in literature and it can be used to describe the change in bed 

density as function of the applied stress. Initially it was developed for metal powders and 

therefore it was only meant to apply to materials when plastic deformation is the predominant 

mechanism, however it has been used in pharmaceutical and ceramic applications as well 

[69,70,71,72]. 

The Heckel model was derived from the first order differential equation, Eq.(3.18), first 

presented in which relates the bed porosity eb to the applied pressure P and the parameter K. 

 (3.18)
 

 

By integrating and applying the initial boundary condition, ei the initial bed porosity at zero 

pressure, Eq.(3.18) becomes: 

 (3.19)
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Heckel modified the previous equation by replacing the parameter bed porosity e with the (1-

D), where D is the relative density and assumed that the term ln(1/ei) is a constant parameter 

A, therefore: 

 
(3.20) 

 

The relative density D is the ratio of the bed bulk density to the true particle density. The 

slope and intercept of the linear relationship involving ln[1/(1-D]] as a function of applied 

pressure P can be used to determine the Heckel parameters A and K by fitting the compression 

data using Eq.(3.20). Usually the plots show deviation from linearity especially in the initial 

stage when particles undergo some rearrangement without any deformation or breakage and at 

high pressure. Linearity is usually observed in the middle pressure range. It has been shown 

that harder materials are then more difficult are to densify. A linear Heckel plot should 

indicate ductile behaviour of particles during compaction, whereas a curvilinear plot usually 

indicates brittle behaviour [81]. The effect of several parameters can change the Heckel plot, 

in particular the particle size, lubrication, compression rate, technique of die filling [53].  

The Heckel parameter K is inversely related to the yield stress σy (yield strength of 

unconfined single particle) of individual particles as given by Eq.(3.21) and is related with the 

ability of the material to deform plastically [67,82]. Hence the Heckel model can be employed 

mainly for materials that consolidate by plastic deformation [67]. 

€ 

K =
1
H  (3.21)

 

 

An example for Heckel plot is given in Figure 3.29, the data sets reported are for Eudragit® 

polymer particles. In case of the Heckel plot the initial curvature is attributed to initial particle  



 128 

 

Figure 3.29: Typical Heckel plot for Eudragit® polymer particles [67]. 

 

3.6.3 The Kawakita model 

Another model extensively employed in pharmaceutical industry, [66,67,68,69], was 

proposed by Kawakita and Lüdde for fluffy and soft materials by the following linear 

empirical equation: 

! 

P
"

=
1
ab

+
P
a

 (3.22) 

 

where & is defined as the extent of volume reduction or uniaxial strain  as follows: 

! 

" =
ho # h
ho

=
Vo #V
Vo  (3.23)

 

 

ho is the initial bed height and h is the value at the current applied pressure P. The constant a 

is related to the initial bed porosity and constant b is related to the resistance force. The term 

b, called Kawakita parameter, has been shown to be proportional to the reciprocal of the 

single particle failure stress forming the tablet feed [66]. An example for Kawakita plot is 

given in Figure 3.30, the data sets reported are for Eudragit® polymer particles. 



 129 

 

Figure 3.30: Typical Kawakita plot for Eudragit® polymer particles [67]. 

 

3.6.4 The Adams model 

The Adams model consists of a theoretical model for the confined uniaxial compression of 

agglomerates based on a first-order lumped-parameter analysis for the compression process. 

The failure of single particles within a column of particles is due to the uniaxial compression 

stress P, constrained by the radial stress Pl that acts laterally on the neighbouring particles.  

The relationship between the bed pressure P and the bed height h is: 

 (3.24)
 

 

where k2 is a constant. The Adams model was developed to estimate the fracture strength of 

single granules from the Mohr-Coulomb failure criterion, which was employed to explain the 

macroscopic failure stress. In this criteria the shear failure stress, % is related to the sum of the 

cohesive strength, #o and the frictional stress, $Pl, acting at the failure plane as follows: 

 (3.25) 
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α is defined as the lateral pressure coefficient. It was also assumed that the force F, the failure 

force of the weakest granule in axial direction, is proportional to the product of the failure 

stress τ and the cross-sectional area of the fracture plane, A, as follows 

 (3.26) 

 

where k1 is a proportional constant. By including Eq.(3.25) into Eq.(3.24) and considering that 

lateral pressure Pl is related to the axial pressure by the constant k3, (Pl=k3P) the following 

equation is derived: 

 (3.27)
 

 

where  is the apparent strength of the single particles and  is the apparent coefficient of 

friction and 

€ 

εn = ln ho h
⎛ 
⎝ 
⎜ ⎞ 

⎠ 
⎟   is the natural bed strain. At high stress the last term of Eq.(3.27) 

becomes negligible and can be eliminated, leaving a linear function. The slope and intercept 

of the linear part of the graph can be used to calculate the Adams parameters  and . The 

previous parameters are related to τo and α: 

 (3.28) 

 

 (3.29) 

 

An example for Adams plot is given in Figure 3.31, the data sets reported are for Eudragit® 

polymer particles.  



 131 

 

Figure 3.31: Typical Adams plot for Eudragit® polymer particles [67]. 

 

3.6.5 Heckel, Kawakita and Adams plots for zeolite ZSM5 

In Figure 3.32, Figure 3.33 and Figure 3.34 the Heckel, Kawakita and Adams plots over full 

the compression load (12 kN) are showed for the tablet T1. 

 

 

Figure 3.32: Heckel compression curve for tablet T1. 



 132 

 

  

Figure 3.33: (a) Kawakita compression curve for tablet T1 (b) degree of compression as 

function of the applied pressure. 
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Figure 3.34: Adams compression curve for tablet T1. 

 

It can be observed that the Heckel and Kawakita models are not linear over the full 

compression range up to 12 kN. Therefore the Heckel and Kawakita models, Eq.(3.20) and 

Eq.(3.22), do not fit the experimental data for the entire compression range. 

The Heckel and Kawakita data are also presented for the initial stages of compression (up to 

2000 kPa) as shown in Figure 3.35. Therefore, parameters K, a, b, were determined by linear 

regression in the pressure range 0 to 2000 kPa, using the expression of the Heckel and 

Kawakita equations Eq.(3.20) ad Eq.(3.22). The parameters  and  were thus determined 

over the full compression range by linear regression in the linear interval as depicted in Figure 

3.36 according to the Adams relationship, Eq.(3.27). 
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Figure 3.35: Linear fitting compression curves for table T1 up to 2000 N normal load.  

(a) Heckel relationship. (b) Kawakita relationship. 
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Figure 3.36: Linear fitting compression curves for table T1 up to 12000 N normal load, 

Adams relationship. 

 

Figure 3.37 shows the parameters (apparent strength of the single particles  and the 

apparent coefficient of friction ) from the Adams model as function of the initial aspect 

ratio A.R. From the plots it can be commented that the aspect ratio has an effect on the bed 

compressibility, as probably function of wall friction [53]. Therefore the apparent strength of 

the single particles  and the apparent coefficient of friction  have been extrapolated by 

linear fitting at zero aspect ratio A.R. and reported in Table 3.12.  
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Figure 3.37: Effect of aspect ratio A.R. on  and  parameters from the Adams model. 

 

A comparison between the parameters obtained by bulk compression models (Heckel, 

Kawakita and Adams) and the results from the single particle compression is reported in Table 

3.12. 
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Table 3.12: Average values of bulk compression parameters from Heckel, Kawakita and 

Adams models compared with single particles compression test and Nanoindentation. Only 

the apparent strength from the Adams model is comparable with single particle strength data. 

Heckel Kawakita Adams 
(A.R.=0) 

Single particle 
compression Nanoindentation 

1/K 
(MPa) a 1/b 

(kPa)  
 

(MPa) 
σcr 

(MPa) 
σ0 

(MPa) 
H 

(GPa) 

0.31 0.04 1.93 4.14 8.76 9.8 10.8 0.604 - 1.973 

 

From Table 3.12 it can be observed that the Heckel parameter, 1/K, is not comparable with the 

particles hardness H as defined in Eq.(3.21). This probably remarks that the Heckel model is 

not suitable to represent the bulk compression of ZSM5 zeolite particles. Also the Kawakita 

model seems to be not suitable, as the Kawakita parameter, 1/b, should be proportional to the 

single particle strength. The Adams models which was developed for granules seems to fit the 

bulk compression data according as the predicted apparent strength of the single particles  

is in good agreement with the particle strengths σcr and σo determined by single particle 

compression test (σcr particle crushing strength and σo crushing strength with a fracture 

probability of 63.2%). 

  

3.7 Conclusions 

The mechanical properties for ZSM5 zeolite particles have been characterized by using 

different powder characterisation techniques. Mechanical properties such as reduced elastic 

Young’s modulus, yield stress and particle strength was characterized by single particle 

compression test. Hardness and reduced elastic Young’s modulus was also measured by 

Berkovich nanoindentation and they were found to be proportional to the indentation depth. 

The elastic modulus measured by nanoindentation (between 9.6 and 34.3 GPa) was found to 
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be different from the value obtained by single particle compression (2.93 GPa). Differences in 

value between the two techniques indicates the heterogeneity of the porous particles in terms 

of mechanical properties. Flowability of material can be described by using methods such as 

Carr’s index and Hausner ratio, which show exceptional flowability for the zeolite particles.  

Internal friction coefficients, particle-particle and particle-wall material, were measured as 

bulk measurement at consolidated state by using a Schulze shear cell. Again it was observed 

that zeolite spray dried particles have exceptional flowability. Although these techniques give 

an indication of flowability of a powder and specifically the Schulze ring tester gives a 

numerical value for an internal coefficient of particle-particle and particle-wall friction it is 

difficult to obtain the DEM input parameter for friction (static and rolling) as conventionally 

defined in Chapter 2. The bulk compression test showed that, at low pressure the densification 

is low and this is probably due to the high particle strength and particle hardness. It was also 

found that for the material under exam the usual bulk compression models, Heckel and 

Kawakita, do not fit the experimental data. The Adams model seems to describe the 

experimental bulk compression data and the predicted Adams parameter, apparent strength for 

the single particles  was in good agreement with the particle strength determined by single 

particle compression test, σcr. These latter bulk measurements techniques can not be used to 

determine directly the DEM single particle input parameters, however they can be employed 

for DEM model calibration by fitting the numerical simulations to the bulk experiment results 

and optimization of the simulation parameters. However, this procedure can be time 

consuming and difficulties arise in case of small particles since the computational effort can 

be unachievable with the current state of the art. An example of the unachievable long 

predicted simulation time is given in Chapter 5, in the case of mixing of zeolite particles in a 

Turbula blender. 
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Chapter 4 

Turbula mixer motion measurement and reconstruction using  

Positron Emission Particle Tracking (PEPT) 

 

 

The complex motion of the Turbula mixer has been measured using Multiple-Positron 

Emission Particle Tracking (Multiple PEPT). A description of PEPT and the development of 

the Multiple-PEPT technique is given in the present chapter. Positron emitting radioactive 

tracers were attached to three points of the pivot bearings on the shaft of the mixer enabling 

the rotation and translation of the mixer chamber to be tracked in the PEPT camera. The 

measured movement was mathematically reconstructed and the dynamic imported into the 

DEM numerical model.  
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4.1 Introduction: Positron Emission Particle Tracking technique (PEPT) 

In order to determine the Turbula motion the Multiple-PEPT technique was employed. It has 

been shown that that Multiple-PEPT can track three particles at the same time with good 

accuracy [1]. It was shown that both the rotational and the translational motions of a solid 

body can be reconstructed by tracking three radioactively labelled tracers mounted to corners 

of the solid. The accuracy of the method relies on the fact that the tracers must be fixed and 

known distance apart. 

 

4.1.1 Positron Emission Particle Tracking 

PEPT is a non-invasive technique for following the motion of a radioactive tracer particle. It 

was developed at the University of Birmingham [2,3,4,5] from the established medical 

imaging technique Positron Emission Tomography (PET). The main advantages are that this 

technique allows us to see through and into opaque system and it does not need to be 

calibrated for attenuation such as Computer Automated Radioactive Particle Tracking 

(CARPT) [6]. This technique produces the trajectory of the particle moving in three 

dimensions. The path of the particle is given in Cartesian co-ordinates (x,y,z) versus time. By 

tracking the particle position with time it is also possible to calculate the particle speed and 

kinetic energy.  

The camera used in the present work is the ADAC Forte dual-headed gamma camera located 

at the University of Birmingham, Figure 4.1. It consists of two heads on a motorised system, 

which permits rotation about a horizontal axis and adjustment of the face-to-face separation of 

the detectors from 250 to 800 mm. Each detector has an active area of 500×400 mm2 and is 

mounted on either side of the field of view. 
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Figure 4.1: Positron ADAC Forte camera. 

  

This camera is able to operate at useful count rates up to 1x105 s-1. The scintillator is optically 

coupled to an array of 55 photomultiplier tubes with each photomultiplier tube connected to a 

separate Analogue Digital Converter (ADC). Data is recorded event by event then processed. 

The accuracy of the technique depends on the measurement conditions, in particular the mass 

of material between the tracer particle and the camera detectors. In the setup employed to 

measure the Turbula mixer motion the tracer particles were not contained by any metallic 

part, since attached on the external chamber geometry as reported later. The only material 

between the tracers and the detectors was the 5 mm thickness polycarbonate guard. This 

should guarantee a good accuracy on the collected data. 

The schematic set-up for the PEPT camera is shown in Figure 4.2. It consists of the pair of 

parallel detectors and the radioactive tracer. The tracer particle is labelled with a radionuclide, 

which decays by !+ decay resulting in the emission of a positron. Each positron rapidly 

annihilates with an electron, producing a pair of back-to-back "-rays with an energy of 

511 keV, which are then captured by the two position-sensitive detectors. 
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Figure 4.2: Schematic representation of PEPT (Positron Emission Particle Tracking) camera. 

 

The position of the labelled tracer is determined by triangulation from a small number of 

detected !–ray pairs. In practice many of the detected events are corrupted, therefore the 

calculation of an accurate location requires the acquisition of a sufficient number of events so 

that the valid ones, whose reconstructed lines essentially meet a point, can be distinguished 

from the corrupted ones. Corruption of the data due to photo scattering and incorrect pairings, 

Figure 4.3, are disregarded by a statistical algorithm.  

 

 

Figure 4.3: Categories of valid and invalid gamma pairs. 
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The algorithm homes in on the centre of crossing γ–ray pairs, eliminating outliers and 

recalculating the location until a tight cluster remain. The true pairings are kept and the 

pairings due to scattering and random effects eliminated. 

The algorithm converts the data to an ASCII file containing a list of tracer co-ordinates (x,y,z) 

each with its time t. From the difference between successive locations, an estimate of 

instantaneous vector velocity of the tracer can be obtained. 

The technique has been employed in numerous applications as extensively reported in the 

literature [7,8,9,10,11,12]. PEPT can be applied to batch, continuous or non-steady state 

processes. It was used, for example, to understand the behaviour of dry granular materials or 

particles in fluids [13]. For a rotating drum operating at low and medium speed the 

characteristic rolling mode and the solid motion in the active and passive regions were 

characterised by PEPT [14]. The movement of particle between inter-plough regions within a 

ploughshare mixer was also studied [15]. The latest studies reported have involved the 

development of a portable modular version of the camera, which can be applied to a number 

of applications in industry. For example, the modular camera was used to understand particle 

motion in a 750 mm diameter pressurised fluidised bed pilot plant reactor on an industrial 

plant [16]. By using PEPT and a tracer the plug flow of the paste inside the barrel and die land 

region during ceramic paste extrusion was demonstrated by analysis of particle speed [17]. 

Previous examples of PEPT refer to the use of only one single tracer since during the early 

development of the technique it was only capable of following a single tracer at any one time. 

In some situations, such as for mixing of multiple component particle systems, it would be 

beneficial to track more than one particle in order to have a better understanding of the mixing 

mechanisms. For this reason the Multiple-PEPT technique was developed so that up to 3 

particles at the same time could be traced. 
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To ensure the PEPT data reflects the dynamic behaviour of the system under study, tracer 

materials are required to have the same characteristic of the bulk of material in the system. In 

addition, the radioactivity of the single tracer must be sufficiently high to achieve an 

acceptable accuracy. The radioactive tracer can be prepared by direct irradiation and ion-

exchange methods. The radioactivity suitable for PEPT is typically within a range from 300 to 

1000 µCi [5]. Typical tracers used are sand, glass, Balottini beads, ion exchange resin, coal, 

apatite, microcrystalline cellulose and polyethylene. Direct activation is used to label a 

particle with a size range from 1 to 10 mm. The particle to be labelled is directly bombarded 

using a 33 MeV 3He beam, resulting in a small proportion of the oxygen atoms in the particle 

being converted into a series of radioisotopes. Only the 18F radioisotope is used in PEPT since 

it has longer half-life compared with potential alternative isotopes. In addition to containing 

bound oxygen, the material must be able to withstand high temperature produced during the 

bombardment process. The ion-exchange technique was developed to produce smaller tracers 

with a size less than 1 mm. Firstly the radioisotope 18F is created as a very dilute solution of 

fluoride ions in deionised water, the 18F is then impregnated into the tracer particle. In an ion-

exchange particle the degree of activity in a single particle is controlled by the ion-exchange 

properties of the resin material, the anions present in the 18F solution and the impregnation 

time [18]. 

At present new tracers, materials and isotopes for new applications, in particular to extend the 

lifetime of the modular portable PEPT for direct industrial application, are being studied. 

 

4.1.2 Improvements: Multiple Positron Emission Particle Tracking 

Multiple Positron Emission Particle Tracking (Multiple-PEPT) is a technique that was 

developed from the single particle tracking PEPT. This technique makes possible to follow up 
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to three multiple particles simultaneously through a considerable thickness of surrounding 

material with reasonable accuracy. Since each tracer emits the same gamma photons, in order 

to distinguish the tracers they are labelled with three different levels of radioactivity and a 

statistical approach is used to determine the centres of emission. However, in general using 

more tracers leads to errors since the gamma photons from each particle are identical and it is 

difficult to discriminate the signal when the tracers are in close proximity. This leads to less 

reliable trajectories than single particle tracking. An improved technique for particle 

identification and calculation of the locations has been described [19,20]. The radioactive 

concentration of each tracer is determined and the corrupted γ-ray trajectories discarded. By 

tracking multiple particles it is also possible to study the dynamic interaction of particles, 

segregation of particles or rotation and translation of large particles or objects. In the present 

work the tracer particles are attached to the surface of a larger object. 

 

4.2 Experimental set-up: Turbula mixer motion measurement 

In order to determine the motion the Multiple-PEPT technique was employed. Yang et. al 

[21] showed that the Multiple-PEPT technique can be used to track, with good accuracy, three 

particles at the same time. In one application it was shown that the rotational and translational 

motion of a solid body can be reconstructed from three positron emitting tracers mounted at 

fixed and known locations on the surface of the solid. 

 

4.2.1 Experimental set-up for the motion measurement 

Figure 4.4 shows the schematic experimental set-up for the Turbula motion measurements. 

Three tracers were precisely fixed on the Turbula shaft at location points PA, PC and PD. 

These points were chosen to allow the largest reciprocal distances between the tracers 
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mounted on the cage. The choice of these locations and the non-metallic containment should 

guarantee good accuracy for the measurement. 

 

  

Figure 4.4: Schematic representation of the experimental measurement of the Turbula motion 

by PEPT. 

  

Zeolite particles from a sample with a d50 of 338 µm were labeled by ion-exchange. Zeolite 

particles are ideal tracer particles for PEPT since they are porous and have very large surface 

area. In addition the small size would guarantee higher confidence for the centre particle 

location. Particles were prepared with different levels of initial radioactivity: tracer 1 (point 

PA): 880 µCi; tracer 2 (point PC): 596 µCi; tracer 3 (point PD): 395 µCi. With three tracers, it 

is important to have a range of activity so the strongest tracer always has the highest data 
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logging rate and is found first by using the single-particle tracking technique, while the 

trajectories from the remaining tracers are regarded as corrupt trajectories. After the strongest 

tracer is located, trajectories passing close to the located tracer are then removed from the 

dataset. The locations of the second and the third tracers are calculated in a similar way. 

During measurements the three tracers were tracked over several periods of the Turbula 

rotation to obtain an accurate trajectory for each of the three points from which the complete 

motion of the Turbula would be determined. 

 

4.3 Data processing: solid body translational and rotational motion reconstruction 

The translational and rotational motion of the Turbula can be reconstructed by knowing the 

position over time of the three points that are rigidly attached to the moving shaft of the 

mixer. 

The positions of points PA, PC and PD, for one shaft rotation, are shown in Figure 4.5 in 

Cartesian coordinates with respect to the camera coordinate versus the shaft angle at 23 rpm 

(rotation period 2.613 s). The motion was measured over a period of three minutes.  The 

averaged cycle, determined by averaging the values over three minutes for points PA, PC and 

PD, was used for the motion reconstruction. 
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Figure 4.5:  Measured position x,y,z for the tracers fixed at position PA, PC and PD by 

Multiple-PEPT at 23 rpm for one shaft rotation. 

 

The time interval between PEPT locations is variable as can be seen in Figure 4.5.  This can 

be attributed to the PEPT algorithm and the way that the data is used to compute tracer 

location. The algorithm uses a fixed number of photon pairs to compute each location – the 

frequency of these can be variable depending on where the particles are in the field of view. 

Furthermore, the algorithm rejects computed locations that have high uncertainty and this can 

give apparent gaps in the data. The latter is more of an issue with multiple particles tracking 

due to the inherent corrupting effect of multiple sources of identical gamma photons. In order 

to reconstruct a more useable motion for DEM the data is linearly interpolated and filtered at 

a constant time step. 
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Considering Figure 4.5, where the tracked locations are fixed relative to each other and 

correspond to the pivoting points of the vessel holder, some symmetry in the trajectories is 

apparent. Since the central axis of the machine is horizontal, each tracked point follows the 

same trajectory in the transverse (x,y) plane out of phase by a multiple of 90° from the other 

points.  Motion in the horizontal (z) direction is slightly more complex. Points at the same end 

of the vessel holder follow the same path, but out of phase by 180°. The trajectories of points 

at opposite ends are also out of phase with each other (by 90°). In addition, there is an 

horizontal displacement and an inversion (mirror image). These transformations, where PC 

and PD have been transformed applying the rule above, as shown in Figure 4.6. 

 

 

Figure 4.6: x,y,z positions for point PA, P’
C and P’

D from Multiple-PEPT at 23 rpm for one 

shaft rotation. 
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From Figure 4.6 it can be seen that the three measured points follow the same trajectories. 

There are some small differences due to the location error for the tracers’ location in the 

measurement. It can be concluded though that to minimize the error, and obtain a better 

motion reconstruction into DEM, only the trajectory of a single point PA need be used as this 

is the most intense source. Subsequent calculation and experiments used a single particle on 

point PA in order to yield a more accurate trajectory. Hence, the trajectories for the other PB, 

PC and PD points were inferred from point PA using the symmetry described above. Note that 

the point PB is on the opposite knob with reference to the point PA in Figure 4.4. 

 

 

Figure 4.7: Definition of the vessel fixed unit vector coordinate system (l,m,n)Schematic 

representation of the experimental measurement of the Turbula motion by PEPT. 

 

The position and orientation of the Turbula can be defined uniquely by the position vector of 

its centroid, PM, a vector along its axis l (  

€ 

ˆ l  unit vector), and a radial vector m (  

€ 

ˆ m  unit vector) 

as shown in Figure 4.7 above. The vector n is always normal to m and l. PM, l and m are 

related to PA, PB, PC and PD   by: 

  (4.1) 
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The components of PM,   

! 

ˆ l  and   

! 

ˆ m  are periodic and can therefore be expressed as Fourier series 

of the form: 

! 

f(t) = 1
2 0a +

n =1

"

# [ na cos(2$nt /T)+ nb sin(2$nt /T)]  (4.4) 

 

where a0 , an and bn are Fourier coefficients and T is the rotational period, 2.613 s at 23 rpm.   

Satisfactory approximations can be obtained by using only a few terms in the Fourier series; 

the original and reconstructed values of the components of l and m are compared in Figure 4.8 

and Figure 4.9. 

 

 

Figure 4.8: Components for the unit vector . 
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Figure 4.9: Components for the unit vector .!

 

4.4 Results and discussion 

The Gibbs-Rodrigues representation [22] provides a convenient way to calculate " i. A 

rotation by an angle ! about an axis defined by a unit vector n is represented by a vector 

r=n tan(!/2). 

The rotation from orientation l, m at time t to new orientation l', m' at time t'=t+tstep is given 

by: 

! 
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where #ijk is the unit anti-symmetric tensor and ! is calculated as follows: 
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The average angular velocity over this time step is therefore given by: 

  (4.7) 

 

Figure 4.10 shows the calculated components of the angular velocity as a function of time. 

 

Figure 4.10: Components of the angular velocity " . 

 

EDEM imposes "  about the origin of the coordinate system rather than the centroid of the 

Turbula, so the translational velocity necessary to match the movement of the centroid is 

given by: 

  (4.8) 

 

Again, the components are reported in Figure 4.11. 
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Figure 4.11: Components of the linear velocity v. 

 

The tabulated values of v and "  at each timestep are used for importing the motion into DEM. 

The experimental measurement of the motion tracking has been conducted at 23 rpm, but can 

easily be scaled to other speeds by modifying v and " , this allowed the selection of different 

operational speeds.  

The EDEM software allows the motion of a rigid solid body to be defined as a superposition 

of translational and rotational movements by definition of the velocities, translational and 

rotational at every specific timestep as reported in Figure 4.12. It does this by approximating 

the smooth motion of the Turbula as a succession of discrete timesteps during which the 

translational and angular velocities are constant. The procedure to import the measured 

motion into EDEM is extensively explained in Chapter 5. In this first attempt of modelling the 

Turbula mixer, a motion timestep of tstep =0.01 s has been chosen since the EDEM software is 

limited in how many total superimposed translations and rotations can be defined due to 

computational limitations. However, this time step should be chosen sufficiently small to have 

negligible effect on the solution. In the DEM simulations the translations and rotations values 

here defined for one cycle are repeated for the total number of desired motion periods. These 
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methodology guarantees the modelled vessel always repeat the same motion over time and 

return to the initial position after each cycle (ref. Chapter 5). 

 

Translational velocity: 

<linear_translation name=“ti” t_start=“t1+(i-1)⋅ tstep” t_end=“t1+i⋅tstep” 

start_vel_x=“v1i” start_vel_y=“v2i” start_vel_z=“v3i” 

…… 
Rotational velocity:  
<linear_rotation name=“ri” t_start=“t1+(i-1)⋅ tstep” t_end=“t1+i⋅tstep” 

start_angvel_x=“ω1i” start_angvel_y=“ω2i” start_angvel_z=“ω3i” 

Figure 4.12: Coding for translations and rotations into EDEM. 

 

with i=1:n , where n is the desired number of translation and rotations that will give the total 

motion duration. ti is the actual time at which the linear translational velocity (v1i,v2i,v3i) and 

rotational velocity (ω1i,ω2i,ω3i)  are applied. 

 

4.5 Conclusions 

Multiple Positron Emission Particle Tracking has been used to measure the Turbula motion. It 

has been shown that the Multiple-PEPT technique can track three particles and it has been 

used to understand the Turbula motion showing that only one tracked point is sufficient to 

describe the dynamic due to the symmetry in the Turbula motion. Both the translational and 

rotational motions of the solid body (mixer chamber) are calculated to recreate the motion 

into the DEM software. 
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Chapter 5 

DEM modelling of particle motion in a Turbula mixer 

 

 

The overall aim of this work is to evaluate the usefulness of DEM to investigate flow and 

mixing mechanisms in systems difficult to study experimentally. The Turbula mixer was 

selected because it exhibits a regular yet complex motion. 

In this chapter the three-dimensional motions of particles in a Turbula mixer were calculated 

using the 3D discrete element modelling commercial package EDEM provided by DEM-

Solutions. This package is capable of managing complicated geometries and complicated 

dynamics. The Hertz Mindlin contact model implemented in EDEM was adopted for the 

interparticle force calculations. The mixer motion was measured and mathematically 

reconstructed, as described in Chapter 4, and then imported into EDEM so that the same 

movement could be applied to the modelled vessel. This chapter describes the output of the 

model and discusses the new challenges of interpreting the large quantity of complex 

numerical data. The vessel located in the mixer chamber is subjected to intensive, 

periodically pulsating movements. In particular, initial studies on the mixing mechanisms and 

description of macroscopic particle movement have been carried out. The dispersion 

coefficients in axial and radial directions were defined and related with the mixing 

effectiveness at different rotational speeds. The mixer displayed a very interesting 

relationship with speed. At low speed, its transverse and axial mixing performance decreased 

significantly with increasing speed, going through a minimum at medium speed before 
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recovering completely at high speed. It appears that the motion of the Turbula mixer goes 

through a transition that has a profound effect on mixing performance. The implication is that 

unless this is understood, it will be difficult a priori to identify optimum operating conditions. 
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5.1 Introduction: uni-axis and multiple-axes blender motion 

Granular mixing in rotating blenders has been extensively studied [1,2,3,4,5]. Most of the 

DEM numerical models of rotating blenders from the literature involve relatively simple 

rotating systems in which motion is characterised by one-dimensional motion for the vessel 

about one-fixed axis due most probably to the geometric limitations of codes used. This has 

been addressed to a large extent by the developers of commercial DEM packages, such as 

EDEM, who have placed emphasis on integration with CAD. Thus it is now possible to model 

complex geometries [6] and also complex movement of these geometries. The Turbula mixer 

is a laboratory scale mixer, which is widely used in industry for the development or testing of 

new granular products. It comprises a simple vessel geometry (cylinder) that moves with a 

complex, yet regular 3D motion giving rise to rapid and thorough mixing of the contents. The 

container motion consists of two rotations of the container around its longitudinal axis and a 

horizontal translation. The operation of the Turbula is as follows: the mixing vessel is held 

within a cage that undergoes regular periodic motion driven by drive shafts through universal 

couplings at each end of the cage, as depicted in Figure 5.1. 

 

 

Figure 5.1: The container, located in the centre of the cage in the Turbula mixer. 
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The mixer presents an ideal system for evaluation of the power of DEM to simulate complex 

simulations. In the present work the first DEM numerical modelling of the Turbula mixer has 

been developed.  

The application of Magnetic Resonance Imaging (MRI) [7] is the only study in the literature 

where the mixing process, for free flowing non-cohesive material, has been characterised 

under different conditions. In this work the rate of mixing of particles with monomodal and 

bimodal size distributions was quantified using a segregation index. Experiments revealed 

that segregation appeared as soon as different sized particle were present. Moreover, the lower 

the rotation speed, the more segregated the final state was. 

 

5.2 Simulation conditions and DEM input parameters 

EDEM is based on the algorithm developed by Cundall and Strack [8]. The Hertz Mindlin no 

slip contact model is employed. Mixing experiments by PEPT were used to validate the 

simulation, and results will be presented in Chapter 7. 

This chapter has focussed on simulation of granular mixing of simple particles (spheres) in a 

simple cylindrical geometry that is subject to a highly complex, but regular motion measured, 

as mathematically described in Chapter 4. The cylindrical vessel is driven by the Turbula 

chamber, which is moved by a shaft connected with the motor. In Chapter 4 the method of 

physically recording the 3D motion of the Turbula mixer, converting this to time dependent 

(periodic) rotational and translational velocity vectors and importing this motion into EDEM 

was described. EDEM is capable of simulating granular flow in complex geometries, 

imported from CAD software, subject to complex motion. 

Here that motion has been applied to a 45 mm diameter and 80 mm long cylindrical vessel 

50% filled with spheres (assuming packing of about 60%), monomodal and bimodal particle 
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size, as defined from particle bed size ratio R=dparticle_type_A/ dparticle_type_B. The volume was the 

same for particle type A and type B. A range of Turbula shaft rotating speeds, from 23 rpm up 

to 69 rpm, were studied, corresponding to the physical range of the T2F commercial machine 

already described in Chapter 4. The different simulations conditions are reported in Table 5.1. 

 

Table 5.1: Turbula mixer EDEM simulation conditions. 

Particle 
diameter (mm) 

(Number of 
particles) 

Fill 
% 

Particle 
diameter 
ratio R 

Turbula speed 
(rpm) 

Loading 
pattern 

Baffle 

2  (9000) !50 1 23-34-46-57-69 Axial No 

2  (9000) !50 1 23-34-46-57-69 Transverse No 

2 (4500) 
1.4 (13100) 

!50 1.4 23-34-46-57-69 Axial No 

2 (4500) 
1.4 (13100) 

!50 1.4 23-34-46-57-69 Axial Yes 

 

 

Figure 5.2: Initial loading patterns: (a) Axial. (b) Transverse. 
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For the monomodal particle size (R=1) the two different initial distributions, axial and 

transverse, were investigated in an attempt to elucidate axial and radial mixing respectively. 

In the axial distribution pattern the spheres were initially completely segregated in the axial 

direction while the transverse loading the segregation was in the radial direction. 

The properties of the spheres used in the DEM simulations are listed in Table 5.2. These have 

the same properties to spheres which have previously been employed for glass beads in [9]. 

The shear modulus was chosen at an artificially low value of 2x106 Pa in order to reduce the 

simulation time, as has been extensively done in the literature. The particle size used in this 

work was chosen in order to obtain a reasonable simulation time. The effect of air was not 

considered in the simulations. 

 

Table 5.2: Physical parameters and their values used in the EDEM simulations. 

Parameter Value 

Particle density, ρ (kg/m3) 2500 

Particle shear modulus, G (Pa) 2x106 

Particle Poisson’s ratio, ν 0.3 

Vessel density, ρ (kg/m3) 1200 

Vessel shear modulus, G (Pa) 3x109 

Vessel Poisson’s ratio, ν 0.3 

Particle-particle static friction coefficient, µs 0.5 

Particle-particle rolling friction coefficient, µr 0.01 

Particle-vessel static friction coefficient, µs 0.35 

Particle-vessel rolling friction coefficient, µr 0.005 

Particle-particle restitution coefficient, ε 0.75 

Particle-vessel restitution coefficient, ε 0.75 
 

 



 176 

Table 5.3: Summary for the predicted EDEM (version 2.3, 2 processors) simulation time for 

45 s total simulation time (23 rpm) if input parameters were chosen were same as those 

measured for zeolite particles in Chapter 3. 

Parameter Value 
Number of particles (≈50% fill) 

(assuming 60% packing) 2,143,347 

Particle diameter, d50 (mm) 0.338 
(measured) 

Particle density, ρ (kg/m3) 2410 
(measured) 

Reduces Elastic modulus E* (Pa) 

2.93 x109 
(single particle compression) 

9.7x109 - 34.3x109 
(nanoindentation) 

Particle Poisson’s ratio, ν  0.3 
(assumed) 

Particle shear modulus G (Pa) 1.2x109 - 14.5x109 

Vessel density, ρ (kg/m3) 1200 

Vessel shear modulus, G (Pa) 3x109 

Vessel Poisson’s ratio, ν 0.3 
Particle-particle static friction 

coefficient, µs 

0.53 
(tan ϕe ref. Chapter 3) 

Particle-particle rolling friction 
coefficient, µr 

0.01 
(assumed) 

Particle-vessel static friction 
coefficient, µs 

0.21 
(tan ϕw ref. Chapter 3) 

Particle-vessel rolling friction 
coefficient, µr 

0.005 
(assumed) 

Particle-particle, particle-vessel 
restitution coefficient, ε 

0.75 
(assumed) 

Predicted total simulation time after 
0.00534 s (total desired simulation 

time 45 s) 

450 hours with only 5343 
particles created  

(Particle shear modulus G  
1.2x109 Pa) 

 

The initial idea was to model particles with the properties measured in Chapter 3. The true 

material properties of this material, such as shear modulus and particle size, however, meant 
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that simulations would have been unfeasibly long for the available software version and the 

purpose of this study. An example of the very long predicted time for the zeolite catalyst 

material is reported in Table 5.3. The prediction was done by setting up the model and 

running it, the EDEM software calculated the simulation time as it progressed. The predicted 

total computational time after just 0.00534 s of simulation, was 450 hours with only 5343 

particles created. 

 

5.2.1 Definition of vessel motion in EDEM package 

The EDEM software allows the motion of a rigid solid body to be defined as a superposition 

list of translational and rotational movements as schematically reported in Figure 5.3. It does 

this by approximating the smooth motion of the Turbula as a succession of discrete timesteps 

during which the translational and angular velocities are constant. These values for the 

translation and rotational speeds imported into the model were directly measured as reported 

in Chapter 4. In this first attempt of modelling the Turbula mixer, a motion timestep of 

tstep_motion =0.01 s (i=1:n) was chosen since the EDEM software is limited in how many total 

superimposed translations and rotations can be defined due to computational limitations. n is 

the desired number of translation and rotations that will give the total motion duration. ti is the 

actual time at which the linear translational velocity (v1i,v2i,v3i) and rotational velocity 

(w1i,w2i,w3i)  are applied. Physically, this corresponds to subjecting the contents of the Turbula 

mixer to a succession of small impulsive blows, but the time step has been chosen sufficiently 

small that this should have a negligible effect on the solution. 
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Figure 5.3: Definition of list of translations and rotations into EDEM at each motion timestep. 

 

The procedure to import and superimpose the list translational and rotational movements to 

the cylindrical vessel is represented in Figure 5.4. This consists of various steps in the two 

different EDEM environments: the EDEM Creator and the EDEM Analyst. Firstly the 

cylindrical geometry was created in the EDEM Creator. Secondly, the input deck file 

(extension *.xml) was exported from the EDEM Analyst and modified by substitution of the 

PEPT measured list of translational and rotational velocities at each motion timestep in the 

section corresponding to the definition of the dynamic. Finally the *.xml input deck was re-

imported from EDEM and hence the dynamic was superimposed to the cylindrical geometry. 

 

 

Figure 5.4: Steps in EDEM software to define the translational and rotational movements for 

the cylindrical geometry. 
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Driven by the vessel movement, the particle bed moves within the vessel with a periodic 

behaviour (see movie files in the attached DVD, the list of simulation is contained in the 

simulation_list.txt files). Figure 5.5 shows the vessel movement during one complete shaft 

rotation. One rotation of the shaft imparts one rotation of the vessel around its longitudinal 

axis and two backward-forward horizontal translational motions. In order to help the reader to 

visualize the rotation of the vessel, three fixed points (a,b,c) have been highlighted at the 

sequential time-steps (from 1 to 21) and the horizontal translation is exaggerated for clarity. 

Vessel translation: the vessel moves backwards and forwards, changing its direction of 

motion at the end of each quarter turn of the shaft. At the same time the inclination of the 

vessel to the horizontal reverses. Inversion: the sharp reversal in direction of translation and 

the rapid change in orientation of the vessel at the end of each quarter revolution give a “kick” 

to the contents of vessel. 
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Figure 5.5: Schematic explanation of vessel motion and idea of inversion. 

 

A range of Turbula shaft rotating speeds, from 23 rpm up to 69 rpm, were studied. Figure 5.6 

shows the origin O’ of the vessel co-ordinate system (x,y,z) defined at the midpoint of the 

vessel axis and by the three components of the unit vectors (

! 

ˆ l , ˆ m , ˆ n ) from the EDEM model. 

These describe the orientation of the vessel at every motion timestep. P1,P2,P3,P4 are four 

points fixed on the cylindrical vessel and (X,Y,Z) is the absolute EDEM fixed coordinate 

system and the cylinder moves with respect to such system. Particles inside the vessel (only a 
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blue one is represented) move with respect to the absolute coordinate system (X,Y,Z), vector 

r’, but also relative to the (x,y,z) coordinate  system. 

 

 

Figure 5.6: Definition of the coordinate system x,y,z fixed with the vessel geometry from the 

X,Y,Z coordinate system from DEM. 

 

To demonstrate that the actual motion reproduced in EDEM was correct, the components for 

unit vectors 

! 

ˆ l , ˆ m  from the EDEM model were plotted at different rotational speeds for the first 

complete period of motion, Figure 5.7. The component 

! 

ˆ n  was always normal to the 

component 

! 

ˆ l , ˆ m . The periods of motion respectively at 23, 34, 46, 57 and 69 rpm 

corresponded to about 2.61, 1.76, 1.30, 1.05 and 0.87 s. The plot shows how the motion was 

uniformly and correctly scaled with the speed. For each period of motion related to the 

desired speed, the vessel always assumed the same orientation and position. 
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Figure 5.7: Comparison between unit vectors 

! 

ˆ l , ˆ m  at different rotational speeds. 
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From Figure 5.7, it can be seen that over just one period of motion the components for the 

unit vector 

€ 

ˆ l , ˆ m  from the simulations assumed the same values (cylinder occupied the same 

position in the space) during the application of the motion but with different period of motion 

and hence different operating speeds. It is important to note that the total motion was 

nevertheless equal to the application of such motion over the total number of motion periods 

desired (total simulation time).  

 

5.2.2 Data processing 

The DEM software can provide micro-dynamic information at the particle scale level. For 

each particle the positions (X,Y,Z) relative to the DEM origin fixed coordinate system are 

obtained. The vessel translates and rotates relative to this coordinate system and, therefore, 

the position of each particle must be transformed from the fixed coordinate  (X,Y,Z) system to 

a Lagrangian coordinate system (x,y,z) fixed with the vessel geometry as described in Figure 

5.6. 

The transformation represented by Eq.(5.1) was used to obtain the particle position (x,y,z) in 

cylinder coordinates from the particle position (X,Y,Z ) in EDEM coordinates at each time 

step. 

  (5.1) 

 

Where (X,Y,Z) are the coordinates of the particle P (blue particle in Figure 5.6) with respect to 

fixed DEM coordinate system. ( , , ) and ( , , ) are origin position and the 
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unit vector components that define the orientation of the (x,y,z) vessel coordinate system at 

any moment in time.  

Figure 5.8 shows the movement of a randomly selected particle in terms of its coordinates 

(x,y,z) for different Turbula shaft operational speeds (23, 46, 69 rpm).  

 

 

Figure 5.8: Typical particle position (x,y,z) with respect to the vessel coordinate system. 

 

Movement was rhythmic and pulsating. The particle spent a relatively long period stationary 

(relative to the vessel) followed by rapid movement, repeated twice during each shaft rotation. 

It is interesting to note that, despite large displacement of the particle during the rapid 

movements, the net displacement over the course of a shaft rotation was relatively small. The 
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particle moved and then returned almost to the same position. In axial movement the forward 

and reverse movement comprised a single rapid swing, occurring twice within each shaft 

rotation. Conversely, in the cross-section, the forward and reverse motions were separated by 

the quiescent periods, and so occurred just once per shaft rotation. It would appear that these 

large rapid movements were bulk, with little movement of particles relative to each other. 

 

5.2.3 Definition of the segregation (mixing) index  

The degree of mixing and the time needed to achieve acceptable mixing can be predicted by 

simulations. There are two main approaches that can be used to quantify mixing in DEM 

simulations. The first is analogous to experimental approaches in which the coefficient of 

variation of the composition of “samples” is computed [10]. This approaches an asymptotic 

value as complete mixing is reached [11]. The alternative, adopted here, is to use the 

distribution of contacts between particles, as previously described [12,13]. A bed of particles 

was assumed to be uniformly mixed when the number of contacts between the particles of 

opposite fractions started to randomly fluctuate around a constant value. In this work a 

segregation parameter based on contact between particles of different species type A and type 

B was employed as previously proposed [14]. Here the segregation index S is defined as: 

€ 

S =
CAA

CAA +CAB

+
CBB

CBB +CAB    
(5.2) 

 

where CAA, CBB and CAB  is the total number of contact between particles of different species 

A and B as schematically described in Figure 5.9. 
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Figure 5.9: Schematic representation of contacts between particles for the definition of the 

segregation index based on contacts between particles of different species. 

 

The segregation index can range between 0#S#2 according to Table 5.4, and for random 

mixtures it assumes the value of S=1. Either side of S=1 are unstable states of segregation 

(S>1) and an ordered mixed system (S<1). S=0 corresponds to a special ordered system in 

which there are no CAA or CBB contacts.   

 

Table 5.4: Values for the segregation index S. 

CAA CBB CAB Segregation index 

$0 $0 =0 Completely segregated system 
S=2 

$0 $0 $0 2>S>0 

=0 =0 $0 Perfect ordered system S=0 
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The definition of such index can be statistically described as follow. In a truly random 

mixture, the fraction, F, of the total contacts associated with each type is determined from the 

number fractions, NA and NB: 

FAA = NANA (5.3) 

 

FBB = NBNB (5.4) 

 

FAB = NANB (5.5) 

 

FBA = NBNA  (5.6) 

 

By definition FAB = FBA= half the total number of A-B contacts counted and 

FAA+FBB+FAB+FBA=1. So for a truly random mixture: 

 

(5.7) 

 

5.2.4 Definition of coefficients of dispersion: particle dynamic analysis 

The effect of the rotational speed on the mixing efficiency can be quantitatively estimated by 

studying the particle motion in the axial and radial directions, and by defining axial and radial 

dispersion coefficients, Dx and Dr in mm2s-1. The axial position was here considered along the 

x-direction, the cylinder axis in Figure 5.6, while the radial position was given by 
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. The axial dispersion coefficient has been used to measure the rate of mixing in 

the V-blender where side-to-side mixing happens in the axial direction [15]. 

In this work axial and radial dispersion coefficients have been defined as the square of the 

axial and radial displacements for all the particles within the vessel in one shaft rotation 

period: 

 
(5.8) 

 

 
(5.9) 

 

Where  and  are the axial positions of the particle i at time tk and at time tk+1; n is the 

total number of particles and N is the total number of shaft rotation considered (NR=15). 

Similarly  and  are the radial positions of the particle i at time tk and at time tk+1. (tk+1-tk) 

corresponds to the shaft period of rotation. These two coefficients will be compared with the 

results obtained from mixing experiment in PEPT and presented in Chapter 7. 

 

5.3 Results: DEM mixing studies bed size ratio R=1  

In order to follow and quantify the mixing process, the particle population was divided into 

two equal sized fractions of identical 2 mm particles A and B. The vessel was filled 

sequentially to give initially segregated fill patterns shown in Figure 5.2. The particles were 

identical so it would be expected that the mixing process would eventually lead to a random 

distribution of the two fractions corresponding to a segregation index S equal to 1. 
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5.3.1 Axial loading patterns: influence of rotational speed on the mixing rate 

Firstly, the system with the “axial” loading pattern was studied. The segregation index S for 

various rotational speeds is presented in Figure 5.10. It can be observed that all the lines 

tended towards the asymptotic value corresponding to random mixing S=1. At different 

rotational speeds, however, the number of rotations necessary to achieve this value changed, 

implying a change in mixing rate per revolution. 

 

 

Figure 5.10: Segregation index as a function of rotational speed and blender revolutions NR. 

Example of fitted curve for 46 rpm. 

 

It can be seen that the mixing process can be fitted with the exponential decay curve, 

Eq.(5.10). A representative fit (for 46 rpm) is shown in Figure 5.10. 

 (5.10) 
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where NR is the actual number of rotations, Nmix is the characteristic number of shaft rotations 

required to achieve a 63.2% decrease in the segregation index (mixing), S0 the initial 

segregation index (approximately 2),  and  the asymptotic value for the segregation index 

(equal to 1 in the case of random mixing). The values of  and Nmix were determined by 

minimization of the sum of squares of the difference between the segregation index 

determined from the simulation by using Eq.(5.2) and the exponential decay law, Eq.(5.10). 

The shape of these curves is typical of mixing curves seen in other systems [16]. In Figure 

5.10 the initial steep part of the curve corresponded to a fast reduction in heterogeneity 

associated with macroscopic bulk movement of material (shearing or convection). These large 

movements of material had the major effect in terms of the initial mixing rate. This is 

followed by a much slower period where mixing was achieved by microscale diffusive 

mechanisms in which movement of single or small groups of particles were contributing to 

the improvement of mixing [17]. Although the particle movements associated with both 

mixing mechanisms occurred simultaneously throughout the mixing process, the importance 

of each depended on the magnitude of movement of particles relative to each other compared 

to the scale of segregation. In a segregated system (i.e. early in the mixing process described 

here) the average separation distance of the two populations is relatively high and small scale 

movements from dispersive mechanisms have a limited effect compared to the large bulk 

movements arising from convective flows. As mixing proceeds, the clusters of the like 

particles become smaller and the average separation distance of the two populations will 

reduce. Once this separation approaches the mean free movement due to dispersion, then 

dispersive mechanisms start to dominate. The characteristic mixing time, tmix, can also be 

defined as the quotient of Nmix and the rotational speed of the mixer. These two numbers 

illustrate the effect of speed on mixing efficiency for the Turbula as shown in Figure 5.11. 
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Figure 5.11: Characteristic number of rotations and characteristic mixing times (to achieve 

63.2% mixing) as function of shaft rotation speed. 

 

The non-monotonic relationship between characteristic number of rotations (rate of mixing) 

and operational speed is interesting. Figure 5.11 shows there was a steady and marked 

deterioration in mixing efficiency as shaft speed increased from 23 to 46 rpm, followed by 

improvement as speed further increased to 69 rpm. In fact, in terms of the number of 
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revolutions required to achieve mixing, 23 rpm and 69 rpm were almost identical (the 23 and 

69 rpm curves in Figure 5.10 overlap) hence the faster speed achieves the mixing three times 

faster. At 46 rpm, the mixing efficiency was so poor relative to 23 rpm that, despite operating 

at twice the speed, it still took double the time to achieve the same degree of mixedness. The 

use of the segregation index was demonstrated qualitatively by snapshots of the vessel 

contents in Figure 5.12. The difference in mixing as speed increased from 23 to 46 to 69 rpm 

is clear: after just five rotations the particles were almost completely dispersed at 23 and 69 

rpm compared to 46 rpm where the particles appeared to have barely moved from the initial 

loading pattern. The mixing was clearly less effective in the axial direction at 46 rpm. In fact, 

according to Figure 5.11, it would take about 20 revolutions to achieve the same degree of 

mixing at this speed. 
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Figure 5.12: Snapshots of particles within the vessel as mixing proceeded from the 2nd to the 

5th shaft rotation at 23, 46 and 69 rpm. 

 

Snapshots at different rotational speeds of 23, 46 and 69 rpm are reported to show the vessel 

position and direction of motion to visualise the bed behaviour at different point in time 

(a,b,c,d,e,f,g,h). 
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Figure 5.13: Snapshots of vessel position during the first complete rotation at 23 rpm. 
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Figure 5.14: Snapshots of vessel position during the first complete rotation at 46 rpm. 
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Figure 5.15: Snapshots of vessel position during the first complete rotation at 69 rpm. 
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As mixing progresses there is no reason to expect particles to return in their previous position 

after a shaft rotation of the mixer. The “dispersion coefficient”, therefore, should be related 

with the mixing time since it is a measure of the degree of disorder as a function of speed 

since it represents the change of particle positions after each rotational period. The effect of 

rotational speed on the mixing efficiency, qualitatively shown in Figure 5.12, has been 

estimated by using the definition of axial and radial dispersion coefficients, Dx and Dr, given 

by Eq.(5.8) and Eq.(5.9) which values are reported in Figure 5.16 as function of the mixer 

speed. 

 

 

Figure 5.16: Axial and radial dispersion coefficients Dx and Dr as a function of the rotational 

speed. 

 

It can be observed that the axial dispersion decreased initially until the rotational speed 

reached 46 rpm and above this value it increased again. The radial dispersion was 

considerably smaller than the axial coefficient and showed a very different dependence on 

speed. This and the similarity between the rate of mixing measured by contacts, Figure 5.10, 
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and the axial dispersion, Figure 5.16, suggests quite strongly that the dominant mixing 

mechanism was in the axial direction. 

 

 

 

Figure 5.17: Cylindrical vessel binned in axial x direction every 10 mm and orientation of the 

vessel. 

 

The cylindrical vessel was binned in the axial direction every 10 mm, Figure 5.17. For the 

cylinder orientated as shown in Figure 5.17 (this correspond to the position and orientation h 

in Figure 5.13, Figure 5.14 and Figure 5.15) the number of particles inside every bin was 

counted after each rotation for a total number of 15 rotations. Figure 5.18 shows the average 

number of particles inside each bin for the number of rotations considered. It can be seen that 

at high rotation speed the effect of inertial forces in the axial direction compressed the 

particles toward the end bin 8. Marked differences were seen between low speed and high 

speed with two apparent groups of curves. From 23 up to 46 rpm, the particles are uniformly 

distributed between bin 2 and 7. The medium speed seems to represent again some sort of 
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critical velocity with a step change beyond 46 rpm, which corresponded to an higher 

concentration of particles towards the right end of the vessel, from bin 5 until 8. This was 

probably another indication that the medium speed (46 rpm) corresponded to a critical speed 

for the change of the bed behaviour. 

 

 

Figure 5.18: Average number of particles during the 15 rotations inside each bin. 

 

The axial dispersion coefficient, Dx, has been calculated according to the particle positions in 

the axial direction (bin) at the beginning of each rotation. In Figure 5.19, it can be noted that 

the trend for the dispersion coefficient in the axial direction Dx was maintained and at medium 

speed the particles seemed to change their axial position less after each rotations. It can be 

noticed that the particles between bin 1 and bin 4 (particles in front of the bed) changed axial 

position more than the particles that were located between bin 5 and bin 8 (particles near the 

end wall and compressed with in the bed). These particles in the front of the bed had a greater 

degree of freedom and, therefore, more chance of changing their position after each rotation. 
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Figure 5.19: Axial dispersion coefficient Dx calculated considering particle binning. 

 

5.3.2 Transverse loading patterns: influence of rotational speed on the mixing rate 

From the previous discussion it seems that the mixing was less effective at 46 rpm due to the 

poor mixing in the axial direction. To investigate this, the vessel was filled with the transverse 

loading pattern shown in Figure 5.2, where the particles were initially uniformly distributed 

along the axial direction, but completely segregated in the transverse direction. 

 

 

Figure 5.20: Characteristic number of rotations for the two loading patterns as a function of 

rotational speed. 
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As can be seen in Figure 5.20, the initial distribution had little effect at the extremes (23 and 

69 rpm) where the mixing was efficient. At 46 rpm, where the efficiency was poor, the effect 

of distribution was quite marked: the effect of the initially uniform axial distribution was to 

reduce the number of revolutions required to achieve mixing – albeit only by about 25%.  

And at 46 rpm, mixing was still considerably less efficient than at 23 or 69 rpm. So, while 

important, it seems that axial dispersion was not the only reason for the change in efficiency. 

 

5.3.3 Particle movement in axial direction 

The x directional distance travelled at different speeds the movement of ten particles, as 

selected in Figure 5.21, was followed. 

 

 

Figure 5.21: 10 particles selected for “bucket” analysis. 

 

The periodic movement in axial direction is shown in Figure 5.22 for one of the selected 

particles. The axial position of the selected particle is depicted at 23, 46 and 69 rpm. Particle 

movement in the axial direction (from one peak to the following peak, distance travelled 

during horizontal translation of the vessel) was periodically alternated with a period of no 
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particle movement in the axial direction (plateau). These plateaus corresponded to the 

inversion of the vessel. 

 

 

Figure 5.22: Plot of x position against number of rotation for one of the ten particles particle 

at 23, 46 and 69 rpm for 15 shaft rotations (left) and plot for the first 3 rotations (right), 

definition of peak. 
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During the motion of inversion for the vessel, there were periods during which the particles 

alternated between axial movement periods and static periods. For the three speeds (23, 46 

and 69 rpm) the vessel orientation, between rotation 1 and 2, is shown in Figure 5.23 for the 

same fraction of rotation. This illustrates how the particle bed changed shape as a function of 

the operating speeds, indicating that inertial forces probably played an important role at the 

highest speed. 
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Figure 5.23: Plot of x position for one of the ten particles during the motion between rotation 

1 and 2 with the corresponding orientation for the vessel at the same rotation fraction.  

 

In the next plot, Figure 5.24, the average of the length of such static periods for the ten 

particles selected is plotted as a function of speed. The scatters for each data point were very 

small, hence no error bars are evident. It can be observed that by increasing the speed the bed 

movement in the axial direction showed shorter duration for the static periods during the 

vessel cycled movement. 
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Figure 5.24: Length of average plateau periods in axial direction for the ten particles selected 

as a function of speeds. 

 

For the 10 selected particles the frequency distribution peak axial displacement was calculated 

for all the 15 shaft rotations, Figure 5.25. By increasing the speed the distribution of peaks 

tended to reduce toward a narrower distribution (qualitatively same trends observed from 

PEPT, but not same absolute values, ref. Chapter 7). 
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Figure 5.25: Number of peaks divided by total number of peaks during the 15 shaft rotations 

at different shaft rotational speeds. 

 

It seems that different axial mixing mechanisms were competing as a function of the 

operating speeds. The more random distribution of axial movement in the axial direction at 

lower speed could explain why at such speed the dispersion coefficient in axial direction was 

high and therefore mixing rate assumed a high value. Particles at this lower speed probably 

also had more time for changing their reciprocal positions between two consecutive 

inversions of the vessel. By increasing the speed the distribution of axial movement for the 

ten particles became narrower. This indicated that during the motion between the vessel 
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inversions the particles travelled similar distances in the axial direction. This corresponded to 

the period where the particles are shunted from one end to the other end of the vessel. Similar 

qualitative trends have been observed in the experiments PEPT confirming the numerical 

predictions (ref. Chapter 7). 

 

5.3.4 Particle speed analysis 

In this section the scalar particle velocities with respect to the coordinate system (x,y,z) fixed 

to the vessel have been analysed during one rotation. The particles average speed in the axial 

direction vx_particle, the particles average transverse direction vr_particle, and the overall particle 

average speed vparticle, are defined as follows: 

€ 

vx _ particle = vx  (5.11) 

 

€ 

vt _ particle = vy
2 + vz

2  (5.12) 

 

€ 

vparticle = vx
2 + vy

2 + vz
2  (5.13) 

 

In Figure 5.26 the overall average particle speed, vparticle, during a vessel period motion is 

shown. As expected, the particle average speed increased with the increase of the operational 

speed. The period for the speed vparticle corresponded to the period of the shaft rotation since 

during each shaft rotation there were four inversions. The average particle speed being always 

higher than zero implies that the particles kept moving relative to each other even when the 

vessel was inverting the direction of motion. 
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Figure 5.26: Particles average speed vparticle increases with the increase of the operating speed. 

 

At each timestep the components for the vessel translational and rotational velocity 

components are known from the motion definition (ref. Paragraph 5.2.1). Axial and transverse 

particles speed vx_particle, and vt_particle have also been normalized with respect to the vessel 

translation and rotational velocity vvessel and $vessel as follows: 

! 

vx _ particle
vvessel

=
vx _ particle
v1
2 + v2

2 + v3
2

 (5.14) 

 

! 

vt _ particle
" vesselD

* =
vt _ particle

D* w1
2 + w2

2 + w3
2

 (5.15) 

 

With D* that is given as geometric parameter for the vessel considering the length and the 

radius: 

! 

D* =
Dvessel

2
" 

# 
$ 

% 

& 
' 
2

+ Lvessel( )2 = 22.52 + 802  (5.16) 
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For a given rotation Figure 5.27 and Figure 5.28 report the normalised particle speed, 

calculated by Eq.(5.14) and Eq.(5.15). It can be noted that the average axial velocity vx_particle 

had the same period of the vessel velocity vvessel. Again it can be noted that the normalised 

velocity increased slightly with the operational speed.  

 

 

Figure 5.27: Normalised axial average particles velocity. 

 

 

Figure 5.28: Normalised transverse average particle velocity. 
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The normalised transverse average particle velocity had an interesting behaviour as a function 

of operating speed. Two areas on the plot can be highlighted with apparent differences, firstly 

at low values and also at high values of the normalised transverse average particle velocities. 

From 23 up to 46 rpm there was not much difference at low values, with all three lines 

following a similar path. When the speed was increased to 57 rpm or 69 rpm, however, the 

path of the lines significantly deviated from the other three speeds and the minimum values 

obtained increased. At high values, for speeds of 23 and 34 rpm there were “double kicks” 

which became less evident at 46 rpm, and were almost absent at both 57 and 69 rpm. 

From the previous plots it seems that different mechanisms occurred simultaneously and their 

importance probably changed as function of the operating speed. Mixing efficiency is likely a 

combination of their effect in the axial and transverse directions. 

 

5.4 Results: DEM mixing studies influence of rotational speed for a particle bed size 

ratio R=1.4 (bimodal particles) 

It is well known that during mixing particles of sufficiently different sizes may segregate [10], 

even in simple shear flows. Here we investigated segregation using a bi-disperse collection of 

particles with different sizes. The cylindrical vessel was partially filled (50% fill level 

including voidage) with spherical particles with a particle bed size ratio R=1.4; the two 

particle fractions had equal volume. The movement of the vessel simulated at five speeds is 

summarised again in Table 5.5 for five different cases. 
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Table 5.5: EDEM simulations conditions for R=1.4. 

Case Particle diameter (mm) 
(Number of particles) 

Fill  
% 

R 
Speed 
(rpm) 

1 2 (4500)  - 1.4 (13100) !50 1.4 23 

2 2 (4500)  - 1.4 (13100) !50 1.4 34 

3 2 (4500)  - 1.4 (13100) !50 1.4 46 

4 2 (4500)  - 1.4 (13100) !50 1.4 57 

5 2 (4500)  - 1.4 (13100) !50 1.4 69 

 

In all simulations two different particle sizes with the same volume fraction were used. Figure 

5.29.a shows the initial particle loading pattern, the colours represent the 2 types of particles 

(red for 1.4 mm diameter and blue for 2 mm diameter particles). In Figure 5.29.b and Figure 

5.29.c the final particle pattern with a concentration of small particles in the middle of the 

particle bed can be observed for the 23 rpm operating speed. In this paragraph preliminary 

results and a qualitative comparison with data from MRI measurements are reported. 

 

 

Figure 5.29: (a) Initial loading pattern, (b) final pattern and (c) section after 18 rotations for 

monodisperse and bidisperse simulations at 23 rpm and R=1.4. 
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For the Turbula mixer, experimental results have been presented in literature by Sommier et 

al. 2001 [7]. By using MRI imaging experiments using MRI doped and undoped sugar bead 

particles, it was observed that residual segregation occurred when particles with a diameter 

ratio were mixed. Large sugar bead particles became more concentrated along the inner wall 

of the container and on the free surface of the bed, whilst the smaller particles accumulated in 

the central area of the bulk of material, Figure 5.30. 

 

 

Figure 5.30: 1 mm doped beads with 0.35 mm undoped beads R=2.8 at 23 rpm. Segregation 

of small particles in the centre of the bed (white area). 
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A similar effect was observed in the DEM simulations reported here as shown in Figure 

5.29.c where high concentrations of large particles along the external surface of the bulk of 

material can be observed indicating a remarkable segregation effect. 

The change of segregation index during mixing has been measured with voxel statistical 

analysis and the estimation of the variance for the concentration of particles S’ [7]. This 

definition was different than the one used for the DEM simulation reported here and based on 

number of contacts between particles. However, similar comparable qualitatively trends 

should be expected regarding mixing behaviour. 

Sommier et al. 2001 [7] observed that the number of rotations required to achieve a 

segregated system for R=2.8 was much lower than the number of rotations to achieve mixing 

for R=1, Figure 5.31. Similar behaviour has been qualitatively observed by DEM simulation 

in case of bed size ratio of 1.4. 

 

 

Figure 5.31: Trends for the segregation index for monodisperse (R=1) and bidisperse particles 

(R=2.8) at 22 rpm. Redrawn from [7]. 
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Figure 5.32 shows from the DEM simulations that at steady state, the segregation index, when 

R=1.4 (bidisperse particles), was greater than for R=1 (monodisperse particles) showing the 

effect of segregation at low speed, 23 rpm. From the DEM simulation during the first few 

rotation the segregation index showed less differences between the monodisperse and 

bidisperse particles, if compared with MRI experimental results where more remarkable 

differences can be observed. This was probably due to the choice of particle bed size ratio 

R=1.4 rather than 2.8. However, it can be observed that for R=1.4 the point when mixing was 

not occurring anymore (residual segregation) was reached at a much smaller number of 

rotations than the number of rotation necessary to achieve random mixing (S=1) for R=1. 

 

 

Figure 5.32: Trends for the segregation index from DEM simulations for monodisperse (R=1) 

and for bidisperse particles (R=1.4) at 23 rpm.  

 

Figure 5.33 shows the segregation index from DEM simulations as a function of operational 

speed for a system comprising bidisperse particles (R=1.4). It may be observed that by 

increasing the speed the system reached a better degree of mixing. Furthermore, it may be 
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noted that the initial rate of mixing decreased from 23 to 46 rpm and further increased up to 

69 rpm. This is in agreement with what was already observed in the monodisperse system. 

 

 

Figure 5.33: Trends for the segregation index from DEM simulations for bidisperse particles 

(R=1.4) at different mixer speeds. 

 

 

Figure 5.34: Trends for the segregation index from DEM simulations for monodisperse (R=1) 

and bidisperse particles (R=1.4) at 69 rpm. 
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At higher speed, 69 rpm, it can be observed that the effect of different particle sizes on bed 

ratio was negligible, Figure 5.34, and at higher speed the system with a bed size ratio plateau 

at about S=1. 

In Figure 5.35, the segregation index at steady state measured by MRI experiments is reported 

as a function of rotation speed for R=2.8 [7]. It was shown that the residual segregation 

decreased and mixing improved when the rotational speed increased. 

 

 

Figure 5.35: Ultimate level of segregation index as a function of mixer speed [7]. 

 

In Figure 5.36 the segregation index calculated by DEM simulation for R=1.4, after 23 total 

rotations, is reported as a function of operating speed. The increase of operational speed led to 

an improvement of the mixing quality, indicating good qualitative agreements between the 

experimental results and the DEM simulations. 
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Figure 5.36: Ultimate level of segregation index versus rotation speed from DEM simulations 

after 23 rotations. 

 

5.4.1 Effect of baffle design: mixing improvement in case of bidisperse particle (R=1.4) 

DEM software can help engineers to improve the design of mixing systems. As reported 

previously for a system comprising a particle bed size ratio, the formation of a segregated 

core of small particles can occur at low to medium speed. To avoid the formation of the 

central core of small particles a baffle with a simple geometry was incorporated in the vessel 

geometry to assess its effect on the mixing quality. Figure 5.37 shows the simple initial 

design, which consisted of two opposite cones oriented along the longitudinal axes with a 

cubical element in the centre. 
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Figure 5.37: Simple baffle design, two opposite cones with a cube into the centre. 

 

The calculated segregation index for the system with baffle and without baffle at different 

rotational speed is reported in Figure 5.38. 

 

 

Figure 5.38: Comparison segregation index S at different rotational speeds of 23, 46, 69 rpm 

with and without baffle. 
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It can be observed that at medium and high speed the baffle had no major effect on the mixing 

efficiency (rate of mixing) as the segregation index, S, remained almost unchanged. There 

was, however, a substantial influence at low speed, 23 rpm, with the reduced segregation. It is 

very interesting to note that with baffle at 23 rpm the mixing was also better than 46 rpm. The 

effect for the baffle at 23 rpm can be better observed in Figure 5.39 where the segregation 

index for this speed for three different systems, monodisperse particles (R=1), bidisperse 

particles (R=1.4) baffle and no baffle, are compared. It is clear that the baffle improved the 

mixing as it approached the value of segregation index for the system with monodisperse 

particles. 

 

 

Figure 5.39: Comparison segregation index S at 23 rpm with baffle and no baffle. 

 

5.5 Conclusions 

In the last few decades enormous effort had been put into understanding mixing mechanisms 

in unixial mixing systems. The work presented in this chapter is the first attempt of mixing 

studies by Discrete Element Modelling (DEM) for a complex three-dimensional motion such 
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as the Turbula mixer. This technique has been employed to calculate both the translational 

and rotational motions of the solid body of the mixer to recreate the motion in the DEM 

software. The system has been modelled in order to observe the effect of mixing speed and 

filling patterns on particle mixing at a constant fill level, with uniform spherical monomodal 

and bimodal size non-cohesive particles. With monosized particles the effect of a wide range 

of shaft rotation speeds has been analysed for transverse and axial filling loading patterns. In 

the bimodal size system the effect of operating speed has been analysed for the axial filling. 

The results have been presented and discussed in terms of segregation index, characteristic 

mixing numbers and characteristic mixing time necessary to achieve uniform random mixing 

of the particles.  

Results for the system of monodisperse spheres, for both transverse and axial filling, showed 

that mixing behaviour changed non-monotonically as a function of mixer speed. It is shown 

that the characteristic number of rotations, which describes the number of mixer revolutions 

needed to achieve complete mixing, initially increased with increasing speed and 

subsequently decreased. The decline in mixing efficiency from 23 to 46 rpm and the 

subsequent increase as speed increased from 46 to 69 rpm may be indicative of a transition in 

bed behaviour and mixing mechanisms. The effect of operational speed on the mixing 

effectiveness has also been shown in terms of axial and radial dispersion coefficients. This 

decline in mixing efficiency correlated well with a similar trend in axial dispersion 

coefficient. These trends appear to be indicative of a transition in the flow process and bed 

behaviour and mixing mechanisms. Changes in particle behaviour in terms of axial travelled 

distance showed a change in particle behaviour with operating speed. Although DEM 

modelling has clear potential in giving an insight of a complex system such as the Turbula, 

difficulties in completely explaining mixing mechanisms still remain due to the high 



 223 

complexity of the motion. The hypothesised bed behaviour is not fully understood for this 

multiple axes complex motion and more modelling work is probably required. Confidence in 

the DEM modelling results presented in this chapter, however, is given by the Positron 

Emission Particle Tracking (PEPT) mixing experiments presented in Chapter 7. These 

experiments have shown similar trends to the ones obtained by DEM modelling, for the 

dispersion coefficients and the distribution of axial travelled distance, under comparable 

conditions. In addition to the experimental validation an exploration of the mixing efficiency 

of the Turbula mixer compared to a rotating drum and a hoop mixer will be presented in 

Chapter 6. 

For the system with bimodal sized spheres, good qualitative agreements have been found 

between DEM simulations and MRI experimental data from Sommier et al. 2001 [7]. This 

confirmed that the mixing quality improved as a function of the operating speed. With lower 

speed it was demonstrated that a simple baffle could improve the mixing and avoid the 

formation of the central segregated volume for smaller particles. 
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Chapter 6 

A DEM numerical comparison of mixing efficiencies of solids in a 

cylindrical vessel subject to a range of motions: rotating drum, 

hoop mixer and Turbula mixer 

 

 

Although the mixing of solids is a fundamentally important unit operation in the 

pharmaceutical, food and agricultural industries, as well as many others, considerable 

uncertainty remains for the optimisation of mixing of solids in different mixer types. Simple 

laboratory-pilot scale mixers based on the moving vessel, such as the hoop mixer and the 

Turbula, are commonly used for solids mixing operations and yet also little is understood in 

terms of performance. These mixers add additional rotational and/or translational movements 

to the 2D cylindrical rotation of the simple rotating drum with the aim of delivering 

significant improvements in mixing in the longitudinal axis direction. Mixing by chaotic 

advection is obtained only in mixers that have a phase space larger than two [1]. 2D steady 

flows never generate chaos or mixing by advection, but only mixing by diffusion. As an 

example, consider some sugar in a cup of coffee: mixing by diffusion will require a long time 

and 2D rotation of the cup around its longitudinal central axis will not improve mixing and 

sugar dissolution. Conversely complex chaotic motion can be created by the use of a spoon, 

and this results in the sugar dissolving rapidly. Non-steady 2D flow or 3D steady flows are 

the minimum requirement to achieve efficient mixing, but the larger the phase space 

dimension, the more efficient the mixing would be. 2D mixers or mixer with a 3D symmetry 
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should, therefore, be avoided. The idea behind the Turbula mixer is to improve mixing by 

creating a 3D mixer in non-steady condition, hence a 4D phase space mixer (3D for space 

motion and 1D for time, non steady state mixing).	  

In this chapter mixing in a simple cylindrical vessel moving according to different motions 

with different phase space, such as a simple rotating drum, hoop mixer and the Turbula 

mixer, are compared. For speed and simplicity the modelled system consisted of monosized 

smooth glass beads. The rate and extent of mixing was shown to depend on equipment motion, 

operating speed and the initial distribution of the fractions. The well-known characteristics of 

the horizontal drum operating in rolling mode were demonstrated: excellent transverse 

mixing and poor axial mixing were seen. Both were observed to improve with speed as the 

depth of the active layer was shown to increase. The hoop mixer incorporates off-axis 

rotation, causing periodic tilting of the cylinder axis. This resulted in a considerable 

improvement in axial mixing.  Interestingly, at low speeds the hoop mixer and simple rotating 

drum exhibited similar transverse mixing but increasing speed had the opposite effect: 

improved transverse mixing in the drum and poorer transverse mixing in the hoop mixer. 

Conversely, axial mixing in the hoop mixer improved with speed. The Turbula mixer when 

compared with the other two mixers in term of characteristic number of rotations (inverse of 

the rate of mixing) clearly showed a nonlinear relationship with the operating speed. 

Differently than the other two mixers, the initial filling patterns showed little effect, only for 

the middle speed the mixing was less efficient in axial direction when compared with the 

transverse filling pattern. 
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6.1 Introduction: cylindrical vessels moving with different motion types   

The mixing of particulate material is an important stage in reaching the desired final product 

quality or the right manufacturing conditions, however it can often be difficult to mix 

particles homogeneously. Controlling the mixing mechanisms is key to achieving the desired 

characteristics for a final product. This is difficult to design from first principles since, in spite 

of considerable research, fundamental understanding remains incomplete. The mixing 

mechanisms depend on the mixing action of the mixer (a wide range of possible designs) and 

the flow behaviour of the particles. A variety of solid mixers are available in industry and 

rotating cylinders for example are widely used as mixers. In batch mode they they consist of a 

horizontal cylinder rotating around the central axis [2,3,4,5,6]. The motion of the granular bed 

is predominantly rotation about the cylinder axis with a cascading free surface. Mixing occurs 

predominantly in the cross-section with some axial dispersion [7]. Recent studies have shown 

that the slow axial mixing can be enhanced by incorporating a rocking motion of controlled 

amplitude and frequency [8]. This added perturbation accelerates the mixing process. Other 

types of motion can therefore be applied to try to enhance mixing in the axial direction: the 

hoop mixer and Turbula mixer are typical examples. In both of these examples the material to 

be mixed is placed inside a cylindrical mixing vessel, which is then subjected to complex, yet 

regular motion.	  

In the hoop mixer the longitudinal axis of the cylindrical container is inclined at an angle to a 

horizontal axis of rotation. Under this condition the granular bed is subjected to radial and 

axial movement as a result of the gravitational forces which are acting periodically in the axial 

direction due to the inclination and the revolving movement of the cylinder [9]. As explained 

previously (ref. Chapters 4 and 5) the movement of the cylindrical container located within 
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the Turbula mixer chamber comprises two rotations and a horizontal translation. The material 

within the vessel is therefore subjected to intensive, periodically pulsating movements. 

 

6.2 Geometry and simulations conditions 

Three different motions have been applied to a cylindrical container, 45 mm in diameter and 

80 mm in length, as shown in Figure 6.1. The cylinder was horizontal and rotation was 

applied around the horizontal cylindrical axes (rotating drum). In case of the hoop mixer, the 

cylinder axis was offset from a horizontal axis of rotation by a 30° inclination angle. For the 

last case the cylinder was driven by a motion corresponding to the motion of a cylinder 

located inside the chamber of a Turbula mixer. 

!

 

Figure 6.1: (a) Transverse filling. (b) Axial filling. 
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In these studies, the granular system comprised two differently coloured and initially 

segregated fractions of otherwise identical monosized spherical particles. Mixing was 

measured from the intermingling of the two fractions. The distribution of contacts between 

same and opposite particles within the bed was used to assess the homogeneity (ref. Chapter 

5). In order to separately study mixing in the vessel cross section (transverse and radial) and 

mixing along the vessel length (axial), two different initial filling conditions were considered, 

transverse and axial filling patterns. In the transverse fill pattern the particles were distributed 

uniformly in the axial direction but were completely segregated in the cross-section. In this 

way complete mixing could be achieved by radial mixing alone. By changing the fill pattern it 

was hoped to reveal the dominant mixing mechanism. 

 

Table 6.1: Parameters used in the simulations. 

Parameter Value 

Total particles 9,000 

Particle diameter (mm) 2  

Particle density (g/cm3) 2.5 

Particle shear modulus (Pa) 2x106 

Particle Poisson’s ratio 0.3 

Vessel density (g/cm3) 1.2 

Vessel shear modulus (Pa) 3x109 

Vessel Poisson’s ratio 0.3 

Particle-particle static friction coefficient 0.5 

Particle-particle rolling friction coefficient 0.01 

Particle-vessel static friction coefficient 0.35 

Particle-vessel rolling friction coefficient 0.005 

Particle-particle restitution coefficient 0.73 

Particle-vessel restitution coefficient 0.73  
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The DEM simulations input parameters are reported in Table 6.1 and the simulations 

conditions are summarised as follows: 

• Fill level 50% (9000 particles). 

• Mixer operating speed: 23, 46, 69 rpm. 

• Loading pattern: axial and transverse loading. 

• Cylindrical rotating vessels: rotating drum, hoop mixer and Turbula mixer. 

	  

6.3 Result and discussion 

In the following section the results for three mixers are compared for the two different filling 

patterns. The mixers are also simultaneously compared in terms of characteristic number of 

rotations (inverse of rate of mixing). 

 

6.3.1 Rotating drum 

As shown in Figure 6.2 the effect of rotational speed was investigated in a rotating drum filled 

by both transverse and axial loading patterns. As expected, it can be noticed that axial filling 

resulted in very slow mixing due to the purely dispersive mechanism in axial direction. With 

transverse filling the rate of mixing was faster since for a rotating drum the radial mixing is 

very effective and higher rotation speeds enhance mixing performance. In both cases there 

was a small but measurable effect of rotational speed on mixing rate per drum revolution. 

Transverse mixing per revolution increased with rotational speed while axial mixing 

decreased. 
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Figure 6.2: Comparison of the segregation index for a rotating drum at different rotational 

speeds 23, 46 and 69 rpm. 

 

For free flowing granular material in a rotating drum, different types of transverse bed motion 

have been defined depending on the operational speed: slipping, slumping, rolling, cascading, 

cataracting and centrifuging [10]. A characteristic criteria for their definition is the Froude 

number Fr, Eq.(6.1). This is defined as ratio of centrifugal force to gravity [""]. 

! 

Fr =
" drum
2 R
g

 (6.1) 

 

Where R is the drum diameter and ! is the drum angular rotational speed. The Froude number 

for a rotating drum filled greater than 10% operating in rolling mode tends to range between 

10-4<Fr<10-2 and in the cascading mode between 10-3<Fr<10-1 [25]. In the present work the 

Fr number assumes the following values between 1.3•10-2 (23 rpm) and 1.2•10-1 (69 rpm), 
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which should indicate that the bed was between rolling and cascading mode. In rolling mode 

the bed was characterised by a uniform static flow of particles on a nearly level surface and 

the majority of the bed was transported upward by solid body rotation [11]. As the rotational 

speed increased the bed surface started to tilt assuming the typical ‘S’ kidney shape of 

cascading mode. Particles on the upper part of the bed detached from the wall because of the 

higher kinetic energy and they were thrown to the foot of the bed surface [12]. These typical 

features for rolling and cascading modes can be observed in Figure 6.3. At lower speed, 23 

rpm, the bed surface was flat and as speed increased the typical kidney shape started to 

appear, which could start to be observed, 69 rpm. This agreed with the values of the Fr 

number previously calculated demonstrating that the rotating drum in this work probably 

operated in rolling mode at lower speeds and in a transition regime toward the cascading 

mode for higher speed (69 rpm). 

 

 

Figure 6.3: Magnitude of velocity in a rotating drum operating at different rotational speeds. 
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The cross section of the bed in a rotating drum operating in rolling mode can be described 

according with the scheme in Figure 6.4. Two different regions are defined: an active region 

where particles can mix mainly due to convection and a passive region where particles move 

as rigid body as result of the drum rotation. The particles angular velocity in the passive layer 

is equal to the drum angular velocity. The diffusion at the active-passive interface is usually 

negligible compared with the convection in the active region [13]. 

 

 

Figure 6.4: Schematic of a rotating drum operating in rolling mode showing the active and 

passive regions. 

 

Considering the y direction, along the midchord, normal to the flat surface of the bed (x 

direction) the velocity u equals zero when the flow reverses (zero u velocity line interface) 

within the active region. The velocity u at the active-passive interface equals the x-direction 

component of the linear velocity of the solid body at the passive-active [13]. Usually, 

increasing the speed in rolling mode results in an increase in the size of the active layer and 

velocity in the x direction. 

In Figure 6.5 the values for the velocity u along the y distance from the bed free surface are 

shown at different drum rotating speeds !drum. 
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!

Figure 6.5: Plot of calculated x-direction velocity u against y-direction distance from the bed 

surface. 

 

By increasing the operating speed the particle speed through the active layer was increased 

and the point of zero velocity corresponded to the flow reversal being deeper in the bed. This 

implied a much deeper and faster moving active layer existed. Furthermore, there was a slight 

increase in bed dilation with increasing drum speed, presumably accommodated in the active 

layer.  The increase in the rate of mixing with speed with transverse filling can be related to 

the increased depth, speed and dilation of the active layer. In rolling and cascading mode the 

particle angular velocity, !particle, in the passive layer was expected to have almost the same 

magnitude as that of the drum rotational speed since the particles move as a solid body. This 

was confirmed in Figure 6.6, where the !particle, particles within 10 mm distance from the wall 

along the bisector line y, were compared with the angular velocity of the drum, !drum. 
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Figure 6.6: Comparison of particle angular velocity !particle with drum angular velocity !drum 

for particles in the passive layer along the bisector line at 10 mm distance from the wall. 

  

6.3.2 Hoop mixer 

In the hoop mixer the 3-D movement of the bed is achieved by rotating an inclined drum 

around a horizontal axes, Figure 6.1.  

 

 

Figure 6.7: Magnitude of velocity in a of hoop mixer. The direction of the flow for a 

particular drum position is highlighted in black.  



! 237 

The angle of inclination creates a rocking effect, which forces material movement along the 

longitudinal axes of the container as highlighted by the black arrows in Figure 6.7. 

Figure 6.8 shows the segregation index for the two different filling patterns. As with the 

horizontal rotating drum, the rate of mixing in the transverse direction was greater than in the 

radial. Comparison with the horizontal drum showed that the rocking mechanism substantially 

improved the mixing of the material in the axial direction. The operating speed had an effect 

in terms of mixing efficiency, in particular regarding the axial filling with the rocking effect, 

which might have played a major role in the axial direction. The hoop motion mixing 

mechanism, a combination of radial and axial mixing, resulted from a 3-D bed movement. In 

contrast to the rotating drum, in the hoop mixer the bed developed a bulk movement, which is 

3-dimensional, and the effect of axial and radial mixing depended on the operating speed. 

Mixing in the radial direction declined as the speed was increased. Mixing in the axial 

direction increased with speed. 

 

!

Figure 6.8: Comparison mixing rates for a hoop mixer at 23, 46 and 69 rpm. 
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6.3.3 Turbula mixer 

As shown in Chapter 5, the Turbula mixer subjects the mixing vessel to a regular periodic 

motion that consists of rotation of the vessel about its longitudinal axis and two backward-

forward horizontal translational motions during each complete shaft rotation. The vessel 

moves backwards and forwards, changing its direction of motion at the end of each quarter 

turn of the shaft.  At the same time the inclination of the vessel to the horizontal reverses. The 

sharp reversal in direction of translation and the rapid change in orientation of the vessel at 

the end of each quarter revolution give a sharp “kick” to the contents of vessel. 

As shown from the segregation indices in Figure 6.9, the number of rotations necessary to 

achieve the asymptotic value corresponding to random mixing was dependent on the 

operating speed. At medium and higher speeds the different filling patterns seems to indicate 

that there was a change in mixing efficiency in axial and radial direction as a function of the 

filling pattern. 

 

 

Figure 6.9: Comparison of the segregation index in a Turbula mixer for different rotational 

speeds for axial and transverse filling. 
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6.3.4 Comparison of characteristic number of rotations for a rotating drum, hoop mixer 

and Turbula mixer 

The segregation curves obtained from the simulations showed similar trends with rapid 

decrease of the segregation index corresponding to fast material homogenization, followed by 

a period with slower homogenization. An exponential decay law can be fitted to the 

segregation index curves obtained by the numerical simulations to evaluate the kinetics of 

mixing. The rate of mixing in terms of the number of revolutions to achieve a certain level of 

mixing can be quantified. 

A comparison between the different types of mixers is shown in Figure 6.10. The 

characteristic number of rotation Nmix (“reciprocal rate of mixing”) was compared between the 

rotating drum, the hoop mixer and the Turbula mixer rotating at different speeds. The figure 

also depicts the effect of different loading patterns. For all the three mixers, there was an 

effect of loading pattern on mixing, however, for transverse filling at 23 rpm there was no 

appreciable differences between the three mixers and mixing was probably dominated by the 

mixing mechanisms acting on the cross-section. For the rotating drum with axial filling the 

characteristic number of rotation was not plotted as mixing would occur over a much longer 

time than the other cases. For the rotating drum with transverse loading, increasing the speed 

lead to a decrease of the characteristic number of rotations (increase of the rate of mixing) 

because mixing in radial direction increased with the speed for a rotating drum operating in 

rolling mode, as a result of the increase of the depth of the active layer. 
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Figure 6.10: Comparison of rate of mixing for a rotating drum, hoop mixer and Turbula mixer 

at different rotational speed. 

 

Qualitatively the results of the simulation make sense. For the horizontal rotating drum we 

observe the characteristic high radial dispersion and very low axial dispersion. We also see 

the clear delineation of the active-passive interface and solid body rotation in the passive 

layer. We also see a very small increase in the rate of mixing per revolution with drum speed. 

The model of Ding et al. (2002) defines a solid exchange coefficient to describe the exchange 

of material between the active and passive layers [13]. The model predicts that the exchange 

coefficient per revolution is dependent only on the fill level and the bed dilation. The latter 

increases with speed and causes a slight increase in mixing rate, as we have seen here. 

In the hoop mixer, the overall mixing is a combination of radial and axial mixing. For the 

hoop mixer there was a considerable difference in terms of number of rotations (rate of 

mixing) between transverse and axial filling pattern. This was probably mainly related to the 

size of the vessel (ratio between diameter and length). However, speed had a major influence 
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in axial filling, where the axial movement probably became more important in terms of 

mixing as the speed increased. Conversely, the radial mixing declined with speed as shown 

with the transverse loading. Hence, by increasing the speed the axial movement became more 

influential than radial and this could explain why mixing with transverse filling was reduced 

by increasing the speed. There is little work published on the rate of mixing in the hoop 

mixer, and nothing to the author’s knowledge on the effect of speed on mixing rate. 

Wightman et al. (1998) [8] however, have experimentally investigated the effect of combined 

rotational and rocking motions on mixing in drums. They observed an increase in mixing rate 

with increasing rate of rocking. This offers some support to the predictions here for the hoop 

mixer). The effect of rocking was to introduce a convective motion in the axial direction, 

which we also see with the hoop mixer. 

At low rotational speed it probably resembled the effect of a rotating drum with good radial 

mixing, whereas by increasing the speed the axial effect became more important. From the 

comparison it is evident that the Turbula mixer did not show a linear relationship between the 

characteristic number of rotations and operating speed. The initial particle arrangement had 

little effect at the extremes (23 and 69 rpm) where the mixing was efficient. At 46 rpm, where 

the efficiency was poor, the effect of loading was quite marked. The effect of the initially 

uniform axial distribution was to reduce the number of revolutions required to achieve mixing 

– albeit only by about 20%. At 46 rpm, mixing was still considerably less efficient than at 23 

or 69 rpm. With the Turbula mixer at different operating speed the effect of the rotation and 

the translation probably had different contributions in terms of mixing in radial and axial 

directions. In transverse filling the mixing efficiency at 46 rpm was higher than axial filling. 

This indicated that the increasing the speed at 46 rpm worsened the mixing in the axial 

direction and mixing in axial direction was the dominant mechanism. As with the hoop mixer, 
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there is very little published on mixing in the Turbula and nothing on the effect of speed.  For 

this reason we have embarked on validation work using Positron Emission Particle Tracking 

(PEPT). This work is currently being prepared for journal publication.  In the meantime, the 

reader is referred to conference publications [14] that show could qualitative agreement with 

the trend.  In particular, the PEPT work shows a distinct minimum in axial dispersion 

coefficient at Turbula speed of 46rpm – this corresponds exactly to the DEM prediction. 

 

6.5 Conclusions 

This chapter presents an elementary comparison of the effect of axis of rotation and loading 

pattern on the mixing performances for a cylindrical vessel moving according to different 

motions. A rotating drum, hoop mixer and Turbula mixer with a drum filled with spherical 

particles were considered. 

An exponential law was used to describe the mixing behaviour in terms of a characteristic 

number of rotations to achieve mixing. It was observed, as expected, for the rotating drum 

operating in rolling mode that the axial mixing was very slow and this was driven by a pure 

dispersive mechanism. Mixing in transverse filling was much faster and radial mixing was the 

dominant mechanism. With the hoop mixer it was observed that the rocking motion caused 

mixing in the axial direction and that the overall mixing efficiency depended on the operating 

speed. The axial mixing in the hoop mixer improved with speed whereas the radial mixing 

slightly decreased as the speed increased. In the Turbula mixer, a decrease in mixing 

efficiency from 23 to 46 rpm was observed and a subsequent increase as speed increased from 

46 to 69 rpm for both axial and radial mixing. This appears to be indicative of a transition in 

the bed behaviour and mixing mechanism. For the Turbula mixer, further mixing 
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experimental work by using Positron Emission Particle Tracking (PEPT) is presented in 

Chapter 7 to support what was observed from the DEM simulations. 
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Chapter 7 

Particle motion inside the Turbula mixer: PEPT mixing 

experiments for a system with irregular moving boundaries 

 

 

Experiments on Turbula mixer to understand the mixing mechanisms are difficult to carry out 

due to the complex motion. The motion of inversion subjects the contents of the mixing 

container to two alternating, rhythmic pulsating motions, which causes the material to be 

swept by an intense “turbulence”. The objective of the present chapter is to develop and 

present a methodology for tracking particles inside a vessel located in the Turbula chamber 

and moving with irregular moving boundaries. Hence the motion of particles inside a vessel 

within the Turbula mixer was investigated using the Positron Emission Particle Tracking 

technique (PEPT). The aim was to validate the DEM numerical model and predictions 

presented in Chapter 5 for 2 mm monosized spherical particles, glass beads. Due to the 

complex vessel motion, the position of the tracer particle within the vessel geometry was 

related to the irregular moving boundaries by using a tachometer and a two steps approach. 

Firstly, by tracking the vessel motion by subsequent tracking of the tracer attached on 3 

different points of the vessel as a function of the shaft angular position measured by a 

tachometer attached to the rotating shaft. Secondly, by tracking the tracer particle within the 

vessel as a function of the shaft angular position. By using this method the particle position 

within the vessel was related to the vessel position and orientation. 
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PEPT mixing experiments, using a single particle tracer confirmed similar trends for axial 

and radial dispersion, as previously obtained (ref. Chapter 5) by DEM predictions. For the 

case using spherical glass beads, the occupancy plots showed a non-linear relationship with 

the operating speed suggesting a possible bed transition behaviour at about the middle speed 

as previously hypothesized in Chapter 5. Moreover, qualitative comparison of axial 

displacement statistics at different operational speeds confirmed similar trend between PEPT 

experiments and DEM simulations. The full comparison between PEPT experiment results 

and DEM simulation results is presented in Chapter 8. Mixing experiments were also 

conducted with zeolite particles with d50 about 338 µm (ref. Chapter 3). Marked differences in 

terms of occupancy plots and axial and radial dispersion coefficients were shown in 

comparison of the ideal model glass beads and zeolite particles. This indicates how DEM 

modeling and prediction of particle behavior for large scale real particle is difficult to relate 

to other much more idealized systems. 
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7.1 Introduction: mixing studies and experimental techniques for powder mixing 

Different non-invasive techniques can be used to characterise the bulk behaviour of a powder 

bed during mixing without interfering with the bulk of material and hence affecting the 

measurement itself. Computed tomography (CT) and Magnetic Resonance Imaging (MRI) 

can be employed to get a partially non-disturbed description of the structure of the bed bulk 

material in a mixer. Usually these techniques rely on the acquisition of stationary images at a 

given moment in time. This makes it difficult or impossible to observe changes taking place 

over a very short scale time. Other techniques such as Positron Emission Particle Tracking 

(PEPT) have been developed for describing the behaviour of a powder bed in real time. This 

technique allows one to track rapid changes in trajectory of a single particle tracer (PEPT) or 

multiple tracers (Multiple-PEPT) within the bulk of a powder. The principles behind the 

technique have been presented in Chapter 4. The single particle behaviour can be used to 

mimic and infer the behaviour of the bulk of the material if the measurement is carried out for 

a sufficient period of time, which should be long enough for collecting a statistical 

representative amount data. This then assumes that the time-averaged behaviour of the 

particle represents the instantaneous average of the bed. A large number of studies regarding 

kinematic behaviour of particles in solid mixing have been conducted by using PEPT and 

many experimental data have been generated for different types of industrial mixers. For 

example, the motion of individual granular particles has been experimentally observed in a 

batch ploughshare mixer showing the flow behaviour in terms of axial, radial and angular 

locations and velocities distributions [1,2]. For a rotating drum, with monosized and binary 

mixture of particles, operating in rolling mode the active and passive regions in the transverse 

plane have been described using PEPT [3]. It was shown that the structure of the particle bed 

consisted of two regions: a relatively thin ‘active' region and a ‘passive' region near the drum 
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wall. PEPT was also employed to understand the mechanisms of mixing and study the effect 

of operational parameters such as volumetric fill level and blade speed in a horizontal rotating 

cylinder fitted with a single blade [4]. In the case of a V-blender the PEPT was used to show 

that the direction of the regular circulation motion in the arms of a V-mixer is a function of 

the volumetric fill level in case of 3 mm glass beads [5]. However, all these are examples of 

systems with fixed boundaries or boundaries moving around a fixed axes. In these systems the 

application of PEPT is straightforward since the location of the tracer within the geometry 

edges is trivial; the tracer position can be easily related to the position of the boundary 

geometry. If a system has a multiple axis three-dimensional motion, such as the Turbula, the 

location of the tracer within the vessel geometry walls is much more complex. In this chapter 

positron emission particle tracking PEPT has been used for tracking the movement of a tracer 

within a domain irregular moving boundaries such as a cylindrical vessel in a Turbula mixer 

filled with 2 mm glass beads and zeolite particles. The method involved the use of a two-step 

procedure by firstly detecting the vessel boundaries motion and secondly relating its position 

and orientation to the motion of the radioactive tracer placed within the cylindrical vessel. 

 

7.2 Materials 

The method introduced in the next section was applied to the cylindrical vessel within the 

chamber of the Turbula mixer to carry out two different mixing experiments: one with ideal 

model material, glass beads (d=2 mm, ρ=2.5 g cm-3), and one with zeolite catalyst support 

(d50=338 µm, ρ=2.41 g cm-3). The drum’s dimensions correspond to the ones used for the 

DEM modeling presented in Chapter 5; it consists of a cylindrical vessel with 45 mm inner 

diameter and 80 mm length. The cylindrical part was constructed with perspex acrylic and the 

two end plates of the drum were made from polished stainless steel. The fill level was 50% in 
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volume (including voidage). The speed of the mixer was varied from 22 rpm up to 77 rpm. 

The tracer particles were activated using the nuclear cyclotron reactor at University of 

Birmingham (UK). The glass bead tracer was created by direct irradiation and the zeolite 

particle tracer was created by an Ion exchange technique. 

The two sets of experiments were carried out and they are summarized as follows: 

1st experiment:  

• Glass beads: 2 mm 

• Vessel size: 45x80 mm 

• Fill level 50% 

• Rotational speed: 22, 32, 39, 46, 53, 57, 67, 77 rpm 

2nd experiment:  

• Zeolite particles: 338 µm, PSD as in Chapter 3 

• Vessel size: 45x80 mm 

• Fill level 50% 

• Rotational speed: 22, 34, 39, 46, 53, 57, 67, 77 rpm 

 

7.3 Experimental set-up: relating particle position with vessel moving boundaries 

In this section the location of the single tracer within the vessel with a 2 step approximated 

location method will be presented. The experimental setup for the application of PEPT is 

presented in Figure 7.1. The system consisted of the PEPT measurement equipment with a 

tachometer positioned on the driving chamber shaft, the PEPT data collection unit and 

computer for the data processing. A tachometer was employed so that the tracer location was 

known in relation to the shaft angular position (α angle) at any given moment in time t. 

Considering the current experimental setup, the location of the tracer represented in Cartesian 
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coordinates by P(X,Y,Z)  can be defined as a function of time and shaft angular position " 

measured by using the tachometer. 

 

 

Figure 7.1: Schematic diagram of the experimental system setup the mixing study. 

 

According with the general scheme depicted in Figure 7.2 a 2 step (A and B) procedure was 

utilised. 



 252 

 

Figure 7.2: General scheme for the methodology used to locate a tracer within the vessel with 

the moving boundaries. Larger graphs for the steps A-2, A-3, A-4, B-2 are reported in the 

next paragraph. 
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Firstly (Step A) the cylindrical vessel orientations defined by the unit vectors , ,

! 

ˆ n  and 

point PM, Figure 7.3, were measured as function of time t and angle !.  

 

 

Figure 7.3: Schematic representation of the experimental measurement of the Turbula motion 

by PEPT. 

 

Secondly (Step B) during the mixing experiments the tracer within the vessel was tracked as a 

function of time t and angle !. By correlating the location of the tracer within the bed as a 

function of shaft angle ! and the orientation of the vessel as a function of the same angle it 

was possible to relate the position of the particle within the vessel as function of the moving 

boundaries position. The following steps were followed according with Figure 7.2: 

Step A: 

• A-1: three points A,B,C fixed with the vessel geometry (Figure 7.5) were separately tracked 

for a total time of 3 minutes as function of angle !; 

• A-2: the locations X,Y,Z for the points A,B,C were averaged over a complete shaft rotation 

and interpolated every 0.05° angle !; 

• A-3: fast Fourier transform (fft) was then applied for noise reduction (fft function Matlab); 

• A-4: the unit vector , ,

! 

ˆ n  which gives the orientation for the coordinate system x,y,z 

fixed with the vessel geometry, could be calculated for every desired angle !. 
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Step B: 

• B-1: mixing experiments, the tracer was inserted within the vessel and located as a function 

of time t and angle !; 

• B-2: using the correlation between tracer location and vessel orientation with angle !, the 

tracer inside the vessel could be located as function of boundaries orientation , ,

! 

ˆ n . 

 

7.3.1 Step A: tracking irregular moving boundaries 

As described in Chapter 4 it was shown that both rotational and translational motions of a 

solid rigid body can be accurately reconstructed by tracking three rigid points located on a 

solid geometry. The vessel was inserted in to the Turbula mixer chamber during the 

determination of the vessel motion as shown in Figure 7.4. 

 

 

Figure 7.4: Setup for the vessel boundaries orientation measurement. X,Y,Z directions PEPT 

coordinate system direction. 

 

The tracer particle (single zeolite particle) was applied to the point A on the vessel, Figure 7.5, 

and tracked over a period of time of 3 minutes at a Turbula shaft rotational speed of 22 rpm. 

This was then repeated for points B and C. Particle trajectories were therefore measured as a 
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function of time and the angle ! recorded by the tachometer. 

 

 

Figure 7.5: Vessel geometry. Points A, B and C, where tracer was located for the vessel 

motion measurement. 

 

An example of tracking for the point A is given in Figure 7.6. 

 

 

Figure 7.6: X,Y,Z positions for the point A determined over 3 minutes time (here only first 5 

seconds are reported). 



 256 

For each point A, B and C the measured locations X, Y and Z have been averaged, in 

increments of the angle !, over the entire 3 minutes to obtain the average location over the full 

360° shaft rotation as a function of the angular position of the shaft measured by the 

tachometer, Figure 7.7.a. 

 

 

 

Figure 7.7: (a) X,Y,Z positions for the point A averaged over 3 minutes time and full 360° 

angle. (b) discontinuous data collection. 
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Over the measured period of time the system produced the position of the tracer with 0.1° as 

the interval for the angle. However, this angle interval was not constant for some points as can 

be seen from Figure 7.7.b. This was due to the PEPT algorithm and the way that data is used 

to compute tracer location: the algorithm uses a fixed number of photon pairs to compute each 

location, the frequency of these can be variable depending on where the particles are in the 

field of view. Furthermore, the algorithm rejects computed locations that have high 

uncertainty, which can give apparent gaps in the data. Therefore the data was filtered (fast 

Fourier transform, fft Matlab function) at a constant angle interval step of 0.05°, for which 

final result is shown in Figure 7.8. 

 

 

Figure 7.8: X,Y,Z positions for the point A after interpolation and fft. 

 

By knowing the locations for the three points A,B,C fixed with the vessel geometry, the 

position and orientation of the vessel could be defined uniquely for any angle " by the 

position vector of its centroid PM, a unit vector along its axis  and a radial unit vector , as 

shown in Figure 7.9. The unit vector 

! 

ˆ n  was normal to the other two (ref. Chapter 4).
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Figure 7.9: Point A,B,C used to define a unit vector coordinate system ,  fixed with the 

vessel geometry (the normal vector 

! 

ˆ n  is given by   

! 

ˆ l " ˆ m ). 

 

7.3.2 Step B: reconstruction of the tracer position relative to the coordinate system fixed 

to the vessel 

The second step (B) consisted of the location of the radioactive tracer within the bulk of 

material. The tracer particle was inserted into the vessel without taking out the container from 

the mixer chamber, otherwise the previously measured correlation between the vessel 
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orientation and the angle " measured by the tachometer would be lost.  To do this, the vessel 

was designed with a screw (point A in Figure 7.5), which gave access to the inside of the 

container. 

 

 

Figure 7.10: Tracer located inside the cylindrical vessel during the PEPT mixing experiments 

(e.g. glass beads). 

 

The tracer location PXYZ in terms of PEPT coordinate system was measured over time (for 

about 1200 complete mixer shaft rotations) and the angle ! measured by the tachometer was 

also recorded. Figure 7.11 shows the movement of the tracer particle measured in terms of its 

PEPT coordinates X,Y,Z for the glass beads at 22, 46 and 67 rpm.  
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Figure 7.11: Typical particle position (X,Y,Z) with respect to the PEPT coordinate system for 

glass beds at 22, 46 and 67 rpm. 

 

By knowing the orientation of the unit vector , ,

! 

ˆ n  and the origin O’ at any given angle " it 

was possible to transform the coordinates of the particle within the vessel from the PEPT 

fixed coordinate system to the vessel coordinate system (x,y,z). The transformation is 

represented by Eq.(7.1), which was employed to obtain the new particle position (x,y,z)  from 

particle position (X,Y,Z ) at any desired orientation of the drum.  
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Where X,Y and Z are the coordinates of the tracer particle PXYZ with respect to fixed PEPT 

coordinate system. , ,  and 

! 

ˆ l XYZ ,

! 

ˆ m XYZ ,

! 

ˆ n XYZ  are origin position, point O’,  and the unit 

vector components that define the orientation of the x,y,z coordinate system fixed with the 

vessel geometry. Figure 7.12 shows the movement of a the glass bead tracer particle in terms 

of its coordinates (x,y,z), relative to the vessel at 22, 46 and 67 rpm. 

 

 

Figure 7.12: Typical particle position (x,y,z) with respect to the vessel coordinate system for 

glass beds at 22, 46 and 67 rpm. 

 

For the glass bead particle, the tracer movement was rhythmic, pulsating in the axial 

direction; this was similar to the results from DEM numerical simulations showed in Chapter 

5. The particle spent a relatively long period stationary (relative to the vessel) followed by 
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rapid movement, repeated twice during each shaft rotation. Despite large displacement of the 

particle during the rapid movements, the net displacement over the course of a shaft rotation 

is relatively small; the particle moved and then returned almost to the same position. The y 

and z displacements between the experiment and the DEM simulation were difficult to 

compare, since the fixed coordinate system in the case of DEM simulation and in the 

experiment did not have the same direction for a given position and orientation of the vessel. 

In Figure 7.13 the x,y,z displacement is shown for zeolite particles, again the tracer particle 

moved periodically in the axial direction. 

 

 

Figure 7.13: Typical particle position (x,y,z) with respect to the vessel coordinate system for 

zeolite particle at 22, 46 and 67  rpm. 
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7.4 Results and discussion 

Due to the Turbula mixer complex 3D+1D motion (ref. Chapter 6), it is difficult to carry out a 

direct comparison in terms of velocity fields under different experimental conditions. Usually, 

typical velocity fields from PEPT are obtained as time averaged data points. For example, for 

a horizontal rotating drum, at steady state the particles would be considered to behave 

similarly in any transverse plane along the length of the vessel. Therefore, the velocity maps 

would be obtained by averaging the velocity over time of the tracer obtained on the different 

transverse plane along the axis [3,6]. Unfortunately, for a Turbula mixer, the bed is 

periodically changing shape during the shaft rotation without displaying a steady state. The 

amount of data points that would therefore be necessary to complete characterise the bed 

velocity in any point for any vessel position during the shaft rotation would be too large. 

Moreover, the tracer life activity time would probably not last for the required timed.  

In order to validate the numerical simulations, the parameters calculated from the DEM 

simulations (ref. Chapter 5): axial peaks length, plateau length in axial direction and 

dispersion coefficient were also determined by PEPT experiments. Similar trends and values 

should give the confidence that the simulations’ results are trustable and also confirm the 

numerical prediction for the rate of mixing, which otherwise would be difficult to obtain 

experimentally. 

 

7.4.1 Axial displacement analysis for glass bead tracer particle 

The axial movement for the tracer particle at 22 rpm is shown in Figure 7.14. As previously 

reported in the DEM modeling (ref. Chapter 5) the particle movement in the axial direction 

(from one peak to the following peak) periodically alternated with a period of no particle 

movement in the axial direction (plateau) during the inversion of the vessel. 
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Figure 7.14: Plot of x position against number of rotation for the tracer particle at 22 rpm for 

15 shaft rotations (left) and only for the first 3 rotations (right), definition of peak and plateau. 

 

For the glass bead tracer particle the distance travelled in axial direction x between each peak 

“axial displacement” was calculated and the frequency distribution is presented in Figure 

7.15. 



 265 



 266 



 267 

 

Figure 7.15: Peak frequency distribution during PEPT experiments for glass beads at different 

speeds. 

 

From the previous plots, it can be noted that by increasing the speed, the distribution of such 

peaks tended to reduce toward a narrower distribution (line A-B) confirming the trends 

observed by DEM numerical results (ref. Chapter 5). However, in terms of values there were 

differences between the experimental and the DEM numerical results. 

In Figure 7.14 it is illustrated that during the shaft rotation the tracer particle showed a 

stationary period corresponding to the motion of inversion for the vessel. The average of the 
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length of time for this static period as a function of the operating speed is shown in Figure 

7.16. 

 

 

Figure 7.16: Length of average plateau periods in the axial direction for the tracer particle as a 

function of speed. 

 

The length of time for the static period decreased with the speed. Again, this trend confirms 

what was previously reported by DEM simulations. 

 

7.4.2 Occupancy plots for glass beads 

The position of the particle inside the vessel was known over time. Therefore, occupancy, 

defined as the ratio of time that the tracer spends at a given position to the total tracking time 

[3], could be calculated. 

Occupancy plots for the glass bead tracer for the monosized system in the axial and transverse 

plane are shown in Figure 7.17 for different rotational speeds, (22, 32, 39, 46, 53, 57, 67 and 

77 rpm) for a measured period of about 20 minutes. The plots reveal a gradual change in the 
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occupancies with the speed. By increasing the speed from 22 rpm up to 46 rpm a clear core-

shell structure could be seen in the transverse and axial direction. This suggests that the tracer 

particle tended to occupy two core regions of the bed in the axial direction and the tracer 

seemed to have difficulty in crossing the middle point. This indicates a change in behaviour 

for the system occurred when approaching an operational speed of 46 rpm. The core-shell 

structure is probably bad for mixing operations; the two cores in the axial direction probably 

explain the decrease in mixing efficiency in the axial direction that was already observed with 

the numerical simulations when the mixer speed approached 46 rpm. By increasing the speed 

further the central region in the transverse plane and the two cores tended to disappear again 

suggesting an improvement in the movement of the tracer in the axial and radial direction. 
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Figure 7.17: Occupancy plots (20 min) for glass bead tracer particle at different speeds. 

 

As seen in the occupancy plots above, the amount of tracer movement in the axial and radial 

directions, the time spent by the tracer particle within the vessel, did not change linearly as a 

function of the operational speed. This confirms the idea of a transition behaviour for the 

powder bed as a function of operating speed.  

 

7.4.3 Dispersion coefficients for glass bead tracer  

Again for direct comparison and validation of the results for the DEM numerical simulations 

(ref. Chapter 5), the “net” movement in the axial and radial directions were monitored by 

using the coefficients of axial and radial directions (Dx, Dr). These were calculated for a single 

particle as the sum of the square of the axial displacement of the tracer particle within the 

vessel in one shaft rotation averaged over the total number of shaft rotation, Eq.(7.2) and 

Eq.(7.3). The orientation for the vessel corresponded to the one used in Chapter 5 for the 
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calculation of the axial and radial dispersion coefficients. 

! 

Dx =
1

N "1
xk+1 " xk( )2

t k+1 " t k( )k=1

k=N "1

#   (7.2) 

 

! 

Dr =
1

N "1
rk+1 " rk( )2

t k+1 " t k( )k=1

k=N "1

#   (7.3) 

 

Where 

! 

xk and 

! 

xk+1 are the axial positions of the tracer particle at time tk and at time tk+1; and 

N is the total shaft rotation considered for each case (about 1100 shaft rotations). Similarly 

! 

rk  

and 

! 

rk+1 are the radial positions of the tracer particle at time tk and at time tk+1. 

 

 

Figure 7.18: Dispersion coefficients Dx and Dr for glass bead particles at different speeds. 

 

The trend of these data was qualitatively comparable with the results of monosized particles 

obtained by DEM simulations (ref. Chapter 5) with a minimum value approximately about 46 

rpm. However, the magnitude of these results was different than numerical results. It is 
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unclear if the comparison between the simulation and experiments is statistically legitimate as 

the in the PEPT experiment the dispersion coefficients have been calculated by tracing only 

one particle over about 1200 shaft rotations, whereas in the simulations the same coefficients 

have been calculated considering all the particles in the system for the 15 total rotations. The 

difference perhaps could be explained by the definition of the coefficients of dispersion 

defined by Eq.(7.2) and Eq.(7.3). They were calculated as the time average of the square of 

the particle displacement. Hence, in the simulations only some of the larger particle 

movements could strongly influence the averaged values for Dx and Dr. Therefore, if some 

these larger particles movement were not captured from the experiment, the calculated 

average could show big differences compared with the simulations. In Chapter 8, distributions 

of axial and radial displacements have been compared instead of Dx and Dr between PEPT 

experiments and DEM simulation results in order to investigate the effect of DEM 

simulations input parameters. 

 

7.4.4 Occupancy plots zeolite 

In Figure 7.19 the axial and radial occupancy distribution plots are reported for small zeolite 

particles of which mechanical properties were measured in chapter 3. 
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Figure 7.19: Occupancy plots (20 min) for zeolite tracer particle at different speeds. 

 

Compared with glass beads the occupancy plots for the zeolite particles differed as the 

occupancy inside the vessels was different for the same speed. These differences were 

expected as the two materials have remarkable differences in terms of size and density. This 
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would result in a completely different particles kinematics for the two materials. The different 

particle flow behaviours within the mixer can probably be related to the differences in particle 

sizes, densities and perhaps the effect of air could have on the dynamics of the remarkably 

smaller zeolite particles. 

 

7.4.5 Dispersion coefficient for zeolite bead tracer  

Dispersion coefficients of a zeolite tracer confirmed different particle behaviour compared 

with the glass beads, Figure 7.20. It is interesting to note the non-monotonic behaviour for the 

axial coefficient of dispersion at 67 and 77 rpm shaft speed. This decrease of axial movement 

can also be observed in the occupancy plots at 67 and 77 rpm, which showed the particle 

seemed to spend more time in a limited central core region. The reasons for such effect are 

not totally understood. 

 

 

Figure 7.20: Dispersion coefficients Dx and Dr for zeolite particle at different speeds. 
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Differences in particle movement for “real” industrial zeolite particles compared with 

behaviour of “ideal” material such as large glass beads particles were evident when the 

dispersion coefficients and occupancy plots were compared for the two materials considered. 

Therefore, predicting mixing behaviour for a real industrial material from information 

obtained from a typical model material, such as glass bead, is not ideal. This also implies, that 

extrapolating information from a DEM model using ideal particles for predicting particles 

behaviour on a real industrial particles system can be difficult. Hence, in order to be able to 

predictively model, real industrial particles systems, the DEM limiting issues mainly 

regarding number of particles, size of particle and shape of particles should be addressed. 

 

7.5 Conclusions 

This chapter concerns the Positron Emission Particle Tracking (PEPT) experimental 

measurement of particle motion within the Turbula mixer. The non-invasive PEPT technique 

was used to follow particle tracer trajectories within the vessel moving at different operating 

speeds. PEPT experiments were applied to study the flow of two systems: one consisting of 

monosized glass beads and one of zeolite catalyst support material (ref. Chapter 3). The 

overall aim of this chapter was to validate some of the DEM numerical modeling predictions 

for monosized particles, presented in Chapter 5, and to have a better understanding of mixing 

occurring within a cylindrical vessel located within the Turbula mixer. 

For monosized glass beads, PEPT experiments confirmed similar general qualitative trends 

observed from the DEM numerical simulations presented in Chapter 5. Similar particle axial 

displacement behaviour was observed between the experiments and the simulations with axial 

periodic particle movement alternated with static periods corresponding to the inversion of the 

vessel. Similar trends for the distribution of the average axial travelled distance were found 
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between the experiments and DEM simulations. In both cases the movement in axial direction 

per quarter of shaft revolution decreased with increase in speed. Moreover, similar trends 

were observed for axial and radial dispersion coefficients. Also, for the experimental case a 

minimum value for the axial coefficient corresponded to the middle speed of 46 rpm. As said, 

similar trends were generally observed, but differences in absolute values were seen. 

Differences could be related to the choice of the DEM input parameters or some statistical 

error, which could be due to the data analysis comparison between PEPT single particle and 

DEM entire particle bed. The effect of the choice of the DEM input parameters will be 

investigated in Chapter 8.  

For the glass beads, axial and radial occupancy plots were also presented. Occupancy data 

showed there was a change in the bed behaviour as a function of operating speed, as generally 

observed by DEM numerical simulations (ref. Chapter 5). It was observed that the tracer 

particle tended to concentrate in two core regions of the vessel when the mixer speed was 

increased from 22 rpm up to 46 rpm. When the speed was further increased these two cores 

tended to disappear. This is in a good agreement with the DEM numerical predictions, where 

a decrease in mixing dispersion in the axial direction was observed when the mixer speed was 

increased up to 46 rpm. The experimental results presented here, therefore confirm the DEM 

predictions in terms of bed transition behaviour as a function of operating speed for 

monosized particles. However, there are still difficulties in formulating a clear mechanistic 

explanation for such effect. This is mainly due to the complex mixer considered in this study 

and its motion. 

In the case of zeolite particles different particle behaviour was observed compared with ideal 

glass beads. The axial and radial dispersion coefficients showed different trends compared 

with the ideal material. Specifically a non-monotonic behaviour was observed for the axial 



 283 

coefficient of dispersion as a function of the operating speed. A decrease of the dispersion 

coefficient at 67 and 77 rpm was observed. Such non-linear behaviour was also observed in 

the occupancy plots with a core particle static area into the centre of the vessel at these 

speeds. The reasons for this is not totally clear. 

Difficulties in relating the two materials mixing behaviour are evident. This reinforces the 

concept that trying to relate or predict particle mixing in real particles systems to ideal 

systems and a real material can be difficult. Enhanced DEM modelling with a system closer to 

reality with smaller and higher number of particle with real shapes, is necessary. 
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Chapter 8 

Input parameters sensitivity analysis for the comparison of 

Turbula mixer DEM simulations and PEPT mixing experiments  

 

 

The results presented in Chapters 5 and 7, showed that the DEM model, for the Turbula 

mixer, captured the major trends for the parameters used to characterize the particle bed 

motion with monosized 2 mm diameter spherical glass beads. There were analogies between 

results from the DEM numerical model and the PEPT experimental results in terms of axial 

and radial dispersion coefficients, distribution of the axial travelled distances and values for 

the static plateau periods in the axial direction. Although the predicted particle dispersion 

coefficients and particle movements in axial directions during a shaft cycle had similar trends 

they differed in terms of absolute values. In particular the dispersion coefficient in the axial 

direction was double for the DEM simulation compared with the PEPT results. In this chapter 

a sensitivity analysis has been conducted to investigate the effect of the variation of DEM 

parameters for the axial and radial displacement and the segregation index in order to 

compare the DEM simulation predictions with the PEPT experimental results. 
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8.1 Introduction: comparison between DEM simulation and PEPT experimental results 

for the Turbula mixer 

In Chapters 5 and 7, particle motion in a cylindrical vessel in a Turbula mixer was studied 

using discrete element method (DEM) simulations and positron emission particle tracking 

experiments (PEPT). A cylindrical vessel moving according to the Turbula mixer motion was 

modeled by numerical simulations. In the DEM simulations, the Hertz Mindlin contact model 

proposed in the EDEM commercial package was used to model the particle-particle and 

particle-wall material contact mechanics using some of the input parameters found in 

literature. The experimental validation using PEPT was conducted by studying the motion of 

the particle bed by tracking one single tracer particle within the vessel. Due to the complex 

motion for the Turbula mixer and the “non-steady” state for the bed movement, it was 

difficult to directly compare DEM simulations with PEPT experimental in terms of velocity 

field profiles for any given vessel position and orientation. Therefore, other parameters have 

been compared: the dispersion coefficients in the axial and radial direction, distribution of 

particle movement in the axial direction and duration of the static period in the axial direction 

during a shaft rotation cycle. Some differences in terms of quantitative numbers for the 

compared parameters have been found as PEPT results differed from the simulation results in 

particular regarding the axial dispersion coefficients. The hypothesised change in bed 

transition behaviour observed in the DEM simulations and the change of mixing efficiency 

(characteristic number of rotations) as a function of the operating speed were also observed in 

the PEPT experiments by comparison of occupancy plot (ref. Chapter 7). It was observed that 

the middle speed, 46 rpm, seemed to be a critical speed for the mixing behaviour. Hence, the 

bed transition behaviour dependence on the operating speed has been numerically predicted 

and experimentally validated. In the next paragraph a comparison between the results 
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presented in Chapters 5 and 7 is given to highlight the similarities in the trends between the 

simulation and the experimental results. 

 

8.1.1 Comparison of DEM and PEPT axial and radial dispersion coefficients, Dx and Dr 

In Chapters 5 and 7, the axial and radial dispersion coefficients were calculated according to 

the equations reported in Table 8.1.  

 

Table 8.1: list of equation used to calculate axial and radial dispersion coefficients in DEM 

simulations and PEPT mixing experiments. 

 DEM PEPT 

Axial 
dispersion 
coefficient 

€ 

Dx =
1

N −1

xi
k+1 − xi

k( )2
i=1

i=n

∑

t k+1 − t k( )nk=1

k=N −1

∑
 

(8.1)
 

€ 

Dx =
1

N −1
xk+1 − xk( )2

t k+1 − t k( )k=1

k=N −1

∑
 

(8.2)
 

Radial 
dispersion 
coefficient 

€ 

Dr =
1

N −1

ri
k+1 − ri

k( )2
i=1

i=n

∑

t k+1 − t k( )nk=1

k=N −1

∑  

(8.3)
 

€ 

Dr =
1

N −1
rk+1 − rk( )2

t k+1 − t k( )k=1

k=N −1

∑  

(8.4)
  

For the DEM simulations, the coefficients of dispersion were calculated using the 

displacement in the axial and radial directions, after each period of rotation, for all the 

particles in the system over a total of 15 periods. For the PEPT experiments a single tracer 

was used and the dispersion coefficients were calculated by using the displacement in the 

axial and radial direction considering about 1200 shaft rotations. For the DEM simulation 

spherical particles were modelled with DEM input parameters considered to be representative 

of the glass beads used in the PEPT mixing experiment. In Figure 8.1 the results from DEM 

simulations and the PEPT experiments are compared.  
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Figure 8.1: Comparison of axial and radial dispersion coefficients, Dx and Dr, for DEM and 

PEPT as a function of speed. 

 

Similar trends for both axial and radial dispersion coefficients were seen between DEM 

simulations and PEPT experiments. In both cases the axial dispersion coefficients was always 

much greater than the radial. One of the reasons could be the choice of the DEM input 

parameters, hence a sensitivity analysis for the input parameters was carried out. Also, the 
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differences between the DEM simulation and the PEPT experiments might be magnified by 

the square of the difference in the calculation for the dispersion coefficients. Therefore, the 

net displacements in the axial and radial directions, x’-x and r’-r, after each period of rotation 

were used. 

 

8.1.2 Comparison of particle movement in axial direction: peak frequency distribution 

and average plateau periods length 

As previously reported the particle movement in the axial direction (from one peak to the 

following peak) periodically alternated with a period of no particle movement in the axial 

direction (plateau) during the inversion of the vessel for both DEM simulations and PEPT 

mixing experiments. As shown in Chapters 5 and 7, in the DEM simulations the axial position 

for 10 selected particles was recorded at different speeds and the peak frequency distributions 

were calculated (peak calculated as “axial displacement”) over 15 shaft rotations. In the PEPT 

experiments, the single glass bead tracer particle was followed and the distance travelled in 

axial direction x between each peak “axial displacement” was also calculated over about 1200 

shaft rotations. The comparison between peak frequency distributions is presented in Figure 

8.2. 
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Figure 8.2: Peak frequency distribution for DEM simulations and PEPT experiments. 
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From these previous plots, some differences in values can be highlighted. However, it can be 

noted that for both the DEM simulation and the PEPT experiments, increasing the speed 

resulted in a narrower distribution for such peaks. The differences might be related to the 

nature of the comparison between the DEM simulations, where 10 particles are selected and 

followed for 15 rotations, and the PEPT experiment where one single glass bead tracer was 

employed over about 1200 shaft rotations.  

For both DEM simulations and experimental results, during the motion of the vessel, there 

were periods during which the particles alternated between axial movement, relative to the 

cylinder axes, and static periods. In Figure 8.3, the average length of such static periods for 

the 10 selected particles in DEM and PEPT single tracer particle is plotted as a function of 

speed. It can be observed that by increasing the speed the bed movement in the axial direction 

resulted in shorter static periods for both DEM simulations and PEPT experiments. 

  

 

Figure 8.3: Average length of plateau periods for DEM simulations and PEPT experiments. 
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8.2 DEM input parameters sensitivity analysis for operating 3 speeds: 23, 46 and 69 rpm 

It has been shown that some similarities exist between the DEM simulations and the 

predictions, however, differences were shown in terms of absolute values. DEM input 

parameters were varied in order to assess their influence on the magnitude of discrepancies 

between the simulations and experimental data. The analysis of the influence of the input 

parameters should also give some indications regarding the hypothesised change in bed 

behaviour with the operating speed, since their influence should be different as a function of 

the mixing mechanisms occurring. A number of simulations have been run in order to 

investigate the effect of the choice for the EDEM input parameters. Table 8.2 lists the set of 

EDEM input parameters for simulation using 2 mm monosized and three operating speeds: 

23, 46 and 69 rpm. 

Only the static and rolling friction coefficients and particle-particle coefficient of restitution 

were varied in the simulations A to G. The rest of DEM input parameters were the same used 

in Chapters 5 and 6.  

 

Table 8.2: EDEM input parameters for sensitivity analysis.  

Parameter Base A B C D E F G 

µs,pp 0.5 0.5 0.5 0.7 0.25 0.25 0.25 0.25 

µr,pp 0.01 0.1 0.001 0.01 0.01 0.001 0.001 0.001 

µs,pw 0.35 0.35 0.35 0.35 0.35 0.25 0.25 0.25 

µr,pw 0.005 0.005 0.005 0.005 0.005 0.001 0.001 0.001 

εpp 0.75 0.75 0.75 0.75 0.75 0.75 0.85 0.45 

εpw 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
Speed 
(rpm) 

23,46, 
69 

23,46, 
69 

23,46, 
69 

23,46, 
69 

23,46, 
69 

23,46, 
69 

23,46, 
69 

23,46, 
69 
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The term “base” refers to the original input parameters used in the simulations reported in 

Chapters 5 and 6. 

 

8.2.1 Effect of input parameters on distribution of x’-x and r’-r 

The distribution of the net displacements, x’-x and r’-r, used in Eq.(8.1), Eq.(8.2), Eq.(8.3) 

and Eq.(8.4), were compared between the PEPT experiments and DEM simulations using 

different values for the input parameters. 

 

 

 

Figure 8.4: Dx and Dr from rotation 2 and 15 for the “base” case. 
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Due to computational time restrictions only three periods of motion, between rotation 2 and 5, 

were used to compare the statistics for the distribution x’-x and r’-r from the DEM simulation 

for the different input parameters versus the PEPT results. 

The coefficients of dispersion Dx and Dr, for the “base” simulation, were plotted between 

rotations 2 and 15 in Figure 8.4. The two dispersion coefficients seemed to be fairly constant; 

therefore indicating that using only three periods of rotation was acceptable for the 

determination of x’-x and r’-r distributions. In the first rotation the particle bed started from a 

static position, and therefore this part of the cycle would not be representative. Thus, the first 

cycle was not used for these calculations. 

For the simulations with the different sets of input parameters and the PEPT experimental 

results the distribution of x’-x and r’-r are plotted for the different speeds in Figure 8.5 and 

Figure 8.6. For all the cases considered the results for the DEM simulations never matched 

the ones obtained in the experiments, particularly for the distribution of x’-x. The distribution 

of x’-x and r’-r were narrower for the PEPT experiments when compared to the DEM 

simulations. This led to the high difference between DEM and PEPT results when Eq.(8.1), 

Eq.(8.2), Eq.(8.3) and Eq.(8.4) were used to calculate Dx and Dr. 

Although these differences existed, again the distribution of x’-x and r’-r showed some 

comparable trends between DEM simulations and PEPT experiments, as later discussed. At 

23 rpm and 46 rpm, the choice of a higher value of the coefficient of rolling friction seemed to 

have a major impact in terms of net displacement x’-x after each period of rotation. This also 

had implications on the mixing efficiency (characteristic number of rotation) as later 

demonstrated. 
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Figure 8.5: Comparison of x’-x and r’-r distributions, DEM simulations and PEPT at 23 rpm. 
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Figure 8.6: Comparison of x’-x and r’-r distributions, DEM simulations and PEPT at 46 rpm. 
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Figure 8.7: Comparison of x’-x and r’-r distributions, DEM simulations and PEPT at 69 rpm. 

 

The actual values obtained for x’-x and r’-r were again different between PEPT experiments 

and DEM simulations. Again however, the trends seen when comparing x’-x and r’-r at 
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different rotational speeds were similar between PEPT experiments and DEM simulations as 

illustrated in Figure 8.8 and Figure 8.9.  

 

 

Figure 8.8: Comparison of x’-x distributions for DEM simulations (case E) and PEPT. 
 

In Figure 8.8, the trends for x’-x for the case E in the DEM simulations and PEPT 

experiments are similar in the three regions (a), (b) and (c) highlighted. For both simulation 
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and experiments, 46 rpm presented the highest peak and narrower distribution for x’-x, 

followed by 23 rpm and 69 rpm. Similar trends can also be observed regarding the tails of the 

distributions. The wider distribution for the 23 rpm and 69 rpm corresponded to a much larger 

value for the coefficient Dx for the 23 rpm and 69 rpm when compared with the 46 rpm case. 

 

 

Figure 8.9: Comparison of r’-r distributions for DEM simulations (case E) and PEPT. 
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In Figure 8.9 the trends for r’-r for the case E in the DEM simulations and PEPT experiments 

are compared. In region (a) there are some differences between the simulations and the 

experiments. However, in region (b) the maximum frequency reached is highest at 69 rpm, 

followed by 46 rpm then 23 rpm, for both the simulations and the experimental results. 

Similarly in region (c) the trends are comparable with the 69 rpm presenting the narrowest 

distribution followed by the 46 rpm. 

 

8.2.2 Effect of input parameters on the segregation index S 

The effect of the choice for the DEM input parameters were investigated in terms of 

segregation index and mixing efficiency. As showed in Chapter 5, for monosized particle the 

segregation index can be fitted with an exponential law, Eq.(8.5). For the considered system, 

when random mixing was achieved the segregation index plateaued to a value, S∞, that equals 

to 1.  

€ 

S fit = S∞ + S0 − S∞( )e−NR /Nmix

 (8.5) 

 

The previous equation can be plotted in a linear form by taking the logarithm of both sides of 

the equation.  

€ 

ln S fit − S∞( ) = ln So − S∞( ) − NR

Nmix
 (8.6) 

 

Therefore, from Eq.(8.6), ln(Sfit-S∞) can be plotted against number of rotation NR to compare 

the effect of the choice for the DEM input parameters for the first three periods of motion. In 

Figure 8.10, Figure 8.11 and Figure 8.12 the comparison between the segregation indices for 

the different choice of input parameters are shown for the different speeds. Only the first three 

periods of rotations were considered for the comparison since fast macro mixing occurred as 
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shown in Chapter 5. The characteristic number of rotation Nmix, inverse of mixing efficiency 

(ref. Chapter 5), was determined by minimisation of the sum of squares of the difference 

between the segregation index determined from the simulation during the first three period of 

rotation and the exponential decay law Eq.(8.6). For the calculation the value of S! was 

superimposed to be equal to 1. 

It is interesting to highlight that the choice of input parameters had a different effect 

depending on the speed. From the comparison, it seemed that for the lowest speed, 23 rpm, 

the choice of input parameters had a major effect. In particular, the choice of a high value for 

the coefficient of rolling friction seemed to improve the rate of mixing. 

 

 

Figure 8.10: Effect of DEM parameters on ln(Sfit-S!) with number of rotation NR for 23 rpm. 
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Figure 8.11: Effect of DEM parameters on ln(Sfit-S!) with number of rotation NR for 46 rpm. 

 
 

 

Figure 8.12: Effect of DEM parameters on ln(Sfit-S!) with number of rotation NR for 69 rpm. 
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As visually seen in the previous plots, varying the DEM input parameters within the selected 

range resulted in a change of the segregation index (in terms of characteristic number of 

rotation Nmix) for the different speeds considered. 

 

 

 

 
Figure 8.13: Effect of DEM input parameters for the axial and radial coefficients of 

dispersion, Dx and Dr, against characteristic number of rotations for different operating 

speeds. The dotted line represents the PEPT experimental values for Dx and Dr. 
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The choice of input parameters clearly had a different effect for the three speeds. This 

probably indicated that the mixing mechanisms in axial and radial directions were different 

and were functions of the operating speed. Figure 8.13 shows the effect of the choice of DEM 

input parameters for the coefficients Dx and Dr against the characteristic number of rotations 

Nmix (inverse of the mixing efficiency). The value for the coefficients of dispersions for the 

PEPT results is also shown as dotted line. For the PEPT results it is not possible to calculate 

the corresponding characteristic number of rotations, hence for this comparison the dotted line 

was plotted over the all values for Nmix shown in the graph. 

In all of the cases analysed the coefficients of dispersions predicted by DEM simulations did 

not have values comparable with the PEPT experimental results. Only E, F and G at 23 rpm, 

the choice of input parameters seemed to give a value of the coefficient of dispersion Dx 

similar to the PEPT results. However, that was not valid for the coefficient Dr. For the 

different operational speeds the effect of changing the input parameters had a different impact 

on the coefficient of dispersion and mixing efficiency. It is interesting to note that for the 23 

rpm operational speed, the coefficient of dispersion increased and the mixing efficiency 

increased, if compared to the base case, when the highest value for coefficient of rolling 

friction was chosen, case A. For the highest rolling friction, case A, at 46 rpm, the dispersion 

coefficient in the axial direction increased if compared to the base case. For the other cases 

considered the dispersion coefficient was quite similar to the base case. However, at 46 rpm 

the coefficient of dispersion in the radial direction became much larger compared with the 

base case. At 69 rpm, the different choice for the DEM input parameters did not have much 

effect on the axial dispersion coefficient. Conversely, there was again a difference in the 

pattern for the coefficient in the radial direction at the 69 rpm speed. Again, there were 

differences in the influence of the DEM input parameters between operating speeds This 
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might indicate that there was change in the bed behaviour and mixing mechanisms since the 

choice of the input parameters had different influences. However, the dispersion coefficients 

predicted by DEM simulations still not match the experimental results. The summary for all 

the dispersion coefficients Dx and Dr for the base case, PEPT and sensitivity analysis is 

reported in Table 8.3. 

 

Table 8.3: Summary dispersion coefficients Dx and Dr from sensitivity analysis.  

Speed 
(rpm)  PEPT Base A B C D E F G 

Dx 
(mm2/sec) 32.4 94.3 235.2 83.9 106.6 74.7 54.4 54.9 56.0 

23 
Dr 

(mm2/sec) 5.1 8.0 11.1 7.9 8.1 8.6 8.2 8.7 8.2 

Dx 
(mm2/sec) 16.1 33.7 139.9 31.9 35.4 30.4 33.1 35.7 29.6 

46 
Dr 

(mm2/sec) 8.2 15.3 15.3 15.4 14.7 18.0 17.9 18.4 19.7 

Dx 
(mm2/sec) 38.2 120.3 144.0 123.5 130.4 122.4 126.9 134.2 123.9 

69 
Dr 

(mm2/sec) 8.9 18.2 18.7 18.8 18.3 21.3 24.5 24.0 23.7 

 

 

8.3 Conclusions 

This chapter is concerned with the comparison between DEM simulation using different input 

parameters and PEPT experimental result for the particle behaviour in a Turbula mixer. The 

DEM simulations using the Hertz Mindlin contact model captured the major features for the 

particles motion regarding the parameters used for the comparison. However, the DEM 

predicted dispersion coefficients always exceed the measured ones. The values obtained from 

the simulations ware about 50% higher than the PEPT when using physically reasonable 
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simulations input parameters. An investigation of the effect for the choice for such parameters 

was carried out. Although, some of the experimental trends were reproduced with the 

simulations there was still a lack of agreement between the absolute values. It seemed that the 

DEM simulation always exceeded the PEPT results in terms of particle movement in axial 

and radial directions. However, by using different input parameters some interesting 

observations were made regarding the change of their effect as a function of speed. It was 

observed that depending on the speed their influence on the dispersion coefficients in axial 

and radial direction was different. This could be indicative that different mixing mechanisms 

were occurring in axial and radial directions as consequences of the different mixing flows, 

probably dilated granular flow at lower speed and inertial chaotic flow at the higher speed. 
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Chapter 9 

Conclusions: results and summary 

 

 

The main objective of this project was to understand the capabilities and the limitations of 

applying Discrete Element Method (DEM) to real industrial applications. This was done by 

comparison between a computational approach to study particle mixing and experimental 

results obtained from single particle tracking in a laboratory scale mixer, the Turbula mixer, 

which presented a challenge regarding the complex motion. Here, the outcomes from a 

preliminary investigation of solids mixing modelled using a DEM approach has been 

presented. The data suggest some interesting and as yet unpredicted behaviour on the basis of 

different mixing motions. The study of the particle motion within the vessel has been carried 

out through the radioactive PEPT technique and the DEM numerical simulations technique, 

considering each particle as a single element. 

 

9.1 Results 

The use of Discrete Element Method (DEM) to study and understanding complex particulate 

systems has increased considerably over the last few decades. The use of such technique has 

been exploited in a number of applications, both academically and industrially. In some 

occasions DEM has proved to be an exceptional tool for equipment design, where for 

example, the use of different equipment geometry designs were studied. However, the full 

application of DEM as a predictive tool for real scale industrial systems is not possible yet 
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due to the intrinsic DEM limitation such as particle size, particle shapes and often simplistic 

contact models which do not consider interparticle forces (capillary forces, electrostatic 

forces, Van der Waals forces). Another important issue for the DEM application regards the 

definition of the simulation input parameters. In the literature a methodology for determining 

the DEM input parameters is not clearly reported, in particular, for small particles. In this 

work, an example of material mechanical characterisation for the small ZSM5 zeolite particles 

was carried out. Different powder characterisation techniques were employed to characterise 

the flow behaviour for the material, showing exceptional flowability. Single particle 

compression and indentation techniques showed the high value for the reduced elastic 

Young’s modulus, strength and hardness for the material considered. Bulk compression for 

the material showed its low compressibility. Some of the determined properties for the zeolite 

were used to show the computational limitations and the unfeasible simulation time for the 

modelling of mixing of zeolite particles in a Turbula mixer, when a high number of small 

particles with high shear modulus were considered. Therefore, a model system using larger 

spherical particles was used to simulate the mixing, and the simulations were compared with 

PEPT mixing experiments using “model” spherical glass beads. The Turbula motion was 

measured by PEPT and it was imported into the DEM code. It has been shown that both 

rotational and translational motions of the cylindrical vessel within the mixer can be 

reconstructed through tracking three rigid points on the corners of the solid cage. It was also 

shown that only one tracked point was sufficient to describe the motions as a result of the 

geometrical symmetry in the Turbula motion. The complex measured motion was used to 

carry out DEM simulations under different conditions by looking at the effect of mixing speed 

and filling patterns on particle mixing at a constant fill level, with uniform spherical 

monomodal and bimodal sized spherical particles. 
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For the monosized particles the influence of a range of operational speeds revealed that the 

mixing behaviour changed non-monotonically as a function of mixer speed. The segregation 

index calculated from DEM simulations was used to determine the characteristic number of 

rotations and mixing time. These experiments revealed that the number of mixer revolutions 

needed to achieve complete mixing, initially increased with the increase in speed (from 23 

rpm to 46 rpm) and subsequently decreased with the further increase in speed. This was 

probably indicative of a transition in the bed behaviour with speed (from 46 rpm to 69 rpm). 

The decline in mixing efficiency with the initial increase in speed correlated well with a 

similar trend in axial dispersion coefficient. However, due to the complexity of the Turbula 

motion, difficulties still remained in the formulation of a complete explanation for the 

interesting unpredicted behaviour. The results from the Turbula simulations were also 

compared with a cylindrical vessel undergoing two simpler motions, such as a rotating drum 

and a hoop mixer. As extensively reported in literature for the rotating drum, the radial mixing 

was observed to be the dominant mixing mechanism whereas axial mixing was very slow, 

being purely a dispersive mechanism. With the hoop mixer it was observed that the rocking 

motion caused mixing in the axial direction and that the overall mixing efficiency depended 

on the operating speed. The axial mixing in the hoop mixer improved with speed whereas the 

radial mixing slightly decreased as the speed increased.  

Positron Emission Particle Tracking (PEPT) was then used to follow particle tracer 

trajectories during mixing experiments using the Turbula mixer under comparable conditions 

used in the Turbula DEM simulations. As with DEM, monosized glass bead particles were 

used. PEPT showed narrower distributions of the net axial displacement per shaft rotation 

with increasing speed. Axial periodic particle movements alternated with static periods were 

also observed. These observations from PEPT experiments were qualitatively in agreement 
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with DEM simulations. Also, for the experiments, a minimum value for the axial coefficient 

was measured at the middle speed of 46 rpm, confirming the DEM observations. The axial 

and radial occupancy plots from the PEPT experiment, also revealed that the tracer particle 

tended to concentrate in two core regions of the vessel when the mixer speed was increased 

from 22 rpm to 46 rpm. When the speed was further increased these two cores tended to 

disappear. The experiments, therefore, showed a non-linear pattern for the occupancy plots 

with speed, implying a possible transition in the bed behaviour. The experimental results, 

therefore, validated the DEM predictions in terms of possible bed transition as a function of 

operating speed for monosized particles. As stated, the DEM model, for the Turbula mixer, 

captured the major trends for the parameters used to characterise the particle bed motion but 

differences in absolute values were seen, with the predicted dispersion coefficients being 

always higher than those measured by PEPT. The change of the choice for the DEM input 

parameters revealed some effects on the characteristic number of rotations and dispersion 

coefficients in particular regarding their different effect for the different speeds, probably 

confirming the idea of different mixing mechanisms occurring in axial and radial directions as 

a function of speed. Changing the DEM input parameters never resulted in achieving 

coefficients which matched the PEPT values, but trends were generally reproduced between 

simulations and experiments. PEPT experiments were also applied to study the flow of a 

system using zeolite catalyst support material, which revealed a quite different mixing 

behaviour if compared to the “model” glass beads. The axial and radial dispersion coefficients 

together with the occupancy plots showed different trends compared with the model material. 

A much greater value for the dispersion coefficient in the axial direction was also observed. 

This could perhaps be associated with a much higher mobility for the tracer particle for this 

particle bed. There are clear difficulties in relating the behaviour for the two materials. This 
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reinforces the idea that, modelling ideal systems and extending some understanding to a more 

complex system can be challenging. In order to tackle the issue of particle mixing for real 

particles it is necessary to enhance DEM modelling capabilities by being able to model 

systems with smaller, larger number of particles and with real shapes. 

DEM simulations were also used to model a system considering bimodal sized spherical 

particles and the effect of operating speed was analysed for the axial filling. For this system, 

good qualitative agreements were found between DEM simulations and MRI experimental 

data from literature with a formation of a core of small particles within the centre of the bed. 

It was also shown, as previously reported in the literature, that the mixing quality improved as 

a function of the operating speed. In addition, it was demonstrated that the design of a simple 

baffle could improve the mixing and avoid the formation of the small particle central 

segregated volumes within the particle bed. 

 
 
9.2 Summary 
 
Particle technology is critical in many industries. In the chemical industry, about 75% of 

manufacturing processes involve the use of solid particles. As in many other parts of the 

chemical industry, in Johnson Matthey a number of different operations involve particle 

technology, for example, mixing, precipitation, impregnation, filtering, washing, drying, 

forming and thermal processing. Often systems involving particulate systems show difficult 

and unpredictable behaviour resulting in inefficiencies. Improving processes involving 

complex particulate systems could result in higher product yield, more consistent quality 

products, faster production, lower energy usage and economical improvements. 
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One of the most interesting tools, which may be used to address some of the problems related 

to particle processing is probably the DEM numerical technique. Some comments regarding 

its application are as follows. 

• DEM can be used to describe granular problems considering each particle as a discrete 

discontinuous element within the system. DEM simulations are widely reported for large 

scale particles. Limitations of particle size are mainly due to computational limitations due 

to the combination of the high number of particles to be considered and the effect of the 

small timestep. 

• There are some limitations regarding the representation of particles with simplified 

spherical discrete elements. Different approaches using representation of complex shapes 

are being developed, however, there is still a need to develop and validate relationships 

between the local constitutive laws depending on the shapes of the discrete elements. By 

using a multiple sphere approach there is a limitation on computational effort due to the 

increased complexity due to the large number of spheres considered in the simulations. 

• Clear limitations regarding the determination or the choice of the input parameters for the 

simulations with different materials still make DEM a tool for simplified systems which 

user consider “model” particles such as glass beads. A methodology for gathering the input 

parameters is not clearly defined, especially for small particles. 

Regardless the issues reported above, this modelling technique for granular materials is 

growing considerably, mainly in academic research but also in industry. Many DEM 

modelling results have shown that these kind of simulations reproduce experimental results 

well, giving new understanding of the behaviour of granular systems. This is mainly true for 

simpler systems that consider large spherical particles. However, new developments and 

advancements of both computer hardware and DEM software is resulting in a continuously 
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more extensive applications of this modelling technique for the exploration of more complex 

applications. 

In this thesis, it has been demonstrated that the DEM simulation technique can be used for 

complex granular motion of particles in mixing vessels. The capability of DEM to model the 

mixing in complex systems such as the Turbula mixer was examined. A DEM numerical 

evaluation and a PEPT experimental validation have been made for the first time for a 

cylindrical vessel moving according to a 4D phase space mixer motion (3D for space motion 

and 1D for time, non steady state mixing) such as the Turbula mixer. Due to inherent DEM 

computational limitations the modelling could not be carried out on real industrial sized 

particles such as the ZSM5 zeolite. Therefore, the particles used in the DEM simulation were 

large ideal spherical model particles and the modified Hertz Mindlin contact model was 

employed. Based on the DEM simulations and PEPT qualitatively experimental validation, it 

can be generally stated that DEM simulations approach is capable of modelling the major 

features of complex systems such as the Turbula mixer using the ideal spherical particles 

material. Given that this is novel work considering such complex motion and its aims include 

increasing confidence in the use of DEM for this type of work, the outcomes and conclusions 

from the work are interesting and provide some clues for further work, both by experimental 

and computational methods. Computational results provided qualitative evidence regarding 

the unpredictable bed behaviour, which was also observed by PEPT experiments. However, 

although the simulations were useful to observe the non-linearity for the rate of mixing as a 

function of the operating speeds and different speculative hypothesis were made, there was 

not a transparent and rational explanation. This presents the additional challenge for the DEM 

results analysis to be able to extract and present the data with the aim of giving a mechanistic 

explanation for the mixing mechanisms within the vessel. To gain a better understanding on 
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the flow within the vessel and to improve the understanding of mixing mechanisms, more 

simulations are probably necessary, for example, by analysing the effect of different fill levels 

and systems with different particle sizes. Moreover, a more meticulous comparison between 

the DEM simulations and the PEPT experiments should be made.  For example, the actual 

PEPT experiment could be modelled using DEM. This would involve only looking at the 

movement of one particle, as was done in PEPT, rather than all the particles as was done in 

the simulations presented in this thesis.  However, in order to do this simulation, the DEM 

modelling would need to be conducted over time periods that correspond with the PEPT 

experiments, which are far greater than those used in the presented DEM simulations.  A more 

detailed analysis of data regarding particle velocities from PEPT and DEM may also be 

beneficial. This data analysis may allow ascertainment of greater information regarding 

mixing mechanisms in the axial and radial directions for the considered mixer. 

Many problems still remain and many challenges need to be addressed to transform DEM 

from a largely academic tool into a full industrial predictive tool for real commercial systems, 

considering for example small complex particles such as the Zeolite.  Future work may 

involve the following subjects/topics: 

• Development of methodologies for definition of DEM input parameters, from bulk as well 

as individual particle measurements, for both model material particles and real particles. 

• Ability of modelling real industrial particles size and shapes representations. 

• Develop models to include other interparticle forces such as capillary forces, electrostatic 

forces, Van der Waals forces; especially for the modelling of small particles. 

• Detailed validation of simulations results closely matching experimental to obtain 

quantitative results rather than qualitatively. 

• Moving from qualitatively simulations to quantitative predictive simulations. 
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As a consequence of increasing computer power and more readily useable commercial codes, the Discrete
Element Method is being used in an increasing range of applications to simulate increasingly complex
processes, often for evaluation of machinery prototypes. This presents the additional challenge of analysis of
results, in particular to extract flow and mixing mechanisms with a view to improving design or operation.
The Turbula mixer is a laboratory scale mixer, which is widely used in industry for the development or testing
of new granular products. It comprises a simple vessel geometry (cylinder) that moves with a complex, yet
regular, 3D motion giving rise to rapid and thorough mixing of the contents. The mixer presents an ideal
system for evaluation of the power of DEM to simulate complex processes and to develop protocols for
processing the results of the simulation. Initial results of this investigation, presented in this paper, show that
mixing behaviour changes non-monotonically as a function of mixer speed. For the system of monodisperse
glass spheres it is shown that mixing rate (in terms of number of mixer revolutions to achieve complete
mixing) initially decreases with increasing speed and subsequently increases. The behaviour is suggestive of a
transition in the flow process and is the subject of further investigation.
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The mixing of solids is a fundamentally important unit operation in the pharmaceutical, food and agricultural in-
dustries, aswell asmany others. The efficiency andquality ofmixing can have a significant bearing on downstream
processability and product quality. In spite of the fact that the equipment, usually batch blenderswithout impellers
such as tumbling bins and V-Blenders or with impellers such as ploughshare mixers, is well established, there re-
mains considerable uncertainty in the optimisation of mixing. Simple laboratory/pilot scale mixers based on the
rotating drum, such as the hoop mixer and the Turbula, are commonly used and yet also little understood in
terms of performance. These mixers add additional rotational and/or translational movements to the cylindrical
rotation of the drum to deliver significant improvements in mixing, particularly in the longitudinal axis.
Discrete Element Modelling (DEM), in which a flowing or deforming granular system is modelled by considering
themovement of each individual particle and its interaction (momentum and energy exchange) with neighbours
and boundaries, has recently become accessible to relatively non-expert users. The reasons for this include: in-
creasing confidence in its capability; user-friendly graphical interfaces of commercial software packages; and
the fact that top end personal computers now have sufficient memory and computational speed to enable
many problems to be solved in weeks rather than months.
The purpose of the work reported here is to evaluate the power of DEM to help understand flow processes and
explain mixing mechanisms in mixing equipment based on the rotating drum. The commercial package EDEM
(from DEM Solutions) was used. For speed and simplicity the modelled system comprised monosized smooth
glass beads. Three mixers were selected: horizontal rotating drum, the hoop mixer and the Turbula. The rate
and extent of mixing, quantified using a “segregation index” based on contacts between two discretely labelled
but otherwise identical fractions, was shown to depend on equipment motion, operating speed and the initial
distribution of the fractions. The well known characteristics of the horizontal drum operating in rolling mode
were demonstrated: excellent transverse mixing and poor axial mixing; both improving with speed as the
depth of the active layer is shown to increase. The hoopmixer incorporates off-axis rotation, causing periodic tilt-
ing of the cylinder axis. This results in a considerable improvement in axial mixing. Interestingly, at low speeds
the hoopmixer and simple rotating drumexhibit similar transversemixing but increasing speed has the opposite
effect: improving transversemixing in the drumwhile worsening it in the hoop. Axial mixing in the hoopmixer,
on the other hand improves with speed. The Turbula displays a very interesting relationship with speed. At low
speeds, its transversemixing performance is the same as the horizontal drum and hoopmixer but decreases sig-
nificantly with increasing speed, going through a minimum at medium speed before recovering completely at
high speed. Axial mixing is comparable, showing the same trend. It appears that the motion in the Turbula
goes through some sort of transition that has a profound effect on mixing performance. The implication is that
unless this is understood, it will be difficult a priori to identify optimum operating conditions.
The power of DEM lies in the fact that the complete trajectory of each particle is recorded: it is possible to follow
the movement, deformation and breakup of clusters of particles. From this it should be possible to elucidate the
dominant flow mechanisms and to identify those that have the most impact on mixing. This presents a chal-
lenge to develop methodologies for cluster analysis and visualisation and is the subject of on-going work.
Other work is focussed on experimental validation of the DEM predictions.
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