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#### Abstract

We study a kinetic equation of the Vlasov-Wave type, which arises in the description of the behaviour of a large number of particles interacting weakly with an environment, composed of an infinite collection of local vibrational degrees of freedom, modeled by wave equations. We use variational techniques to establish the existence of large families of stationary states for this system, and analyze their stability.
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## 1 Introduction

This paper is concerned with the following PDE system

$$
\begin{array}{r}
\partial_{t} f+v \cdot \nabla_{x} f-\nabla_{x}(V+\Phi) \cdot \nabla_{v} f=0, \quad t \geq 0, x \in \mathbb{R}^{d}, v \in \mathbb{R}^{d}, \\
\left(\partial_{t t}^{2} \Psi-c^{2} \Delta_{z} \Psi\right)(t, x, z)=-\sigma_{2}(z) \int_{\mathbb{R}^{d}} \sigma_{1}(x-y) \rho(t, y) \mathrm{d} y, t \geq 0, x \in \mathbb{R}^{d}, z \in \mathbb{R}^{n} \\
\rho(t, x)=\int_{\mathbb{R}^{d}} f(t, x, v) \mathrm{d} v \\
\Phi(t, x)=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}} \Psi(t, y, z) \sigma_{1}(x-y) \sigma_{2}(z) \mathrm{d} z \mathrm{~d} y, \quad t \geq 0, x \in \mathbb{R}^{d} \tag{4}
\end{array}
$$

This system was introduced in [8, 25], where also the existence of solutions was established and some asymptotic issues treated. In particular, a certain asymptotic regime brings out a quite unexpected connection between this system and the gravitational Vlasov-Poisson system. In this work, we wish to address a first aspect of the long-time behaviour of the system by investigating the existence of stationary solutions and their stability.

We recall the system (1)-(4) describes the interaction between a large set of particles and their environment. The particles are described by their distribution function in phase space: $f(t, x, v)$, where $t \geq 0, x \in \mathbb{R}^{d}, v \in \mathbb{R}^{d}$ are the time, space and velocity variables, respectively. More precisely, we interpret this quantity so that, given $\mathscr{O} \times \mathscr{V} \subset$ $\mathbb{R}^{d} \times \mathbb{R}^{d}, \iint_{\mathscr{O} \times v} f(t, x, v) \mathrm{d} v \mathrm{~d} x$ gives the mass of particles having at time $t \geq 0$ their position in $\mathscr{O}$ and their velocity in $\mathscr{V}$. The environment is seen as a vibrating medium, the state of which is described by the function $\Psi$. Note that the vibrations take place in the direction $z \in \mathbb{R}^{n}$, which is transverse to the particles' motion; they are characterized by the wave speed $c>0$. The coupling between the particles and the environment is embodied in the form functions $\sigma_{1}, \sigma_{2}$, which are both non negative, smooth and radially symmetric functions. Finally, the particles are also subjected to a confining potential $V$. We shall give details later on the technical assumptions and start by discussing the modelling issues.

The system (1)-(4) is a kinetic version of a model introduced by L. Bruneau and S. De Bièvre [5] for a single classical particle interacting with its environment. It is useful to keep in mind the picture proposed in [5] of a particle moving trough an infinite set of $n$-dimensional membranes, one for each $x \in \mathbb{R}^{d}$. Denoting by $t \mapsto q(t)$ the position of the particle, the dynamic of such a particle is described by the following set of differential equations

$$
\left\{\begin{array}{l}
\ddot{q}(t)=-\nabla V(q(t))-\iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{1}(q(t)-y) \sigma_{2}(z) \nabla_{x} \Psi(t, y, z) \mathrm{d} y \mathrm{~d} z,  \tag{5}\\
\partial_{t t}^{2} \Psi(t, x, z)-c^{2} \Delta_{z} \Psi(t, x, z)=-\sigma_{2}(z) \sigma_{1}(x-q(t)), \quad x \in \mathbb{R}^{d}, z \in \mathbb{R}^{n} .
\end{array}\right.
$$

For the system (5), due to the energy exchanges between the particles and the environment, and the evacuation of energy in the membranes, the coupling eventually
behaves like a friction force on the particle so that the particle asymptotically stops at the minimum of the confining potential $V$. Further situations are dealt with in [5], and we also refer the reader to $[1,9,10,11,21,24]$ for thorough numerical experiments and analytical studies on (5) and related models. The system (5) can be generalized by considering a set of $N$ particles, and the mean field regime $N \rightarrow \infty$ leads to (1)-(4), see [17, 25].

In [2], hypocoercivity techniques are adapted from [13] to investigate the large time time behavior of the solutions, when the kinetic equation (1) additionaly contains the Fokker-Planck operator $\nabla_{v} \cdot\left(v f+\nabla_{v} f\right)$. This operator induces some dissipative effects in the model which simplifies the asymptotic analysis. However, the stationary solution

$$
\begin{equation*}
\mathscr{M}_{\mathrm{eq}}(x, v)=Z_{\mathrm{eq}} \exp \left(-\frac{v^{2}}{2}-V(x)-\Phi_{\mathrm{eq}}(x)\right) \tag{6}
\end{equation*}
$$

exhibited in [2, 25] defines also a stationary solution of (1)-(4). It is then natural to investigate the stability of this solution, a task we turn to in this paper. In (6), $\Phi_{\text {eq }}$ is implicitely defined by the non-linear equation

$$
\Phi_{\mathrm{eq}}(x)=-\frac{\kappa}{c^{2}} \sigma_{1} \star \sigma_{1} \star \int_{\mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(x, v) \mathrm{d} v, \quad \kappa=\int_{\mathbb{R}^{n}} \frac{\left|\widehat{\sigma}_{2}(\xi)\right|^{2}}{\xi^{2}} \mathrm{~d} \xi>0 .
$$

Note that the definition of $\kappa$ requires $n \geq 3$. It can be equivalently expressed as

$$
\kappa=\int_{\mathbb{R}^{n}}|\nabla \Gamma(z)|^{2} \mathrm{~d} z>0
$$

with $\Gamma$ the solution of

$$
\Delta \Gamma(z)=\sigma_{2}(z), \quad z \in \mathbb{R}^{n}
$$

Equation (6) defines a family of stationary solutions of (1)-(4), parametrized here by $Z_{\text {eq }} \geq 0$. Since (1) conserves the total mass, we address the question of the stability of the stationary solution which has the same mass as the initial data, namely $Z_{\text {eq }}$ is the normalizing constant such that

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(x, v) \mathrm{d} v \mathrm{~d} x=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f(0, x, v) \mathrm{d} v \mathrm{~d} x=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f(t, x, v) \mathrm{d} v \mathrm{~d} x .
$$

In $[2,25]$ this solution is shown to be linearly stable for the collisionless system (1)-(4). We wish to investigate further the issue of the existence of these and other stationary solutions and their non-linear stability. We point out that the large time behavior for the kinetic model (1)-(4), or even for the $N$-particles version of (5), differs considerably from the situation investigated in [5] for a single particle, precisely because of the intricate interactions between all the particles when they are close to each other. When dealing with a single particle, with $V$ a confining potential as considered here, the asymptotic behavior is quite simple. Assuming for simplicity the potential has a unique critical point, which is its absolute minimum, it was shown the particle comes (exponentially fast) to rest at this minimum, see [5, Theorem 4]. This is - intuitively at least - a consequence of the fact that, as long as the particle moves, it will loose energy to the membranes, so that it has to come to a full stop. Which it can only do
where no external force is applied by the external potential. With several particles, the analysis is not that simple since when two particles are close enough to each other, they activate the membranes in a common neighborhood, which could lead to more complicated energy balances between the particle and the membranes. So, while a stationary solution with all particles at the minimum of the potential still exists, it is thus not clear if other stationary solutions may or may not exist. For the kinetic model, which corresponds to the statistical description of many particles in a mean field regime when the coupling between the particles is weak, we shall see that the model admits infinitely many stationary solutions with different shape.

In this paper we thus go back to the stationary solutions of the Vlasov-Wave system (1)-(4). Using the Hamiltonian structure at the basis of the discussion in [5], and the conservation of the Casimir-functionals of the Vlasov equation (1), we develop a variational approach, strongly inspired by the analysis of the gravitational VlasovPoisson system [14, 18, 19, 23, 26]; see also [3, 6] for the electrostatic Vlasov-Poisson system. In Section 2 we discuss the existence of stationary solutions in connection to the minimization of suitable energy functionals. Section 3 investigates the dynamical stability of these stationary solutions. Whether analogous stationary states also exist in the original $N$-particle model is a difficult open question that we do not address here and that is related to the question of the time-scale on which the Vlasov-Wave equation correctly describes the $N$-particle model.

## 2 Stationary solutions

A first crucial observation is that (1)-(4) conserves an energy functional that encodes the energy exchanges between the particles and their environment:

$$
\begin{align*}
\mathscr{E}(f, \Psi, \pi)=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} & \left(\frac{v^{2}}{2}+V(x)\right) f \mathrm{~d} v \mathrm{~d} x+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi[\Psi] f \mathrm{~d} v \mathrm{~d} x \\
& +\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left(|\pi|^{2}+c^{2}\left|\nabla_{z} \Psi\right|^{2}\right) \mathrm{d} y \mathrm{~d} x . \tag{7}
\end{align*}
$$

Here we have used the following notation: for a function $\Psi: \mathbb{R}^{d} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$,

$$
\Phi[\Psi](x)=\int_{\mathbb{R}^{d}} \sigma_{1}(x-y)\left(\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi(y, z) \mathrm{d} z\right) \mathrm{d} y
$$

Then, we have energy conservation in the sense that the solutions of (1)-(4) satisfy

$$
\begin{equation*}
\mathscr{E}\left(f, \Psi, \partial_{t} \Psi\right)(t)=\mathscr{E}\left(f, \Psi, \partial_{t} \Psi\right)(0) \tag{8}
\end{equation*}
$$

Of course, the particles' total mass is also conserved

$$
\begin{equation*}
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f(t, x, v) \mathrm{d} v \mathrm{~d} x=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f(0, x, v) \mathrm{d} v \mathrm{~d} x . \tag{9}
\end{equation*}
$$

Finally, since the field $(x, v) \mapsto\left(v,-\nabla_{x} V(x)-\nabla_{x} \Phi(t, x)\right)$ is divergence-free, equation (1) also conserves any non-linear functional (the "Casimir-functionals")

$$
\begin{equation*}
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} h(f(t, x, v)) \mathrm{d} v \mathrm{~d} x=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} h(f(0, x, v)) \mathrm{d} v \mathrm{~d} x, \tag{10}
\end{equation*}
$$

for a given function $h:[0, \infty) \rightarrow \mathbb{R}$.

This suggests to search for stationary solutions of (1)-(4) as minimizers of a Lyapounov functional using (8), (9) and (10). The natural energy (7) does not have enough structure to serve as a Lyapounov functional for the evolution problem. The idea is thus to combine (7) and (10) and to study the critical points of this Casimirenergy functional, under a mass constraint. It turns out that the critical points are also stationary solutions of (1)-(4). Moreover, the minimization property defines the framework that allows us to investigate the stability issue. We refer for instance the reader to $[3,6,12,18,26]$ for similar reasonings, see also the overview [23]. We proceed as follows. Let $h:[0, \infty) \rightarrow \mathbb{R}$ be a strictly convex function. We set

$$
\mathscr{J}(f, \Psi, \pi)=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} h(f) \mathrm{d} v \mathrm{~d} x+\mathscr{E}(f, \Psi, \pi)
$$

Let us denote by $m$ the mass of the initial particle distribution function

$$
m=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f(0, x, v) \mathrm{d} v \mathrm{~d} x
$$

We wish to define $\left(\mathscr{M}_{\text {eq }}, \Psi_{\text {eq }}, \pi_{\text {eq }}\right)$ as the minimizer of $\mathscr{J}$ under the constraint

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f(x, v) \mathrm{d} v \mathrm{~d} x=m
$$

We thus introduce, for $\lambda \in \mathbb{R}, \mathscr{J}_{\lambda}=\mathscr{J}+\lambda\left(\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f \mathrm{~d} v \mathrm{~d} x-m\right)$. The Euler-Lagrange relations yield the following conclusions

- with $\partial_{\pi} \mathscr{J}_{\lambda}$ we simply get $\pi_{\text {eq }}=0$,
- with $\partial_{\Psi} \mathscr{J}_{\lambda}$ we obtain

$$
\sigma_{2}(z)\left(\sigma_{1} \star \int_{\mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(\cdot, v) \mathrm{d} v\right)(x)=c^{2} \Delta_{z} \Psi_{\mathrm{eq}}(x, z)
$$

Denoting by $\Gamma$ the solution of $\Delta_{z} \Gamma=\sigma_{2}$, we are led to

$$
\Psi_{\mathrm{eq}}(x, z)=\frac{\Gamma(z)}{c^{2}} \sigma_{1} \star\left(\int_{\mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(\cdot, v) \mathrm{d} v\right)(x)
$$

The associated equilibrium potential thus reads

$$
\begin{aligned}
\Phi_{\mathrm{eq}}(x) & =\int_{\mathbb{R}^{d}} \sigma_{1}(x-y)\left(\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi_{\mathrm{eq}}(y, z) \mathrm{d} z\right) \mathrm{d} y \\
& =\sigma_{1} \star \sigma_{1} \star\left(\int_{\mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(\cdot, v) \mathrm{d} v\right)(x) \times\left(-\frac{1}{c^{2}} \int_{\mathbb{R}^{n}}\left|\nabla_{z} \Gamma(z)\right|^{2} \mathrm{~d} z\right) \\
& =-\frac{\kappa}{c^{2}} \sigma_{1} \star \sigma_{1} \star\left(\int_{\mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(\cdot, v) \mathrm{d} v\right)(x)
\end{aligned}
$$

- with $\partial_{f} \mathscr{J}_{\lambda}$ we infer

$$
\begin{aligned}
h^{\prime}\left(\mathscr{M}_{\mathrm{eq}}(x, v)\right) & =-\frac{v^{2}}{2}-V(x)-\sigma_{1} \star \int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi_{\mathrm{eq}}(\cdot, z) \mathrm{d} z-\lambda_{\mathrm{eq}} \\
& =-\frac{v^{2}}{2}-V(x)+\frac{\kappa}{c^{2}} \sigma_{1} \star \sigma_{1} \star\left(\int_{\mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(\cdot, v) \mathrm{d} v\right)(x)-\lambda_{\mathrm{eq}}
\end{aligned}
$$

with $\lambda_{\text {eq }}$ the Lagrange multiplier associated to the mass constraint.
Therefore, the equilibrium distribution function is defined by the implicit formula
$\mathscr{M}_{\mathrm{eq}}(x, v)=\Upsilon\left(\frac{v^{2}}{2}+V(x)-\frac{\kappa}{c^{2}} \Sigma \star \rho_{\mathrm{eq}}(x)+\lambda_{\mathrm{eq}}\right), \quad \Sigma=\sigma_{1} \star \sigma_{1}, \quad \rho_{\mathrm{eq}}=\int_{\mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}} \mathrm{d} v$,
where

$$
\Upsilon(s)=\left(h^{\prime}\right)^{-1}(-s),
$$

and the Lagrange multiplier $\lambda_{\text {eq }}$ is determined by

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}} \mathrm{~d} v \mathrm{~d} x=m
$$

We readily check that

$$
\left(v \cdot \nabla_{x}-\nabla_{x}\left(V+\Psi_{\text {eq }}\right) \cdot \nabla_{v}\right) \mathscr{M}_{\mathrm{eq}}=0
$$

so that $\mathscr{M}_{\text {eq }}$ is a stationary solution of (1), as anticipated. This comes from the fact that, denoting $\mathscr{E}_{\text {eq }}(x, v)=\frac{v^{2}}{2}+V(x)-\frac{\kappa}{c^{2}} \Sigma \star \rho_{\text {eq }}(x)=\frac{v^{2}}{2}+V(x)+\Phi_{\text {eq }}(x), \mathscr{M}_{\text {eq }}$ can be interpreted as a function of this energy and $\left(v \cdot \nabla_{x}-\nabla_{x}\left(V+\Psi_{\text {eq }}\right) \cdot \nabla_{v}\right) \mathscr{M}_{\text {eq }}$ is the Lie bracket of $\mathscr{E}_{\text {eq }}$ and $\mathscr{M}_{\text {eq }}$. Moreover, $\Psi_{\text {eq }}$ is a stationary solution of the associated wave equation (2)-(3) while finally $\Phi_{\text {eq }}$ satisfies (4).

The specific case $h(s)=s \ln (s)-s$ leads to (6), with $\Upsilon(s)=e^{-s}, Z_{\text {eq }}=e^{-\lambda_{\text {eq }}}$. With the change of variable $v=\sqrt{2 s} \omega, s \geq 0, \omega \in \mathbb{S}^{d-1}$, we can rewrite

$$
\begin{aligned}
& \rho_{\mathrm{eq}}(x)=\mu\left(V(x)+\Phi_{\mathrm{eq}}(x)+\lambda_{\mathrm{eq}}\right), \quad \Phi_{\mathrm{eq}}=-\frac{\kappa}{c^{2}} \Sigma \star \rho_{\mathrm{eq}}, \\
& \mu(U)=2^{d / 2-1}\left|\mathbb{S}^{d-1}\right| \int_{0}^{\infty} s^{d / 2-1} \Upsilon(s+U) \mathrm{d} s .
\end{aligned}
$$

Through this approach we have therefore defined a broad class of stationary states for (1)-(4), in contrast to the case of a single particle where, as mentioned before, a unique equilibrium exists. We now investigate their stability.

Let us now detail the technical requirements on which the analysis is based. Throughout the paper we assume
a) $n \geq 3$,
b) $\sigma_{1}, \sigma_{2}$ are $C^{\infty}$, compactly supported, radially symmetric and non negative.

Assumption a) already appears in [5] as well as in [8]. In particular, we should bear in mind that the definition of $\kappa$ uses this assumption. We refer the reader to [5] for further comments on the physical motivation for assuming $n \geq 3$. Assumption b) is certainly far from optimal, as it will appear within the discussion, but it sticks with the framework introduced and motivated in [5]. To give a precise definition of the coupling term in the energy (7), we proceed as follows. First, we define, for $\Psi: \mathbb{R}^{d} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$, and $\rho: \mathbb{R}^{d} \rightarrow \mathbb{R}$ :

$$
\mathscr{B}(\Psi, \rho)=\int_{\mathbb{R}^{d}}\left(\sigma_{1} \star \rho\right)(x)\left(\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi(x, z) \mathrm{d} z\right) \mathrm{d} x .
$$

Then one has

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi[\Psi] f \mathrm{~d} v \mathrm{~d} x=\mathscr{B}(\Psi, \rho) .
$$

Lemma 2.1 There exists a constant $C$, which does not depend on $\psi, \rho$, such that

$$
|\mathscr{B}(\Psi, \rho)| \leq C\left\|\sigma_{2}\right\|_{L^{2 n /(n+2)}\left(\mathbb{R}^{n}\right)}\left\|\sigma_{1}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla_{z} \Psi\right\|_{L^{2}\left(\mathbb{R}^{n} \times \mathbb{R}^{d}\right)}\|\rho\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
$$

Proof. We shall use the Gagliardo-Nirenberg-Sobolev inequality, see e.g. [22, p. 125], [4, Theorem IX.9],

$$
\|u\|_{L^{2 n /(n-2)}\left(\mathbb{R}^{n}\right)} \leq C\|\nabla u\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

Then, we get

$$
\begin{aligned}
& |\mathscr{B}(\Psi, \rho)| \leq\left(\int_{\mathbb{R}^{d}}\left|\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi(x, z) \mathrm{d} z\right|^{2} \mathrm{~d} x\right)^{1 / 2}\left(\int_{\mathbb{R}^{d}}\left|\sigma_{1} \star \rho(x)\right|^{2} \mathrm{~d} x\right)^{1 / 2} \\
& \leq\left(\int_{\mathbb{R}^{d}}\left\|\sigma_{2}\right\|_{L^{2 n /(n+2)}\left(\mathbb{R}^{n}\right)}^{2}\left(\int_{\mathbb{R}^{n}}|\Psi(x, z)|^{2 n /(n-2)} \mathrm{d} z\right)^{(n-2) / n} \mathrm{~d} x\right)^{1 / 2}\left\|\sigma_{1}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|\rho\|_{L^{1}\left(\mathbb{R}^{d}\right)} \\
& \leq\left\|\sigma_{2}\right\|_{L^{2 n /(n+2)}\left(\mathbb{R}^{n}\right)}\left(\int_{\mathbb{R}^{d}} C^{2}\left(\int_{\mathbb{R}^{n}}\left|\nabla_{z} \Psi(x, z)\right|^{2} \mathrm{~d} z\right) \mathrm{d} x\right)^{1 / 2}\left\|\sigma_{1}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|\rho\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

We assume that the following requirements are fulfilled
(H0) For any $x \in \mathbb{R}^{d}$, we have $V(x) \geq 0$, and $\lim _{|x| \rightarrow \infty} V(x)=+\infty$.
(H1) Either $h(s)=s \ln (s)-s$ or $h:[0, \infty) \rightarrow[0, \infty)$ is a strictly convex $C^{2}$ function such that

$$
h(0)=0 \text { and } \lim _{s \rightarrow \infty} \frac{h(s)}{s}=+\infty,
$$

with $h^{\prime}$ defined from $[0, \infty)$ to $\left[\eta_{0},+\infty\right)$ with $\eta_{0} \geq 0$. (That $\eta_{0}$ is non negative follows from the assumptions: $h(s)$ is non negative and vanishes for $s=0$.)
(H2) Let us define

$$
\Upsilon: s \in \mathbb{R} \longmapsto \Upsilon(s)= \begin{cases}0 & \text { if } s \geq-\eta_{0}, \\ \left(h^{\prime}\right)^{-1}(-s) & \text { if }-\infty<s \leq-\eta_{0} .\end{cases}
$$

For any $a \in \mathbb{R}$, we have

$$
\Upsilon\left(\frac{v^{2}}{2}+V(x)+a\right) \in L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)
$$

For $h(s)=s \ln (s)-s$, we further assume $x \mapsto e^{-\alpha V(x)} \in L^{1}\left(\mathbb{R}^{d}\right)$ for some $0<$ $\alpha<1 / 4$.
(H3) For any compact set $K \subset \mathbb{R}$, we can find a function $\mathscr{Z}_{K} \in L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ such that for any $a \in K$, we have $\left|\Upsilon^{\prime}\left(\frac{v^{2}}{2}+V(x)+a\right)\right| \leq \mathscr{Z}_{K}(x, v)$.
Assumptions (H0) is a confining assumption on the external potential, strengthened by the integrability condition in (H2). It is likely that these assumptions on $h$, that govern the shape of the equilibrium state, can be generalized, as will become apparent in the proof. With $h(s)=s \ln (s)-s$, we obtain the equilibrium function devised in [2], which is proportional to $\exp \left(-\frac{v^{2}}{2}-V(x)-\Phi_{\text {eq }}(x)\right)$, see (6), the self-consistent potential $\Phi_{\text {eq }}$ being determined by an integral equation. Another relevant example is given by $h(s)=s^{p}$, for $p>1$. Then, the equilibrium function casts as

$$
\mathscr{M}_{\mathrm{eq}}(x, v)=\left[-\frac{1}{p}\left(\frac{v^{2}}{2}+V(x)+\Phi_{\mathrm{eq}}(x)+\lambda_{\mathrm{eq}}\right)\right]_{+}^{1 /(p-1)},
$$

where the equilibirum potential $\Phi_{\text {eq }}$ is still determined by an integral equation and $\lambda_{\text {eq }} \in \mathbb{R}$ ensures the mass constraint. We shall see that $x \mapsto \Phi_{\text {eq }}(x)$ is bounded; hence, due to (H0), we note that this equilibrium function is compactly supported.

Lemma 2.2 Suppose (H0)-(H2). Let $m>0$. For any function $\Phi$ continuous and bounded on $\mathbb{R}^{d}$, we can find $\lambda[\Phi] \in \mathbb{R}$ such that

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda[\Phi]\right) \mathrm{d} v \mathrm{~d} x=m
$$

Furthermore, for $c>0$, let us introduce the set

$$
\mathscr{C}=\left\{\Phi \in C^{0}\left(\mathbb{R}^{d}\right),-\frac{\kappa m}{c^{2}}\|\Sigma\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq \Phi(x) \leq 0 \quad \text { for all } x \in \mathbb{R}^{d}\right\} .
$$

There exists $\mathscr{K}_{1}(c)>0$, such that $|\lambda[\Phi]| \leq \mathscr{K}_{1}(c)$ holds for any $\Phi \in \mathscr{C}$.
Proof. The function $s \mapsto \Upsilon(s)$ is strictly decreasing from $\left(-\infty,-\eta_{0}\right)$ to $(0,+\infty)$ (but it is defined from $\mathbb{R}$ to $[0, \infty)$ ). For $\Phi$ bounded and continuous, by (H0)-(H2), the mapping

$$
\mathbb{M}: \lambda \longmapsto \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda\right) \mathrm{d} v \mathrm{~d} x
$$

is well defined, decreasing, continuous (by applying Lebesgue's theorem), and it satisfies

$$
\lim _{\lambda \rightarrow+\infty} \mathbb{M}(\lambda)=0, \quad \lim _{\lambda \rightarrow-\infty} \mathbb{M}(\lambda)=+\infty
$$

The conclusion follows directly by the intermediate value theorem.

The bound on $\Phi \mapsto \lambda[\Phi]$ follows from the following argument. According to (H1)(H2), $s \mapsto \Upsilon(s)$ is non increasing and we get, for any $\Phi \in \mathscr{C}$,

$$
\begin{aligned}
& \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon\left(\frac{v^{2}}{2}+V(x)+\lambda[\Phi]\right) \mathrm{d} v \mathrm{~d} x \\
& \leq \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda[\Phi]\right) \mathrm{d} v \mathrm{~d} x=m \\
& \leq \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon\left(\frac{v^{2}}{2}+V(x)-\frac{\kappa}{c^{2}}\|\Sigma\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\lambda[\Phi]\right) \mathrm{d} v \mathrm{~d} x .
\end{aligned}
$$

If $\lambda[\Phi] \rightarrow+\infty$ (resp. $\lambda[\Phi] \rightarrow-\infty$ ), the bound from above tends to 0 (resp. the bound from below tends to $+\infty$ ), which leads to a contradiction.

Having disposed of these preliminaries, we turn to the analysis of the equation satisfied by the critical points of the functional $\mathscr{J}$ on the mass shell.

Proposition 2.3 Let $m>0$. Suppose (H0)-(H3). There exists $c_{0}>0$ such that for any $c>c_{0}$, the equations

$$
\begin{aligned}
& \mathscr{M}_{\mathrm{eq}}(x, v)=\Upsilon\left(\frac{v^{2}}{2}+V(x)+\Phi_{\mathrm{eq}}(x)+\lambda_{\mathrm{eq}}\right), \\
& \Phi_{\mathrm{eq}}(x)=-\frac{\kappa}{c^{2}} \Sigma \star \rho_{\mathrm{eq}}, \quad \rho_{\mathrm{eq}}(x)=\int_{\mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(x, v) \mathrm{d} v, \\
& \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}}(x, v) \mathrm{d} v \mathrm{~d} x=\int_{\mathbb{R}^{d}} \rho_{\mathrm{eq}}(x) \mathrm{d} x=m,
\end{aligned}
$$

for the critical points of $\mathscr{J}$ with mass constraint admit a unique solution.
Proof. We consider the map

$$
\mathscr{T}: \Phi \in \mathscr{C} \longmapsto \mathscr{T}[\Phi]=-\frac{\kappa}{c^{2}} \Sigma \star \rho[\Phi], \quad \rho[\Phi](x)=\int_{\mathbb{R}^{d}} \Upsilon\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda[\Phi]\right) \mathrm{d} v
$$

where $\lambda[\Phi] \in \mathbb{R}$ is such that

$$
\int_{\mathbb{R}^{d}} \rho[\Phi](x) \mathrm{d} x=m
$$

Lemma 2.2 ensures that this definition makes sense. In fact, a direct application of the implicit function theorem (that uses (H3)) tells us that the mapping $\Phi \mapsto \lambda[\Phi]$ is $C^{1}$ and we are going to compute its derivative. Moreover, $\mathscr{T}$ maps $\mathscr{C}$ into itself. We see $\Phi_{\text {eq }}$ as a fixed point of $\mathscr{T}$ and we shall prove that $\mathscr{T}$ is a contraction provided $c$ is large enough. Let $\Phi$ and $\Phi^{\prime}$ in $\mathscr{C}$. We start with the simple observation

$$
\left|\mathscr{T}[\Phi]-\mathscr{T}\left[\Phi^{\prime}\right]\right| \leq \frac{\kappa}{c^{2}}\|\Sigma\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|\rho[\Phi]-\rho\left[\Phi^{\prime}\right]\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
$$

Writing $\Phi_{\theta}=\Phi+\theta\left(\Phi^{\prime}-\Phi\right)$ and $\lambda_{\theta}=\lambda\left[\Phi_{\theta}\right]$ for $0 \leq \theta \leq 1$, we obtain

$$
\begin{aligned}
& \left|\rho[\Phi]-\rho\left[\Phi^{\prime}\right]\right|(x)=\left|\int_{0}^{1} \int_{\mathbb{R}^{d}} \frac{\mathrm{~d}}{\mathrm{~d} \theta}\left[\Upsilon\left(\frac{v^{2}}{2}+V(x)+\Phi_{\theta}(x)+\lambda_{\theta}\right)\right] \mathrm{d} v \mathrm{~d} \theta\right| \\
& \quad=\left|\int_{0}^{1} \int_{\mathbb{R}^{d}} \Upsilon^{\prime}\left(\frac{v^{2}}{2}+V(x)+\Phi_{\theta}(x)+\lambda_{\theta}\right)\left\{\left(\Phi^{\prime}-\Phi\right)(x)+\lambda^{\prime}\left[\Phi_{\theta}\right]\left(\Phi^{\prime}-\Phi\right)\right\} \mathrm{d} \theta \mathrm{~d} v\right|
\end{aligned}
$$

We find the (signed) measure $\lambda^{\prime}[\Phi]$ by taking the derivative with respect to $\Phi$ of the mass constraint: for any continuous and bounded function $\varphi$, we get

$$
0=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon^{\prime}\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda[\Phi]\right)\left(\varphi(x)+\lambda^{\prime}[\Phi](\varphi)\right) \mathrm{d} v \mathrm{~d} x,
$$

the formula makes sense owing to (H3). Therefore, we obtain

$$
\lambda^{\prime}[\Phi](\varphi)=\frac{-\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon^{\prime}\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda[\Phi]\right) \varphi(x) \mathrm{d} v \mathrm{~d} x}{\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon^{\prime}\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda[\Phi]\right) \mathrm{d} v \mathrm{~d} x}
$$

We deduce from this relation that

$$
\begin{equation*}
\left|\lambda^{\prime}[\Phi](\varphi)\right| \leq\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \tag{11}
\end{equation*}
$$

Let us temporarily assume that for some $c_{0}>0$, we can find a constant $\mathscr{K}\left(c_{0}\right)$ such that for any $c \geq c_{0}$ and $\Phi \in \mathscr{C}$ we have

$$
\begin{equation*}
\left|\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon^{\prime}\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda[\Phi]\right) \mathrm{d} v \mathrm{~d} x\right| \leq \mathscr{K}\left(c_{0}\right) . \tag{12}
\end{equation*}
$$

Owing to (12), it follows that

$$
\left|\rho[\Phi]-\rho\left[\Phi^{\prime}\right]\right|(x) \leq 2 \mathscr{K}\left(c_{0}\right)\left\|\Phi-\Phi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}
$$

holds for any $\Phi, \Phi^{\prime} \in \mathscr{C}$ and $c \geq c_{0}$. We conclude that

$$
\left|\mathscr{T}[\Phi]-\mathscr{T}\left[\Phi^{\prime}\right]\right| \leq \frac{2 \kappa}{c^{2}} \mathscr{K}\left(c_{0}\right)\|\Sigma\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|\Phi-\Phi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} .
$$

We now prove (12). As $c \rightarrow \infty$ the functions in $\mathscr{C}$ converge uniformly to 0 ; moreover, by virtue of (11), we see that $\lambda[\Phi]$ tends to $\lambda_{0} \in \mathbb{R}$, which is determined by

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon\left(\frac{v^{2}}{2}+V(x)+\lambda_{0}\right) \mathrm{d} v \mathrm{~d} x=m
$$

see Lemma 2.2. For $c>0$ and $\Phi \in \mathscr{C}$, it follows from (H3) that the integral

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon^{\prime}\left(\frac{v^{2}}{2}+V(x)+\Phi(x)+\lambda[\Phi]\right) \mathrm{d} v \mathrm{~d} x
$$

is well defined. In addition, as $c \rightarrow \infty$ it tends to

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Upsilon^{\prime}\left(\frac{v^{2}}{2}+V(x)+\lambda_{0}\right) \mathrm{d} v \mathrm{~d} x
$$

by continuity and the dominated convergence theorem. It allows us to check that (12) holds for $c \geq c_{0}$ large enough. Moreover we have

$$
\lim _{c \rightarrow \infty} \frac{\mathscr{K}\left(c_{0}\right)}{c^{2}}=0
$$

and $c_{0}$ can be chosen large enough so that $\mathscr{T}$ is a contraction on $\mathscr{C}$ for $c \geq c_{0}$.
We turn to the minimization problem. We extend $h$ by $+\infty$ when its argument is
negative, so that $\mathscr{J}$ is defined over

$$
\begin{align*}
& f \in L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right), \quad\left(v^{2}+V(x)\right) f \in L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right), \\
& \nabla_{z} \Psi \in L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{n}\right), \quad \pi \in L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{n}\right) \tag{13}
\end{align*}
$$

We wish to minimize $\mathscr{J}$ under a mass constraint; the connection with the critical points discussed in Proposition 2.3 is established through the following claim.

Lemma 2.4 Let $m>0$. If $\mathscr{J}$ admits a minimizer $(f, \Psi, \pi)$ over the functions in (13) satisfying the mass constraint $\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f \mathrm{~d} v \mathrm{~d} x=m$, then it coincides with the critical point $f=\mathscr{M}_{\text {eq }}, \Psi=\Psi_{\text {eq }}$ and $\pi=0$.

It follows from this, together with the uniqueness of the critical point, that there is at most one minimizer. That such a minimizer exists and that, therefore, the unique critical point is indeed a minimizer, will be proven below, in Lemma 3.3.

Proof. By virtue of Lemma $2.1 \mathscr{J}$ is bounded from below, when working on non negative functions $f$ with fixed total mass $m>0$ (see the manipulation in Appendix A). Let $(f, \Psi, \pi)$ be a minimizer of $\mathscr{J}$ with the constraint $\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f \mathrm{~d} v \mathrm{~d} x=m$. Since $\mathscr{J}(f, \Psi, \pi)$ is finite, we deduce that $f(x, v) \geq 0$ a. e. and $h(f) \in L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$. We readily check that $\pi=0$ and $-\Delta_{z} \Psi(x, z)=-\sigma_{2}(z)\left(\sigma_{1} \star \int_{\mathbb{R}^{d}} f(\cdot, v) \mathrm{d} v\right)(x)$, just by expanding $\mathscr{J}(f, \Psi+\delta \psi, \pi)-\mathscr{J}(f, \Psi, \pi) \geq 0$ and $\mathscr{J}(f, \Psi, \pi+\delta \widetilde{\pi})-\mathscr{J}(f, \Psi, \pi) \geq 0$ with $\psi, \widetilde{\pi} \in C_{c}^{\infty}\left(\mathbb{R}^{d} \times \mathbb{R}^{n}\right)$, and letting $\delta$ go to 0 . It remains to find the expression of the distribution function $f$. We follow the arguments detailed in [19, 23]. We start by discussing the case where $h$ is a $C^{1}$ function over $[0, \infty)$. For $\epsilon>0$, we set

$$
S_{\epsilon}=\left\{(x, v) \in \mathbb{R}^{d} \times \mathbb{R}^{d}, \epsilon \leq f(x, v) \leq 1 / \epsilon\right\} .
$$

We consider $w \in L^{\infty}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$, with $\operatorname{supp}(w) \subset B(0, R)$, for some $0<R<\infty$ and such that $w \geq 0$ on $\left\lceil S_{\epsilon}\right.$. As a consequence of the mass constraint, and the BienayméTchebychev inequality, we have, for small enough $\epsilon$ 's,

$$
0<\operatorname{meas}\left(S_{\epsilon}\right) \leq \frac{m}{\epsilon}<\infty
$$

Then, we can find $\tau(\epsilon)>0$ such that, for any $0<\tau \leq \tau(\epsilon)$ the function

$$
f_{\tau}(x, v)=f(x, v)+\tau\left(w(x, v)-\mathbf{1}_{S_{\epsilon}}(x, v) \frac{\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} w(y, \xi) \mathrm{d} y \mathrm{~d} \xi}{\operatorname{meas}\left(S_{\epsilon}\right)}\right)
$$

is non-negative and satisfies $\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f_{\tau} \mathrm{d} v \mathrm{~d} x=m$. Accordingly we have

$$
\mathscr{J}\left(f_{\tau}, \Psi, \pi\right)-\mathscr{J}(f, \Psi, \pi) \geq 0
$$

Since $h$ is $C^{1}$ and $f_{\tau}-f$ is supported on a set of finite measure, it follows that

$$
\begin{aligned}
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(h^{\prime}(f(x, v))\right. & \left.+\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)\right) \\
& \times\left(w(x, v)-\mathbf{1}_{S_{\epsilon}}(x, v) \frac{\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} w(y, \xi) \mathrm{d} y \mathrm{~d} \xi}{\operatorname{meas}\left(S_{\epsilon}\right)}\right) \mathrm{d} v \mathrm{~d} x \geq 0
\end{aligned}
$$

which recasts as

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} w(x, v)\left(h^{\prime}(f(x, v))+\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)+\lambda_{\epsilon}\right) \mathrm{d} v \mathrm{~d} x \geq 0
$$

where we have set

$$
\lambda_{\epsilon}=-\frac{1}{\operatorname{meas}\left(S_{\epsilon}\right)} \int_{S_{\epsilon}}\left(h^{\prime}(f(y, \xi))+\frac{\xi^{2}}{2}+V(y)+\Phi[\Psi](y)\right) \mathrm{d} y \mathrm{~d} \xi \in \mathbb{R} .
$$

Since this relation holds for any trial function $w$ verifying the conditions prescribed above, we deduce the following properties:

- On the one hand, for a. e. $(x, v) \in S_{\epsilon}$, we have

$$
h^{\prime}(f(x, v))+\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)=-\lambda_{\epsilon}
$$

which, additionally, tells us that $\lambda_{\epsilon}=\lambda$ does not depend on $\epsilon$.

- On the other hand, on $\left\lceil S_{\epsilon}\right.$, we get $h^{\prime}(f(x, v))+\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)+\lambda \geq 0$.

Letting $\epsilon$ go to 0 , we conclude that either $f(x, v)>0$, and $h^{\prime}(f(x, v))=-\frac{v^{2}}{2}-V(x)-$ $\Phi[\Psi](x)-\lambda>\eta_{0}$, or $f(x, v)=0$ and $\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)+\lambda \geq-\eta_{0}$. We recover the formula for the critical points of $\mathscr{J}$.

The argument needs to be slightly adapted to handle the case $h(s)=s \ln (s)-s$, for which $h^{\prime}(0)$ is not defined. We therefore need to exclude the possibility that $f(x, v)=0$. The proof therefore begins with the justification that $f$ takes strictly positive values only. We argue by contradiction: suppose that the set $\mathscr{O}=\left\{(x, v) \in \mathbb{R}^{d} \times \mathbb{R}^{d}, f(x, v)=\right.$ $0\}$ has a positive measure (possibly $+\infty$ ). The regularity of the Lebesgue measure allows us to find a compact set $K \subset \mathscr{O}$ such that meas $(K)>0$. We now set for $\tau>0$

$$
f_{\tau}(x, v)=f(x, v)+\tau\left(\mathbf{1}_{K}-\mathbf{1}_{S_{\epsilon}} \frac{\operatorname{meas}(K)}{\operatorname{meas}\left(S_{\epsilon}\right)}\right)
$$

where $S_{\epsilon}$ is defined as above. Clearly $K \cap S_{\epsilon}=\emptyset$ and, again, we can find $\tau(\epsilon)>0$ such that $f_{\tau}$ remains non negative for any $0<\tau \leq \tau(\epsilon)$, while $\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f_{\tau} \mathrm{d} v \mathrm{~d} x=m$. Therefore, we have

$$
\begin{aligned}
0 \leq & \mathscr{J}\left(f_{\tau}, \Psi, \pi\right)-\mathscr{J}(f, \Psi, \pi) \\
\leq & \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(h\left(f_{\tau}\right)-h(f)\right) \mathrm{d} v \mathrm{~d} x \\
& +\tau \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)\right)\left(\mathbf{1}_{K}-\mathbf{1}_{S_{\epsilon}} \frac{\operatorname{meas}(K)}{\operatorname{meas}\left(S_{\epsilon}\right)}\right) \mathrm{d} v \mathrm{~d} x .
\end{aligned}
$$

By definition $f_{\tau}(x, v)=f(x, v)$ on $\complement\left(K \cup S_{\epsilon}\right), f_{\tau}(x, v)=f(x, v)+\tau=\tau$ on $K$ and $f_{\tau}(x, v)=f(x, v)-\tau \frac{\operatorname{meas}(K)}{\operatorname{meas}\left(S_{\epsilon}\right)}$ on $S_{\epsilon}$. This yields

$$
\begin{aligned}
0 \leq & \operatorname{meas}(K)(\tau \ln (\tau)-\tau)+\tau \iint_{K}\left(\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)\right) \mathrm{d} v \mathrm{~d} x \\
& +\iint_{S_{\epsilon}}\left(h\left(f_{\tau}\right)-h(f)\right) \mathrm{d} v \mathrm{~d} x-\tau \frac{\operatorname{meas}(K)}{\operatorname{meas}\left(S_{\epsilon}\right)} \iint_{S_{\epsilon}}\left(\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)\right) \mathrm{d} v \mathrm{~d} x .
\end{aligned}
$$

Let us use a shorthand notation for the real number

$$
A=\iint_{K}\left(\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)\right) \mathrm{d} v \mathrm{~d} x-\frac{\operatorname{meas}(K)}{\operatorname{meas}\left(S_{\epsilon}\right)} \iint_{S_{\epsilon}}\left(\frac{v^{2}}{2}+V(x)+\Phi[\Psi](x)\right) \mathrm{d} v \mathrm{~d} x .
$$

Dividing the previous relation by $\tau>0$, we arrive at

$$
0 \leq \operatorname{meas}(K)(\ln (\tau)-1)+A+\iint_{S_{\epsilon}} \frac{h\left(f_{\tau}\right)-h(f)}{\tau} \mathrm{d} v \mathrm{~d} x .
$$

As $\tau$ tends to 0 the last term tends to $\iint_{S_{\epsilon}} \ln (f) \mathrm{d} v \mathrm{~d} x$, which is also finite for any fixed $\epsilon>0$. We are led to a contradiction since $\lim _{\tau \rightarrow 0} \ln (\tau)=-\infty$. We conclude that $\operatorname{meas}(\mathscr{O})=0$. From here, we can repeat the previous argument to identify $f$ by means of the Lagrange multiplier and to recover this way the formula that defines the critical point.

## 3 Dynamical stability

To start with, it is convenient to make the relative entropy with respect to the equilibrium state appear. For $h$ a given strictly convex function, we set

$$
H(f \mid g)=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(h(f)-h(g)-h^{\prime}(g)(f-g)\right) \mathrm{d} v \mathrm{~d} x
$$

This quantity measures how far $f$ is from $g$ since we have

$$
H(f \mid g) \geq 0 \text { and } H(f \mid g)=0 \text { iff } f=g .
$$

Remark 3.1 It is worth pointing out that, for the case of $h(s)=s \ln (s)-s$, the functional $H$ controls the $L^{1}$ norm of $f-g$, by virtue of the Cszisar-Kullback inequality [7, 20]. For other entropies $h$, it is possible to deduce $L^{p}$ estimates, see [6].

In the specific case where $g=\mathscr{M}_{\text {eq }}$, we can use

$$
h^{\prime}\left(\mathscr{M}_{\mathrm{eq}}(x, v)\right)=-\frac{v^{2}}{2}-V(x)-\Phi_{\mathrm{eq}}(x)-\lambda_{\mathrm{eq}}
$$

and we arrive at

$$
H\left(f \mid \mathscr{M}_{\mathrm{eq}}\right)=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(h(f)-h\left(\mathscr{M}_{\mathrm{eq}}\right)+\left(f-\mathscr{M}_{\mathrm{eq}}\right)\left(\frac{v^{2}}{2}+V(x)+\Phi_{\mathrm{eq}}(x)\right)\right) \mathrm{d} v \mathrm{~d} x
$$

provided

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f \mathrm{~d} v \mathrm{~d} x=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \mathscr{M}_{\mathrm{eq}} \mathrm{~d} v \mathrm{~d} x=m
$$

We now compute

$$
\mathscr{J}(f, \Psi, \pi)-\mathscr{J}\left(\mathscr{M}_{\mathrm{eq}}, \Psi_{\mathrm{eq}}, \pi_{\mathrm{eq}}\right)=I+I I+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}|\pi|^{2} \mathrm{~d} z \mathrm{~d} x
$$

with, on the one hand

$$
\begin{aligned}
I & =\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(h(f)+\left(\frac{v^{2}}{2}+V(x)\right) f-h\left(\mathscr{M}_{\text {eq }}\right)-\left(\frac{v^{2}}{2}+V(x)\right) \mathscr{M}_{\text {eq }}\right) \mathrm{d} v \mathrm{~d} x \\
& =H\left(f \mid \mathscr{M}_{\text {eq }}\right)+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(\mathscr{M}_{\text {eq }}-f\right) \Phi_{\text {eq }} \mathrm{d} v \mathrm{~d} x
\end{aligned}
$$

and, on the other hand

$$
\begin{aligned}
I I= & \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(\Phi[\Psi] f-\Phi_{\text {eq }} \mathscr{M}_{\text {eq }}\right) \mathrm{d} v \mathrm{~d} x+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left(\left|\nabla_{z} \Psi\right|^{2}-\left|\nabla_{z} \Psi_{\mathrm{eq}}\right|^{2}\right) \mathrm{d} z \mathrm{~d} x \\
= & \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi_{\text {eq }}\left(f-\mathscr{M}_{\text {eq }}\right) \mathrm{d} v \mathrm{~d} x+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f\left(\Phi[\Psi]-\Phi_{\text {eq }}\right) \mathrm{d} v \mathrm{~d} x \\
& +\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi-\Psi_{\text {eq }}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x \\
& -c^{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z} \Psi_{\text {eq }}\right|^{2} \mathrm{~d} z \mathrm{~d} x+c^{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}} \nabla_{z} \Psi \cdot \nabla_{z} \Psi_{\text {eq }} \mathrm{d} z \mathrm{~d} x \\
= & \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi_{\text {eq }}\left(f-\mathscr{M}_{\text {eq }}\right) \mathrm{d} v \mathrm{~d} x+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f \sigma_{1} \star\left(\int_{\mathbb{R}^{n}} \sigma_{2}\left(\Psi-\Psi_{\text {eq }}\right) \mathrm{d} z\right) \mathrm{d} v \mathrm{~d} x \\
& +\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi-\Psi_{\text {eq }}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+c^{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left(\Psi_{\text {eq }}-\Psi\right) \cdot \Delta_{y} \Psi_{\text {eq }} \mathrm{d} z \mathrm{~d} x \\
= & \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi_{\text {eq }}\left(f-\mathscr{M}_{\text {eq }}\right) \mathrm{d} v \mathrm{~d} x+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f \sigma_{1} \star\left(\int_{\mathbb{R}^{n}} \sigma_{2}\left(\Psi-\Psi_{\text {eq }}\right) \mathrm{d} z\right) \mathrm{d} v \mathrm{~d} x \\
& +\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi-\Psi_{\text {eq }}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+c^{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left(\Psi_{\text {eq }}-\Psi\right) \sigma_{2} \sigma_{1} \star\left(\int_{\mathbb{R}^{d}} \mathscr{M}_{\text {eq }} \mathrm{d} v\right) \mathrm{d} z \mathrm{~d} x \\
= & \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi_{\text {eq }}\left(f-\mathscr{M}_{\text {eq }}\right) \mathrm{d} v \mathrm{~d} x+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi-\Psi_{\text {eq }}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x \\
& +\iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}\left(\Psi-\Psi_{\text {eq }}\right) \sigma_{1} \star\left(f-\mathscr{M}_{\mathrm{eq}}\right) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x .
\end{aligned}
$$

We end up with

$$
\begin{align*}
& \mathscr{J}(f, \Psi, \pi)-\mathscr{J}\left(\mathscr{M}_{\text {eq }}, \Psi_{\text {eq }}, \pi_{\text {eq }}\right) \\
& =H\left(f \mid \mathscr{M}_{\text {eq }}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi-\Psi_{\text {eq }}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}|\pi|^{2} \mathrm{~d} z \mathrm{~d} x  \tag{14}\\
& \quad+\iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}(z)\left(\Psi-\Psi_{\text {eq }}\right)(x, z) \sigma_{1} \star\left(f-\mathscr{M}_{\text {eq }}\right)(x, v) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x .
\end{align*}
$$

The first three terms in the right hand side are non negative; only the last integral, which is nothing but

$$
\mathscr{B}\left(\Psi-\Psi_{\mathrm{eq}}, \int_{\mathbb{R}^{d}} f-\mathscr{M}_{\mathrm{eq}} \mathrm{~d} v\right),
$$

does not have a definite sign. The main result of this paper can be stated as follows.

Theorem 3.2 Let $m>0$ and suppose (H0)-(H3). Let $c>c_{0}$, as in Proposition 2.3. For any $\epsilon>0$, there exists $\eta>0$ such that, if the initial data

$$
\left.f\right|_{t=0}=f_{0},\left.\quad \Psi\right|_{t=0}=\Psi_{0},\left.\quad \partial_{t} \Psi\right|_{t=0}=\Psi_{1}
$$

for (1)-(4) satisfies

$$
H\left(f_{0} \mid \mathscr{M}_{\mathrm{eq}}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi_{0}-\Psi_{\mathrm{eq}}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\Psi_{1}\right|^{2} \mathrm{~d} z \mathrm{~d} x \leq \eta
$$

then, for any $t \geq 0$, we have

$$
\begin{aligned}
& H\left(f(t, \cdot) \mid \mathscr{M}_{\text {eq }}\right) \\
& +\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi(t, x, z)-\Psi_{\text {eq }}(x, z)\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\partial_{t} \Psi(t, x, z)\right|^{2} \mathrm{~d} z \mathrm{~d} x \leq \epsilon .
\end{aligned}
$$

As explained in [5], the condition that the propagation speed $c$ of the waves must be large can be understood to mean that the environment can evacuate energy quickly to infinity. Whether this condition is necessary for the stability result above is not clear. It is not needed in [5] to prove stability of a single particle coupled to a vibrating environment in the presence of a confining potential. But, as pointed out before, the situation here is more complex. Even the existence-uniqueness of the equilibria we study here is guaranteed only for large enough $c$ (see Proposition 2.3 and [2, Theorem 2.1] about the issue of the uniqueness of the equilibria with prescribed mass). The main ingredient for proving Theorem 3.2 is the following characterization of the minimizers of $\mathscr{J}$, which completes Lemma 2.4.

Lemma 3.3 (Minimization of $\mathscr{J}$ ) The following assertions hold:
(i) The functional $\mathscr{J}$ has a unique minimizer over (13) with a particle distribution function with mass $m$ and it is $\left(\mathscr{M}_{\text {eq }}, \Psi_{\text {eq }}, \pi_{\text {eq }}\right)$.
(ii) Let $\left(\left(g^{\nu}, \Psi^{\nu}, \pi^{\nu}\right)\right)_{\nu \in \mathbb{N}}$ be a minimizing sequence of the functional $\mathscr{J}$, among the distributions with mass $m$; then, we can extract a subsequence $\left(\nu_{k}\right)_{k \in \mathbb{N}}$ such that $\left(g^{\nu_{k}}, \Psi^{\nu_{k}}, \pi^{\nu_{k}}\right)$ converges weakly to $\left(\mathscr{M}_{\text {eq }}, \Psi_{\text {eq }}, \pi_{\text {eq }}\right)$ and we have

$$
\lim _{k \rightarrow \infty} \iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}(z)\left(\Psi^{\nu_{k}}-\Psi_{\mathrm{eq}}\right)(x, z) \sigma_{1} \star\left(g^{\nu_{k}}-\mathscr{M}_{\mathrm{eq}}\right)(x, v) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x=0 .
$$

Proof. We have seen that $\left(\mathscr{M}_{\text {eq }}, \Psi_{\text {eq }}, \pi_{\text {eq }}\right)$ is the unique critical point of $\mathscr{J}$ among the distributions with mass $m$ (see Proposition 2.3). By Lemma 2.4, if $\mathscr{J}$ has a minimizer it has to be $\left(\mathscr{M}_{\text {eq }}, \Psi_{\text {eq }}, \pi_{\text {eq }}\right)$. In order to prove $(i)$, we just have to prove that $\mathscr{J}$ admits at least one minimizer.

To this end, let us consider $\left(\left(g^{\nu}, \Psi^{\nu}, \pi^{\nu}\right)\right)_{\nu \in \mathbb{N}}$, a minimizing sequence of $\mathscr{J}$. As explained in Appendix A, it follows from the boundedness of the functional $\mathscr{J}$, together with the fact that the coupling term is bounded (see Lemma 2.1), that we can suppose, for a suitable subsequence,

- $g^{\nu_{k}} \rightharpoonup g$ weakly in $L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$,
- $\nabla_{z} \Psi^{\nu_{k}} \rightharpoonup \nabla_{z} \Psi$ weakly in $L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{n}\right)$,
- $\pi^{\nu_{k}} \rightharpoonup \pi$ weakly in $L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{n}\right)$.

In fact, the weak compactness of $\left(g^{\nu}\right)_{\nu \in \mathbb{N}}$ in $L^{1}$ follows from an application of the Dunford-Pettis theorem, see [16, Section 7.3.2], by using (H0) and (H1). This is direct when $h$ is non negative; for $h(s)=s \ln (s)-s$, the necessary estimate relies on a standard trick which is detailed in Appendix A.

We are going to prove that the limit $(g, \Psi, \pi)$ minimizes $\mathscr{J}$. It is convenient to work with the expression of $\mathscr{J}$ in (14). Indeed, owing to convexity properties (see for instance [4, Corollary III.8]), we already get

$$
\begin{align*}
& \liminf _{k \rightarrow \infty}\left\{H\left(g^{\nu_{k}} \mid \mathscr{M}_{\mathrm{eq}}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi^{\nu_{k}}-\Psi_{\mathrm{eq}}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\pi_{\nu_{k}}\right|^{2} \mathrm{~d} z \mathrm{~d} x\right\} \\
& \quad \geq H\left(g \mid \mathscr{M}_{\mathrm{eq}}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi-\Psi_{\mathrm{eq}}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}|\pi|^{2} \mathrm{~d} z \mathrm{~d} x . \tag{15}
\end{align*}
$$

We also have

$$
\begin{aligned}
& \rho^{\nu_{k}}(x)=\int_{\mathbb{R}^{d}} g^{\nu_{k}}(x, v) \mathrm{d} v \rightharpoonup \rho(x)=\int_{\mathbb{R}^{d}} g(x, v) \mathrm{d} v \text { weakly in } L^{1}\left(\mathbb{R}^{d}\right) \text { as } k \rightarrow \infty, \\
& \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g^{\nu_{k}}(x, v) \mathrm{d} v \mathrm{~d} x=m=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g(x, v) \mathrm{d} v \mathrm{~d} x .
\end{aligned}
$$

Accordingly, we observe that, for any $\varphi \in L^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} \sigma_{1} \star \rho^{\nu_{k}} \varphi \mathrm{~d} x=\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} \rho^{\nu_{k}} \sigma_{1} \star \varphi \mathrm{~d} x=\int_{\mathbb{R}^{d}} \rho \sigma_{1} \star \varphi \mathrm{~d} x=\int_{\mathbb{R}^{d}} \sigma_{1} \star \rho \varphi \mathrm{~d} x
$$

since, with $\sigma_{1} \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{d}\right), \sigma_{1} \star \varphi$ belongs to $L^{\infty}\left(\mathbb{R}^{d}\right)$. It means that $\sigma_{1} \star \rho^{\nu_{k}}$ converges weakly to to $\sigma_{1} \star \rho$ in $L^{1}\left(\mathbb{R}^{d}\right)$. Furthermore, since for a. e. $x \in \mathbb{R}^{d}$, the function $y \mapsto \sigma_{1}(x-y)$ lies in $L^{\infty}\left(\mathbb{R}^{d}\right)$, the convergence $\sigma_{1} \star \rho^{\nu_{k}}(x) \rightarrow \sigma_{1} \star \rho(x)$ also holds for a. e. $x \in \mathbb{R}^{d}$. Combining the two informations we deduce that $\sigma_{1} \star$ $\rho^{\nu_{k}}$ converges strongly to $\sigma_{1} \star \rho$ in $L^{1}\left(\mathbb{R}^{d}\right)$ see [16, Theorem 7.60]. Since $\sigma_{1} \in L^{1} \cap$ $L^{\infty}\left(\mathbb{R}^{d}\right), \sigma_{1} \star \rho^{\nu_{k}}$ is actually bounded in any $L^{p}\left(\mathbb{R}^{d}\right)$ spaces, $1 \leq p \leq \infty$, and the convergence holds strongly in $L^{p}\left(\mathbb{R}^{d}\right)$ for any finite $p$. We turn now to the behavior of $\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi^{\nu_{k}}(x, z) \mathrm{d} z$. The Gagliardo-Nirenberg-Sobolev inequality, that we already used for proving Lemma 2.1, tells us that $\Psi^{\nu_{k}}$ is bounded in $L^{2}\left(\mathbb{R}^{d} ; L^{2 n /(n-2)}\left(\mathbb{R}^{n}\right)\right)$. Hence, applying [15, Theorem 8.20.5] and the Banach-Alaoglu-Bourbaki theorem, we can assume that it tends to $\psi$, weakly in this space. Therefore, for any $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$, the product $\sigma_{2}(z) \varphi(x)$ lies in $L^{2}\left(\mathbb{R}^{d} ; L^{2 n /(n+2)}\left(\mathbb{R}^{n}\right)\right)$ and we get

$$
\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} \varphi(x)\left(\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi^{\nu_{k}}(x, z) \mathrm{d} z\right) \mathrm{d} x=\int_{\mathbb{R}^{d}} \varphi(x)\left(\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi(x, z) \mathrm{d} z\right) \mathrm{d} x .
$$

In other words, $\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi^{\nu_{k}}(x, z) \mathrm{d} z$ converges to $\int_{\mathbb{R}^{n}} \sigma_{2}(z) \Psi(x, z) \mathrm{d} z$ weakly in $L^{2}\left(\mathbb{R}^{d}\right)$. We conclude that

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}\left(\Psi^{\nu_{k}}-\Psi_{\mathrm{eq}}\right)(x, z) \sigma_{1} \star\left(g^{\nu_{k}}-\mathscr{M}_{\mathrm{eq}}\right)(x, v) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x  \tag{16}\\
& \quad=\iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}\left(\Psi-\Psi_{\mathrm{eq}}\right)(x, z) \sigma_{1} \star\left(g-\mathscr{M}_{\mathrm{eq}}\right)(x, v) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x .
\end{align*}
$$

We combine this relation to (15) and going back to (14) we deduce that

$$
\liminf _{k \rightarrow \infty} \mathscr{J}\left(g^{\nu_{k}}, \Psi^{\nu_{k}}, \pi^{\nu_{k}}\right) \geq \mathscr{J}(g, \Psi, \pi)
$$

Since $\left(\left(g^{\nu}, \Psi^{\nu}, \pi^{\nu}\right)\right)_{\nu \in \mathbb{N}}$ is a minimizing sequence of $\mathscr{J}$, we deduce that $(g, \Psi, \pi)$ is a minimizer of $\mathscr{J}$, with $g$ verifying $\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g \mathrm{~d} v \mathrm{~d} x=m$. This already proves $(i)$. As said above, according to Proposition 2.3 and Lemma 2.4, we get

$$
g=\mathscr{M}_{\mathrm{eq}}, \quad \psi=\Psi_{\mathrm{eq}}, \quad \pi=\pi_{\mathrm{eq}}=0
$$

Going back to (16), we obtain

$$
\lim _{k \rightarrow \infty} \iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}(z)\left(\Psi^{\nu_{k}}-\Psi_{\mathrm{eq}}\right)(x, z) \sigma_{1} \star\left(g^{\nu_{k}}-\mathscr{M}_{\mathrm{eq}}\right)(x, v) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x=0
$$

It ends the proof of $(i i)$.
Proof of Theorem 3.2. We argue by contradiction. We thus assume that we can find:

- a sequence of initial data $\left(\left(f_{0}^{\nu}, \Psi_{0}^{\nu}, \Psi_{1}^{\nu}\right)\right)_{\nu \in \mathbb{N}}$ such that

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} f_{0}^{\nu} \mathrm{d} v \mathrm{~d} x=m
$$

and

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty}\left\{H\left(f_{0}^{\nu} \mid \mathscr{M}_{\mathrm{eq}}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi_{0}^{\nu}-\Psi_{\mathrm{eq}}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\Psi_{1}^{\nu}\right|^{2} \mathrm{~d} z \mathrm{~d} x\right\}=0 \tag{17}
\end{equation*}
$$

- a positive number $\epsilon>0$ and a sequence of times $\left(t^{\nu}\right)_{\nu \in \mathbb{N}}$
such that $g^{\nu}(x, v)=f^{\nu}\left(t^{\nu}, x, v\right), \tilde{\Psi}^{\nu}(x, z)=\Psi^{\nu}\left(t^{\nu}, x, z\right), \pi^{\nu}(x, z)=\partial_{t} \Psi^{\nu}\left(t^{\nu}, x, z\right)$, with $\left(f^{\nu}, \Psi^{\nu}\right)$ the solution of (1)-(4) determined by

$$
\left.f^{\nu}\right|_{t=0}=f_{0}^{\nu},\left.\quad \Psi^{\nu}\right|_{t=0}=\Psi_{0}^{\nu},\left.\quad \partial_{t} \Psi^{\nu}\right|_{t=0}=\Psi_{1}^{\nu}
$$

satisfy

$$
\begin{equation*}
H\left(g^{\nu} \mid \mathscr{M}_{\mathrm{eq}}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\tilde{\Psi}^{\nu}-\Psi_{\mathrm{eq}}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\pi^{\nu}\right|^{2} \mathrm{~d} z \mathrm{~d} x \geq \epsilon \tag{18}
\end{equation*}
$$

Conservation of the total energy (8) and conservation of the Casimir functionals (10) imply that

$$
\begin{equation*}
\mathscr{J}\left(g^{\nu}, \tilde{\Psi}^{\nu}, \pi^{\nu}\right)-\mathscr{J}\left(\mathscr{M}_{\mathrm{eq}}, \Psi_{\mathrm{eq}}, \pi_{\mathrm{eq}}\right)=\mathscr{J}\left(f_{0}^{\nu}, \Psi_{0}^{\nu}, \Psi_{1}^{\nu}\right)-\mathscr{J}\left(\mathscr{M}_{\mathrm{eq}}, \Psi_{\mathrm{eq}}, \pi_{\mathrm{eq}}\right) \tag{19}
\end{equation*}
$$

and, of course, by mass conservation, we have

$$
\begin{equation*}
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g^{\nu} \mathrm{d} v \mathrm{~d} x=m \tag{20}
\end{equation*}
$$

Using (14), relation (19) can be rewritten as

$$
\begin{align*}
& H\left(g^{\nu} \mid \mathscr{M}_{\mathrm{eq}}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\tilde{\Psi}^{\nu}-\Psi_{\mathrm{eq}}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\pi^{\nu}\right|^{2} \mathrm{~d} z \mathrm{~d} x \\
& \quad+\iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}\left(\tilde{\Psi}^{\nu}-\Psi_{\mathrm{eq}}\right) \sigma_{1} \star\left(g^{\nu}-\mathscr{M}_{\mathrm{eq}}\right) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x \\
& =H\left(f_{0}^{\nu} \mid \mathscr{M}_{\mathrm{eq}}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\Psi_{0}^{\nu}-\Psi_{\mathrm{eq}}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\Psi_{1}^{\nu}\right|^{2} \mathrm{~d} z \mathrm{~d} x \\
& \quad+\iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}(z)\left(\Psi_{0}^{\nu}-\Psi_{\mathrm{eq}}\right)(x, z) \sigma_{1} \star\left(f_{0}^{\nu}-\mathscr{M}_{\mathrm{eq}}\right)(x, v) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x . \tag{21}
\end{align*}
$$

We start by observing that the right hand side tends to 0 as $\nu \rightarrow \infty$.
Lemma 3.4 We have

$$
\lim _{\nu \rightarrow \infty} \mathscr{J}\left(f_{0}^{\nu}, \Psi_{0}^{\nu}, \Psi_{1}^{\nu}\right)-\mathscr{J}\left(\mathscr{M}_{\mathrm{eq}}, \Psi_{\mathrm{eq}}, \pi_{\mathrm{eq}}\right)=0
$$

Proof. This is a consequence of (17). The last term in (21) is nothing but $\mathscr{B}\left(\Psi_{0}^{\nu}-\right.$ $\left.\Psi_{\text {eq }}, \rho_{0}^{\nu}-\rho_{\text {eq }}\right)$, with $\rho_{0}^{\nu}(x)=\int_{\mathbb{R}^{d}} f_{0}^{\nu}(x, v) \mathrm{d} v$, and we appeal to the continuity property stated in Lemma 2.1.

It follows that

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} \mathscr{J}\left(g^{\nu}, \tilde{\Psi}^{\nu}, \pi^{\nu}\right)=\mathscr{J}\left(\mathscr{M}_{\mathrm{eq}}, \Psi_{\mathrm{eq}}, \pi_{\mathrm{eq}}\right) \tag{22}
\end{equation*}
$$

We are led to a contradiction owing to Lemma 3.3 which makes $\left(\left(g^{\nu}, \tilde{\Psi}^{\nu}, \pi^{\nu}\right)\right)_{\nu \in \mathbb{N}}$ appear as a minimizing sequence for $\mathscr{J}$ with the mass constrained to be $m$. By using Lemma 3.3-(ii), we can find a suitable subsequence $\left(\nu_{k}\right)_{k \in \mathbb{N}}$ such that

$$
\lim _{k \rightarrow \infty} \iiint_{\mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{n}} \sigma_{2}(z)\left(\tilde{\Psi}^{\nu_{k}}-\Psi_{\mathrm{eq}}\right)(x, z) \sigma_{1} \star\left(g^{\nu_{k}}-\mathscr{M}_{\mathrm{eq}}\right)(x, v) \mathrm{d} v \mathrm{~d} z \mathrm{~d} x=0
$$

Going back to (19) and (21), we are thus led to

$$
\begin{aligned}
& \lim _{k \rightarrow \infty}\left\{\mathscr{J}\left(g^{\nu_{k}}, \tilde{\Psi}^{\nu_{k}}, \pi^{\nu_{k}}\right)-\mathscr{J}\left(\mathscr{M}_{\text {eq }}, \Psi_{\text {eq }}, \pi_{\text {eq }}\right)\right\}=0 \\
& =\lim _{k \rightarrow \infty}\left\{H\left(g^{\nu_{k}} \mid \mathscr{M}_{\text {eq }}\right)+\frac{c^{2}}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\nabla_{z}\left(\tilde{\Psi}^{\nu_{k}}-\Psi_{\text {eq }}\right)\right|^{2} \mathrm{~d} z \mathrm{~d} x+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{n}}\left|\pi^{\nu_{k}}\right|^{2} \mathrm{~d} z \mathrm{~d} x\right\} .
\end{aligned}
$$

Since the three sequences involved in the last expression are all non negative, we conclude that

$$
H\left(g^{\nu_{k}} \mid \mathscr{M}_{\mathrm{eq}}\right) \underset{k \rightarrow \infty}{ } 0, \quad\left\|\nabla_{z}\left(\tilde{\Psi}^{\nu_{k}}-\Psi_{\mathrm{eq}}\right)\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{n}\right)} \xrightarrow[k \rightarrow \infty]{ } 0, \quad\left\|\pi^{\nu_{k}}\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{n}\right)} \xrightarrow[k \rightarrow \infty]{ } 0
$$

This contradicts (18).

## A Weak compactness in $L^{1}$ for $h(s)=s \ln (s)-s$

The difficulty comes from the fact that $h(f)$ might change sign. We shall prove that $g^{\nu}\left|\ln \left(g^{\nu}\right)\right|$ and $\left(v^{2}+V(x)\right) g^{\nu}$ are bounded in $L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$, which will allow us to apply the Dunford-Pettis theorem [16, Section 7.3.2], taking into account (H0).

Owing to Young's inequality, we deduce from Lemma 2.1 that there exists $C>0$ such that for any $\beta>0$, we have $\mathscr{B}\left(g^{\nu}, \psi^{\nu}\right)=\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi\left[\psi^{\nu}\right] g^{\nu} \mathrm{d} v \mathrm{~d} x \geq-\beta\left\|\nabla \psi^{\nu}\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)}-$ $\frac{C}{\beta} m^{2}$. Therefore we get

$$
\begin{gathered}
\frac{C}{\beta} m^{2}+\mathscr{J}\left(g^{\nu}, \psi^{\nu}, \pi^{\nu}\right) \geq \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} h\left(g^{\nu}\right) \mathrm{d} v \mathrm{~d} x+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g^{\nu}\left(\frac{v^{2}}{2}+V(x)\right) \mathrm{d} v \mathrm{~d} x \\
+\left(\frac{c^{2}}{2}-\beta\right)\left\|\nabla \psi^{\nu}\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)}^{2}+\frac{1}{2}\left\|\pi^{\nu}\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)}^{2},
\end{gathered}
$$

where we can pick $0<\beta<c^{2} / 2$. Since the left hand side it bounded with respect to $\nu$, it already justifies the weak compactness of $g^{\nu}, \psi^{\nu}$ and $\pi^{\nu}$ when $h$ is non negative and satisfies (H1).

For $h(s)=s \ln (s)-s$, we use the following argument: for $\Omega \geq 0$, we have

$$
\begin{aligned}
s|\ln (s)| & =s \ln (s)-2 s \ln (s)\left(\mathbf{1}_{e^{-\Omega \leq s \leq 1}}+\mathbf{1}_{e^{-\Omega}>s}\right) \\
& \leq s \ln (s)+2 \Omega s+\frac{4}{e} e^{-\Omega / 2} .
\end{aligned}
$$

We use this inequality with $\Omega=2 \alpha\left(\frac{v^{2}}{2}+V(x)\right), 0<\alpha<1 / 4$. It allows us to obtain

$$
\begin{aligned}
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g^{\nu}\left|\ln \left(g^{\nu}\right)\right| \mathrm{d} v \mathrm{~d} x+(1-4 \alpha) \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g^{\nu}\left(\frac{v^{2}}{2}+V(x)\right) \mathrm{d} v \mathrm{~d} x \\
\quad+\left(\frac{c^{2}}{2}-\beta\right)\left\|\nabla \psi^{\nu}\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)}^{2}+\frac{1}{2}\left\|\pi^{\nu}\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)}^{2} \\
\leq \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} h\left(g^{\nu}\right) \mathrm{d} v \mathrm{~d} x+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g^{\nu}\left(\frac{v^{2}}{2}+V(x)\right) \mathrm{d} v \mathrm{~d} x \\
\quad+\frac{c^{2}}{2}\left\|\nabla \psi^{\nu}\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)}^{2}+\frac{1}{2}\left\|\pi^{\nu}\right\|_{L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)}^{2}+\mathscr{B}\left(g^{\nu}, \psi^{\nu}\right) \\
\quad+m+\frac{C}{\beta} m^{2}+\frac{4}{e} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} e^{-\alpha V(x)} e^{-\alpha v^{2} / 2} \mathrm{~d} v \mathrm{~d} x \\
\leq \mathscr{J}\left(g^{\nu}, \psi^{\nu}, \pi^{\nu}\right)+m+\frac{C}{\beta} m^{2}+\frac{4}{e} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} e^{-\alpha V(x)} e^{-\alpha v^{2} / 2} \mathrm{~d} v \mathrm{~d} x
\end{aligned}
$$

which is bounded uniformly with respect to $\nu$.
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