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Abstract

Fuel cells are a promising technology for the production of electricity from hydrogen

or other fuels with high e�ciency and low emissions. They are suitable for stationary,

transportation and portable applications. However, they are still more expensive than

existing technologies and there are technical challenges that need to be overcome for

their commercialisation. Therefore, accurate and e�cient design methodologies for fuel

cell systems design are becoming increasingly important.

Modelling and optimisation present a great potential to inform fuel cell systems design,

which often results in savings in design cycle time and cost, and better design and

operation. The purpose of this thesis is to investigate the applicability of model-based

design approaches to fuel cell systems design when applied to a single-cell fuel cell,

then a fuel cell stack and, ultimately, a system-level fuel cell system, such as a micro-

cogeneration plant.

The development of mathematical models for a single-cell fuel cell, a stack and a micro-

cogeneration system is presented in detail. The use of these models in model-based

design is then illustrated. For instance, the e�ectiveness of a conventional humidi-

�cation design is examined using the single-cell fuel cell model. The fuel cell stack

model is used within a multi-objective optimisation framework to investigate how size

trades for e�ciency. Finally, the micro-cogeneration plant model is used to investigate

the trade-o� between fuel consumption and electrical power output, compare di�erent

micro-cogeneration operating strategies and examine the interaction between operating

strategies and electricity network. Overall, when properly formulated and validated,

modelling and optimisation are useful tools in fuel cell systems design as they provide

means by which engineers can obtain valuable information about the behaviour of the

system, make informed decisions, generate di�erent design alternatives and identify

good designs even before a prototype is fabricated.
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w,k Molar �ow rate of water vapour in k channel, mol s−1

mair Mass �ow rate of air, kg s−1

Ni,y,k y-component of molar �ux of species i in k channel, mol (s cm
2
)−1

Nv
w,y,k y-component of molar �ux of water vapour in k channel, mol (s cm

2
)−1

ncell Number of cells in a stack

nd Electro-osmotic drag coe�cient (number of water molecules carried per proton)

P System total pressure, atm

Pi Partial pressure of component i, atm

Pin Inlet air pressure to the compressor

P sat
w,k Vapour pressure of water in k channel, atm

p Parameter for extent of steam reforming reaction

Q Heat �ow rate (J s−1)

q Parameter for extent of steam reforming reaction

R Gas constant, 8.314 J mol−1 K−1 or 82.057 cm3 atm mol−1 K−1

RH Relative humidity

T Temperature, K

Ta Temperature of the anode stream, K

Tc Temperature of the cathode stream, K

Te Entry air temperature, K

Tref Reference temperature (298 K)
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Ts Temperature of the solid phase, K

tm Thickness of the membrane, cm

U Overall heat-transfer coe�cient, J (s cm2 K)

V Voltage, V

Voc Reversible/open-circuit cell voltage, V

Vcell E�ective cell voltage, V

W Electrical power (W)

w Parameter for extent of steam reforming reaction

x Parameter for extent of steam reforming reaction

xw,k Mole fraction of water in k stream

y Mole fraction of water vapour

z Weighted sum of the objectives

zi A single objective

Greek symbols

α Net water molecules per proton �ux ratio

β Ampli�cation constant
(
V
(
cm2A−1

)k)
4Hvap Enthalpy of water evaporation (J mol−1)

4hrxn Enthalpy of reaction (J mol−1)

ξ Extent of reaction (mol s−1)

η System e�ciency, %

ηc Compressor connecting e�ciency

ηmt Motor e�ciency

λ Stoichiometric ratio

λS/C Steam to carbon ratio

θ Theoretical oxygen
(
mol s−1

)
ρm,dry Dry membrane density, g cm−3

σm Membrane conductivity, Ω−1 cm−1
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χ Excess air

ω Weighting factor

Subscript

a Anode

burn Afterburner

CH4 Methane

CO Carbon monoxide

CO2 Carbon dioxide

c Cathode

comp Compressor

del Delivered (net)

H2 Hydrogen

hex Heat exchanger

hs Heat storage

hum Humidi�er

in Inlet

inv DC/AC inverter

k Anode or cathode

m Membrane

mt Motor

N2 Nitrogen

O2 Oxygen

oc Open circuit

out Outlet

prox Preferential oxidation reactor

prs Parasitic

pump Water pump

21



rec Recovered

sr Steam reformer

stack Fuel cell stack

w Water

wgs Water gas shift reactor

x Direction along the channel length, cm

y y-direction

sat Saturated

0 Initial condition

Superscript

k Dimensionless power in the ampli�cation term

l Liquid

sat Saturated

v Vapour
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Chapter 1

Introduction

Fuel cell systems are being developed for a wide variety of power generation applications.

They have been demonstrated for transportation applications such as automobiles,

buses, utility vehicles, scooters and bicycles. They are used for distributed power

generation at a level of home, building, or community, in which case both power and

heat generated by the fuel cells are utilised. They are also employed for portable

applications, either as backup power generators or substitutes for batteries in various

electronic devices and gadgets.

Fuel cells, however, are still more expensive than existing technologies. In addition,

there are many challenges, technical and non-technical, that need to be overcome. The

major technical issues include the following:

1. reduction in costs in all aspects of fuel cell production, materials, systems and

applications as well as other components,

2. demonstration of fuel cell durability, reliability and availability,

3. choice and cost of fuel, and

4. improvement in performance.

The following non-technical issues also have to be addressed:
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1. assessment of external costs (e.g., disposal cost, impact on environment, safety

and health, etc.)

2. socio-economic consequences of introducing new fuel cell technologies,

3. identi�cation of barriers to commercial fuel cell development, and

4. availability of investment and venture capital to provide new fuel infrastructure

and production facilities.

These are just few of the reasons why research and development on fuel cell systems are

indispensable. Previous research e�orts have successfully addressed some of the issues

and barriers to fuel cell commercialisation, but more research is necessary to answer

the remaining ones and produce fuel cell systems that are competitive enough to be

commercialised.

This thesis illustrates the use of modelling and optimisation for fuel cell systems design

by providing useful tools by which to e�ectively investigate, and ultimately overcome,

some of the important technical issues.

Fuel cell systems design can be viewed as a decision-making process which involves

identi�cation of possible design alternatives and selection of the most suitable one.

A good design represents a compromise of di�erent requirements, also referred to as

objectives or criteria. These objectives may include e�ciency, size, fuel consumption,

power output, durability, emissions, capital cost/investment, operating cost, savings,

payback period, amongst others. A subset of these will be relevant for a particular

application.

The use of modelling and optimisation in fuel cell systems design has received increas-

ing interest. This has been motivated by the increased computational resources and

the availability of new and e�ective methods for solving numerical problems. A math-

ematical model, which describes certain aspects of a fuel cell system and predicts its

behaviour, may be a set of equations, algebraic or di�erential, or a computer-based
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procedure or subroutine. This model may contain many alternative designs, thus cri-

teria or objectives for comparing these alternatives must be included in the model.

The model can be coupled with a numerical optimisation algorithm to generate better

designs iteratively. A bene�t of using this approach is a good design can be obtained

with little or no need for physical fuel cell system prototype. This often leads to sub-

stantial savings in cost and design cycle time as well as better design and operation.

However, an optimal design solution is only useful within the limitations of the model

assumptions. The quality of an optimal design mainly depends on how well the model

has been formulated. Many details are neglected because of modelling di�culties.

The contributions of this thesis include the following:

1. provides a comprehensive review of important techniques and applications of mod-

elling and optimisation in fuel cell systems design,

2. examines the relative merits of existing fuel cell models,

3. identi�es existing models for portable, stationary and transportation applications,

4. characterises existing models according to approach, state, system boundary, spa-

tial dimension, and complexity or detail,

5. summarises model-based design approaches relevant to fuel cell systems design,

such as parametric study, single-objective optimisation and multi-objective opti-

misation,

6. explores important criteria crucial for the design of a fuel cell system,

7. presents a two-dimensional, non-isothermal, multi-phase mass and heat transfer

model of a single-cell PEFC and illustrates the use of the model to evaluate the

e�ectiveness of a conventional humidi�cation design,

8. extends the single-cell model to a fuel cell stack and subsequently use the fuel cell

stack model within a multi-objective optimisation framework to investigate the

trade-o� between e�ciency and size,
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9. develops a system-level model for a PEFC micro-cogeneration system by com-

bining the fuel cell stack model with the model for fuel processing subsystem,

thermal management subsystem and power management subsystem, and

10. demonstrates the use of the fuel cell micro-cogeneration model to investigate the

trade-o� between fuel consumption and electrical power output, evaluate the e�ec-

tiveness of di�erent operating strategies, examine the interaction between di�er-

ent operating strategies and the electricity network, obtain estimates of the daily

savings, size of the thermal store, e�ciencies (electrical, thermal and overall),

heat-to-power ratio, amongst others.

1.1 Motivation for work

There is a great opportunity for modelling and optimisation to be used to inform system

design. One clear motivation for this work is to make use of the available and suitable

techniques in order to obtain accurate and detailed designs based on representative

models of the components of a fuel cell system and their interactions. If successful, this

approach could result in signi�cant savings by reducing the need for experiments and

extended pilot plant trials. If the design methodology is accurate enough one could

obtain designs that may be uncommon and unexpected with greater performance over

traditional designs. Certainly, some improvement can be expected by optimising the

design and operation of fuel cell systems. There are also advantages to be gained by

improving the speed of the design process.

1.2 Thesis outline

Chapter 2 For the reader who is not familiar with fuel cells and fuel cell systems,

an overview of the fundamental principles of fuel cells and fuel cell systems is

provided. Here, the basics of a fuel cell, its operation, and water and thermal
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management are discussed. The fuel cell stack is the heart of a fuel cell system

but a signi�cant amount of auxiliary components are needed for the fuel cell

to function as a complete system. Thus, this chapter devotes a section for the

discussion of the di�erent equipment and interconnections found in a fuel cell

system. The last section explores the di�erent applications of fuel cell systems in

the portable, transportation and stationary sectors.

Chapter 3 This chapter examines the role of modelling and optimisation in the de-

sign of fuel cell systems. It considers a typical fuel cell system design process and

discusses how modelling and optimisation are used to generate di�erent design

alternatives and identify good designs. Prior to the design, a clear understanding

of the requirements and objectives is crucial. Thus, some examples of application-

speci�c criteria and design variations amongst applications are discussed. This

chapter also presents a literature review of fuel cell system modelling. The exist-

ing models in the literature are categorised by approach, state, system boundary,

spatial dimension, and complexity or detail. The remaining sections in this chap-

ter deal with the di�erent model-based design approaches, such as parametric

study, single-objective optimisation and multi-objective optimisation, relevant to

fuel cell systems design.

Chapter 4 For the rest of this thesis, the focus is on modelling of fuel cells; several

examples on how these models can be used to obtain valuable system information,

make informed predictions, and improve the design and operation of the system

are presented. This chapter presents a model for a single-cell PEFC, which is

a two-dimensional, nonisothermal, multi-phase mass and heat transfer model.

The model is described and the assumptions in modelling are considered. The

detailed formulation of the governing equations (i.e., the mass balance, energy

balance and electrochemical equations) and the numerical method used to solve

the model are then discussed. For a PEFC, proper water and heat management is

crucial for achieving a high power density and high energy e�ciency performance.
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Thus, an example that demonstrates the use of the model in obtaining important

information about an appropriate approach to water and heat management is

presented.

Chapter 5 The model for a single-cell PEFC presented in Chapter 4 is extended to

a fuel cell stack, and in this chapter an optimisation model for a PEFC stack

suitable for multi-objective optimisation is presented. In principle, the design of

fuel cell systems inherently involves simultaneous optimisation of two or more

con�icting objectives. Achieving an optimum for one objective often requires a

compromise on two or more other objectives. For example, in the design of a fuel

cell stack, there is a trade-o� between e�ciency and size, i.e., a more e�cient

stack is bigger and vice versa. Information about the trade-o� between these two

objectives can inform design engineers in making their design decisions rationally

and quantitatively. For example, in the current consumer demographic size and

portability may be the deciding factors for mobile users, wherease other users may

value operating costs more than portability.

Chapter 6 Micro-cogeneration is one of the early entry points of fuel cell technol-

ogy into the commercial market. Fuel cells are promising for residential micro-

cogeneration because of their high electrical e�ciency, low emissions and low heat-

to-power ratio that is well suited for residential applications. This chapter serves

as an introduction to the modelling and optimisation of fuel micro-cogeneration

system, which is the focus of the remaining chapters in this thesis. It discusses the

context for interest in fuel cell micro-cogeneration systems, the classi�cation and

the technologies. It also reviews the current state of the art of the technology. Fi-

nally, this chapter examines the important criteria relevant to micro-cogeneration

system design.

Chapter 7 This chapter presents a system-level mathematical model for a PEFC

micro-cogeneration system. The fuel cell stack model developed in Chapter 5
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is combined with the mathematical models for subsystems for fuel processing,

thermal management and power management in such a way that the system will

function as a residential heat and power generator. Similar to the design problem

encountered in Chapter 5, the design of micro-cogeneration systems naturally in-

volves con�icting objectives. For example, there is a trade-o� between the net

electrical power output and the fuel consumption at a given thermal power rat-

ing; both of these objectives are crucial in assessing the economic bene�ts of the

technology. The last section of this chapter presents a case study that illustrates

the use of the fuel cell micro-cogeneration model in generating di�erent design

alternatives that trade o� fuel consumption for electrical power output.

Chapter 8 This chapter gives further examples of the application of the fuel cell

micro-cogeration model developed in Chapter 7 in informing system design and

operation. The model can provide design engineers information about the rela-

tive bene�ts of three of the various operating strategies: constant-output mode,

restricted-running time mode and continuous-output mode. Choosing an appro-

priate operating strategy depends on the energy consumption pattern of a house-

hold, and so this chapter explores the key characteristics of the electrical and

thermal demands of UK dwellings. This chapter also considers the interaction

between the considered operating strategies and the electricity network.

Chapter 9 In this last chapter, a summary of the work carried out in this thesis and

the conclusions drawn from the results of the example problems are presented. In

the last section, some of the areas for future work are explored.
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Chapter 2

Overview of fuel cell systems

Fuel cell systems are a promising technology for a wide range of power generation ap-

plications. They have been, and are being developed for portable, transportation and

stationary applications. However, fuel cells are still more expensive than the exist-

ing technologies and there are technical challenges that need to be overcome for their

commercialisation.

There is a great opportunity for modelling and optimisation to be used to inform system

design, which often results in savings in design cycle time and cost, and better design

and operation. Modelling and optimisation require understanding of the system, and

so this chapter discusses the basic principles of fuel cells and fuel cell systems.

2.1 Fuel cell basics

Fuel cells are electrochemical devices that convert the chemical energy of a fuel directly

into electricity (and heat) without involving the process of combustion. A simplistic

view of a fuel cell is that it is a cross between a battery (chemical energy converted

directly into electrical energy) and a heat engine (a continuously fuelled air breath-

ing device); this is why fuel cells are sometimes referred to as electrochemical engines.

There are a number of fuel cell technologies with very di�erent designs, each suited to
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di�erent applications. However, they all share the characteristics of high e�ciency, no

moving parts, quiet operation, and low or zero emissions at the point of use. In addi-

tion, modular stack design means that there are no technical limitations on minimum

capacity, which is a problem for mechanical heat engines.

Several types of fuel cells are under development. The classi�cation is primarily by

the kind of electrolyte [1], which determines the chemical reaction that takes place in

the cell, the catalyst required, the operating temperature range, and the fuel required.

Among the most promising types are alkaline fuel cells (AFC), proton exchange mem-

brane fuel cells (PEFC), molten carbonate fuel cells (MCFC) and solid oxide fuel cells.

Although the optimal design approach discussed in this thesis may be applicable to all

fuel cell types, this thesis speci�cally considers the optimal design of PEFC systems. For

certain applications, the PEFC is favoured over other types of fuel cell for the following

reasons: their high power density means they are lighter and smaller compared to other

fuel cells, low operating temperature allows fast start-up and immediate response in

power demand, and use of a solid polymer simpli�es assembly and handling [1]. All

the hydrogen fuelled buses and cars on the market by major companies are powered by

PEFC and 90% of fuel cell research and development work involves the PEFC [2].

A PEFC consists of a negatively charged electrode (anode), a positively charged elec-

trode (cathode), and a polymer electrolyte membrane made of persulfonic acid groups

with a Te�on backbone. Both the anode and cathode contain a catalyst to speed up the

electrochemical processes, as shown in Figure 2.1. Hydrogen fuel is channeled to the

anode wherein the catalyst separates the hydrogen's negatively charged electrons from

the positively charged protons. The membrane allows the positively charged protons to

pass through the cathode, but not the negatively charged electrons. The electrons must

�ow around the membrane through an external circuit. This �ows of electrons forms

an electric current. At the cathode, the negatively charged electrons and positively

charged hydrogen ions (protons) combine with oxygen to form water and heat.
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Figure 2.1: Illustration of fuel cell operation taking the hydrogen fuelled polymer elec-
trolyte fuel cell (PEFC) as an example.

A typical PEFC has the following reactions:

Anode: H2(g) 
 2H+(aq) + 2e− (2.1)

Cathode: 1/2O2(g) + 2H+(aq) + 2e− 
 H2O(l) (2.2)

Overall: H2(g) + 1/2O2(g) 
 H2O(l) + electricity + heat (2.3)

A fuel cell produces power as long as the reactants � fuel and oxidant � are supplied.

In theory, any substance that is capable of chemical oxidation can be used as fuel for

the anode of a fuel cell. Hydrogen is the main choice for most applications because it

is highly reactive with a suitable catalyst, can be produced from wide range of energy

sources, and is high in energy density. Conversely, any substance that can be reduced

can be used as oxidant. Oxygen is most commonly used for this purpose because it

is economically available in air. The reactants are transported by di�usion and/or
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convection to the catalysed electrode surfaces where the electrochemical reactions take

place. The water and waste heat generated by the fuel cell must be continuously

removed and may present critical issues for PEFCs.

The amount of power produced by a fuel cell depends on several factors, including the

type of fuel cell, the fuel used, the cell size, the temperature and pressure at which it

operates, etc. The current output is proportional to the active area of the individual

cells, and the voltage is proportional to the number of cells connected together. As with

solar photovoltaic cells and batteries, a single fuel cell produces voltage barely enough

for even the smallest applications (< 1 V), so individual cells are connected in series

to form a stack. A basic PEFC stack consists of a proton exchange membrane (PEM),

catalyst and gas di�usion layers, �ow �eld plates, gaskets and end plates as shown in

Table 2.1. The actual fuel cell layers are the PEM, gas di�usion and catalyst layers.

These layers are "sandwiched" together using various processes, and are collectively

referred to as the membrane electrode assembly (MEA). A stack with many cells has

MEAs sandwiched between bipolar �ow �eld plates and only one set of end plates.
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Table 2.1: Basic PEFC components.

Component Purpose Common types
Proton exchange
membrane

Enables hydrogen protons
to travel from the anode to
the cathode

Persulfonic acid membrane
(Na�on 112, 115, 117)

Catalyst layers Breaks the fuel into protons
and electrons. The protons
combine with the oxidant
to form water at the fuel
cell cathode. The electrons
travel to the load.

Platinum/carbon catalyst

Gas di�usion layers Allow fuel/oxidant to travel
through the porous layer,
whilst collecting electrons

Carbon cloth or Toray
paper

Flow �eld plates Distributes the fuel and
oxidant to the gas di�usion
layer

Graphite, stainless steel

Gaskets Prevent fuel leakage, and
helps to distribute pressure
evenly

Silicon, Te�on

End plates Holds stack layers in place Stainless steel,
polyethylene, PVC

2.2 Fuel cell operation

Figure 2.2(a) illustrates the voltage and power vs. current curve for a generic fuel

cell. An increase in current density (current per unit area of each cell) results in a

decrease in operating voltage due to internal losses in the system. Power output initially

increases and reaches a maximum at point 'D'. After which, the decreasing voltage and

increasing losses in the system results in loss of electrical power output, although the

heat generated continues to increase. The nominal operating point is around point 'C',

which is typically 2/3 to 3/4 of the open circuit voltage of the cell. The point of operation

is a trade-o� between electrical e�ciency and capital cost [3]; for a micro-cogeneration

system, the requirement to supply the heat load is also a factor in determining the

operating point.

Considering the whole fuel cell system, Figure 2.2(b) shows how the electrical and
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thermal e�ciency varies with the electrical load. In contrast to heat engines which

have a maximum e�ciency at their nominal operating point, fuel cells are known to

have excellent 'turn-down' performance, i.e. reducing the electrical load results in

higher electrical e�ciency. However, since there are components that require electrical

supply (e.g. sensors, actuators, control system), and their load is constant regardless of

the power delivered by the fuel cell, this parasitic load degrades the system e�ciency

at low electrical load. There is a point 'B' where the parasitic load equals the power

delivered by the fuel cell and the system therefore has 'zero e�ciency'. In a similar sense,

SOFCs have a lower operational point below which the stack is no longer thermally self-

sustaining and begins to cool. There is therefore a practical lower limit below which the

system cannot operate, typically of the order of 20% of the nominal operating point.

It can be seen from Figure 2.2(b) that as the electrical load on the fuel cell increases, the

thermal e�ciency increases and the electrical e�ciency decreases. The way in which the

heat-to-power ratio of the fuel cell varies with electrical load will depend very much on

the system design, but will generally tend to increase when subjected to heavy electrical

loading. However, it should be remembered that the heat-to-power ratio of the system

can also be controlled at any fuel cell operating point by varying the fuel utilisation

and the amount of heat generated in an auxiliary afterburner.

35



A

D

C

B

C
el

l v
ol

ta
ge

St
ac

k 
Po

w
er

St
ac

k 
el

ec
tri

ca
l e

ffi
ci

en
cy

Th
er

m
al

 a
nd

 e
le

ct
ric

al
 sy

st
em

 e
ffi

ci
en

cy

Parasitic 
loss

Current density

Electrical

Thermal

(a)

(b)

Figure 2.2: Illustration of the operating range of a fuel cell, showing (a) stack voltage
and power and (b) electrical and thermal e�ciency. Labelled operating points are
described in the text.

2.3 Water and thermal management in PEFC

Proper membrane hydration is important at all times of operation to prevent high ionic

resistance that can potentially result in failure of the membrane. There must be a

su�cient water in the polymer electrolyte membrane. Proton conductivity is directly

proportional to the water content. However, there must not be so much water that the

electrodes that are bonded to the electrolyte �ood, blocking the pores in the electrodes

or the gas di�usion layer. A balance is, therefore, needed, which takes an e�ort to

achieve.

Maintaining water balance in the cells requires maintaining optimal conditions on both
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the anode and cathode sides. Determining these optimal conditions requires under-

standing of the physical processes that occur inside the fuel cell.

It is important to consider the following issues in water management:

1. During the operation of the cell, the H+ ions moving from the anode to the cath-

ode pull water molecules with them. This process is called electro-osmotic drag.

Typically, between one and �ve water molecules are dragged for each proton. This

means that especially at high current densities, the anode side of the electrolyte

can become dried out even if the cathode is well hydrated.

2. The air has a drying e�ect at high temperatures. At temperatures of over ap-

proximately around 60 ◦C, the air will always dry out the electrodes faster than

the water is produced by the H2/O2 reaction. One common way to solve this is

to humidify the air, the hydrogen, or both, before they enter the fuel cell. This

may seem contrary to intuition, as it e�ectively adds a by-product to the inputs

in the process, and there cannot be many processes where this is done. However,

for most cases, it greatly improves the fuel cell performance.

3. The water balance in the electrolyte must be correct throughout the cell. In actual

operation, some parts may be just right, others too dry, and others �ooded. To

illustrate, consider the air as it passes through the fuel cell. It may enter the cell

quite dry, but by the time it has passed over some of the electrodes it may be

about right. However, by the time it has reached the exit it may so saturated

that it cannot dry o� any more excess water. This issue is more pronounced when

designing larger cells and stacks.

Similar to any other physical energy conversion device, fuel cells are not 100% e�cient.

The amount of fuel energy that cannot be converted to useful electrical energy has

to be rejected as heat. The operating temperature of PEFCs is between 60 to 100

◦C compared to that of an internal combustion engines which ranges from 200 to 400
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◦C. It is also necessary that all the waste heat in the fuel cell system be removed by

the radiator as opposed to the internal combustion engine where some of the heat is

removed by the exhaust gases. Heat rejection is indeed far more di�cult compared to

that of an conventional internal combustion engine. This problem may translate into

either large heat exchange equipment or large parasitic loads like a radiator fan power.

The three most commonly used approaches are listed below:

1. Cooling using cathode air supply

This is the simplest of all methods of cooling a fuel cell. This method, however,

can only be used for systems of power up to about 100 We. This is usually done

by using purely convected air to cool the cell and provide su�cient air �ow to

evaporate the water.

2. Separate reactant and cooling air

This method is the highly suggested way of cooling cells in the range from about

100 to 1000 We. This is implemented by making extra channels in the bipolar

plates through which cooling air can be blown. Alternatively, separate cooling

plates can be added, through which air is blown. Using separate cooling air

works for fuel cell between 100 We and 1 kWe or so, but for larger cells this

becomes impractical and water cooling is preferred.

3. Water cooling of PEFCs

As a rule of thumb, operations above 5 kWe will be water cooled, those below 2

kWe will be air cooled, with the decision for cells in between being a matter of

judgment. One consideration will be what is to be done with the heat. If the

heat is to be just lost to the atmosphere then the bias will be towards air cooling.

On the other hand, if the heat is to be recovered (e.g. in a small domestic CHP

system), then water cooling becomes much more e�ective.

38



2.4 Fuel cell systems

The fuel cell stack represents the main and most expensive component of the entire

system. However, a signi�cant amount of auxiliary equipment, also referred to as

balance-of-plant, is required to operate the stack and function as a system. Figure 2.3

presents an example of the di�erent equipment and interconnections found in a fuel cell

system for micro-cogeneration application. The precise con�guration will depend to a

large extent on the type of fuel cell technology used, but in general a typical fuel cell

system requires several subsystems: fuel cell stack, fuel supply, oxidant supply, water

management, heat management, power conditioning, instrumentation and controls, and

in some cases, hybrid components.

2.4.1 Fuel cell stack

A fuel cell stack is the heart of a fuel cell system. A typical fuel cell stack may contain

hundreds of fuel cells. A fuel cell is an electrochemical engine that converts chemical

potential energy of a fuel into electric power. The classi�cation of fuel cells is primarily

by the type of electrolyte used. The electrolyte determines the types of reaction that

take place in the cell, the types of catalyst required, the temperature range in which

the cell operates and the fuel required. Several types of fuel cell � each with its own

advantages, limitations and potential applications � are presently under development.

Amongst the most promising types are the direct methanol (DMFC), molten carbonate

(MCFC), phosphoric acid (PAFC), polymer electrolyte (PEFC), and solid oxide (SOFC)

fuel cell.

A single fuel cell is an inherently low voltage device, having an output voltage of typi-

cally less than 1 V. It produces barely enough electricity for even the smallest applica-

tion. To increase the amount of electricity generated, individual cells are combined in

series, into what is referred to as a stack. A stack, however, is not useful without the

supporting components necessary to operate the stack and deliver electrical power.
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2.4.2 Fuel supply

In theory, any substance that is capable of chemical oxidation can be used as fuel for

the anode of a fuel cell. Hydrogen is the best choice for most fuel cell types because

of its high reactivity with a suitable catalyst, its high energy density, and the fact that

only water is generated at the point of use. Although hydrogen is the most abundant

element on Earth, it is not often present in its molecular form, but is typically found

in chemical compounds, such as water and hydrocarbons. For fuel cell systems, H2-rich

gas may be produced from other fuels and then stored as part of the system. However,

hydrogen storage requires a lot of space even when hydrogen is compressed to very high

pressures or even lique�ed.

By making hydrogen generation part of a fuel cell system, conventional hydrocarbon

fuels (such as methanol for portable power, natural gas for stationary applications, and

gasoline for transportation) may be used. There are several processes for generating

hydrogen from hydrocarbon fuels, such as steam reforming, partial oxidation, and au-

tothermal reforming, which is a combination of steam reforming and partial oxidation.

These processes, however, produce carbon monoxide as a by-product. Low tempera-

ture fuel cells that rely on precious metal electrocatalysts (e.g., platinum) such as PEFC

and PAFC are sensitive to CO [4]. Therefore, additional processes must be employed

for these types of fuel cell to ensure that hydrogen is pure enough to avoid poisoning

(typically <10 ppm CO for PEFC) [5]. The water gas shift reaction [6] reduces the

content of CO in the gas produced by the fuel processor. Preferential oxidation [7],

methanation [8] or membrane separation [9] further minimises the CO content in the

reformate gas. Desulfurisation [10] removes the sulphur compounds present in fuel.

There are fuel cells, however, that do not need an external reformer to convert hy-

drocarbon fuels to hydrogen. For example, the DMFC is powered by pure methanol,

which is mixed with water and fed directly into the anode of the fuel cell. Also, high

temperature fuel cells like the SOFC and MCFC convert fuels to hydrogen within the

fuel cell via internal reforming [11], which is made possible by the high temperature at
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which they operate.

2.4.3 Oxidant supply

In principle, any substance that can be reduced can be used as an oxidant. Oxygen is

most commonly used for this purpose because it is economically available in air. For

low-pressure systems, air is typically supplied by a fan or a blower, whereas an air

compressor may be used for pressurised systems. In any case, a fan, a blower, or a

compressor requires electrical power and thus represents power loss or parasitic load .

For applications that require very low power, e.g., low power portable systems, it is

possible to design and operate the fuel cells with passive air supply [12]. In these cases,

the cathode is directly exposed to the atmosphere and the supply of oxygen relies only

on natural convection due to concentration gradients.

Pure oxygen systems are only used where air is not available, such as in submarines

or space applications, due to the added size and weight of oxygen storage and the

associated safety concerns.The supply of oxygen to the fuel cells only requires a pressure

regulator since stored oxygen is already under pressure.

2.4.4 Heat and water management

Water and heat are the by-products of fuel cell operation and the system must include

the means for their removal. The water may be drained from the system whilst the

heat may be discarded to the surroundings. However, both water and heat from the

fuel cell stack may be partially reused. Water and heat management may be integrated

into a single subsystem, in which case the water removes the heat from the stack and

the resulting hot water is used for preheating and humidifying the reactant gases, or to

generate steam for the reforming and shift reactions.

In some cases, an afterburner is employed, where combustion of unreacted fuel takes

place to obtain additional heat. The heat from high temperature combustion gases
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leaving the afterburner may be extracted using a phase-change heat exchanger. The

majority of the heat recovered comes from the cooling of the exhaust gases and from

the condensation of water vapour therein. For a stationary fuel cell system, a hot water

tank is usually employed to store the heat recovered from the system.

2.4.5 Power conditioning

The electricity produced by the stack goes through power conditioning where it is mod-

i�ed to match the load requirements in terms of voltage, power quantity and transients.

Also, the fuel cells generate direct current (DC), but some loads or applications require

alternating current (AC). A DC/AC converter is included in the power conditioning

subsystem for this purpose. Voltage regulation is one of the most important functions

of this subsystem because a fuel cell stack has a tendency for voltage swing [13], which

few loads can tolerate. The fuel cell system must also provide for its electrically powered

components, such as pumps, fans, blowers, instruments, etc., at the correct voltage and

current. Furthermore, in hybrid systems the fuel cell is coupled with a battery or a su-

percapacitor for startup or peaking. The power from the battery or supercapacitor also

needs to be conditioned to suit the load requirements. The fuel cell can also recharge

the battery or supercapacitor. Finally, the power management subsystem delivers the

power from the fuel cell system to the user. The con�guration and characteristics of

this subsystem depend on the load requirements, which vary with application.

2.4.6 Instrumentation and controls

This subsystem implements a strategy to control the system operating parameters,

e.g., �ow rates, temperature, pressure, etc. It also communicates with the load and

other electrical components of a system. It is typically composed of sensors, actuators,

controllers, processors, etc.
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2.4.7 Hybrid components

In some situations, another power source is combined with the fuel cell, forming a

hybrid system. Hybridisation seeks to combine the desirable features and minimise the

disadvantages of the coupled power sources. For example, a battery can be used to

accommodate peak demands and load transients, whilst the fuel cell delivers the energy

stored in the fuel [14�18]. Supercapacitors have also been suggested as an auxiliary

power source that can be combined with a fuel cell system [10]. A supercapacitor is

an electrochemical energy storage device like a battery, but has greater power density

and requires less maintenance. For transportation applications, in particular, the fuel

cell has the advantage of being a range extender, whilst a battery or supercapacitor

is important in recovering the braking energy, providing startup power and for load

following [16�18]. The fuel cell stack can also be combined with a heat engine, such

as a gas turbine to generate additional power [19�25]. This is preferable because the

temperature of the streams exiting a high temperature fuel cell stack and afterburner is

suitable for the inlet temperature of the turbine. Moreover, fuel cell stacks of di�erent

types can also be hybridised [26]. Finally, coupling a fuel cell stack with renewable

power sources [15,27] can further take advantage of the fuel cell technology.

There are many ways the subsystems and their components, and the �ows between

them can be arranged. There are also many ways of designing and operating them.

In any event, the goal is to have a system that meets the design requirements and

represents a trade-o� amongst the di�erent design objectives. The set of objectives and

constraints depend on the intended application of the fuel cell system, namely portable,

stationary and transportation.

2.5 Fuel cell applications

Fuel cells may be used in applications with a wide range of power needs because of

their �exibility in sizes. Their potential application ranges from systems of a few watts
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to megawatts; they can power almost every energy utilising plant and/or devise, from

houses to cars to mobile phones [2,28]. For instance, fuel cells are particularly useful for

applications that are energy-limited, such as portable devices which require constant

recharging. Table 2.2 compares the weight, energy, and volume of batteries to a typical

PEFC. As indicated in Table 2.2, the fuel cell system can provide a similar energy

output to batteries with a much smaller system weight and volume.

Table 2.2: Comparison of fuel cell with other power sources [28].

Weight (lb) Energy (Wh) Volume (L)
Fuel cell 9.5 2190 4.0
Zinc-air cell 18.5 2620 9.0
Other battery types 24 2200 9.5

Future markets for fuel cells include the portable, transportation and stationary sectors.

Figure 2.4 illustrates some typical fuel cell applications for di�erent fuel cell types.

100K1 10 100 1K 10K 1M 10M

Typical 
applications

Main 
advantages

Power (W)

Application
range

AFC

MCFC

SOFC

PEFC

PAFC

Portable
electronics 
equipment

Cars, boats 
and domestic
micro-CHP

Distributed power
generation, CHP
and buses

Higher energy 
density than 
batteries, faster 
recharging

Potential for zero
emissions, higher
efficiency,

Higher efficiency, 
less pollution, 
quiet operation 

Figure 2.4: Typical fuel cell applications for di�erent fuel cell types.

2.5.1 Portable sector

One of the major future markets for fuel cells is the portable sector. There are numerous

portable devices that would use fuel cells in order to power the device for longer amounts
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of time. Some of these devices include laptops, cell phones, video recorders, ipods, etc.

Fuel cells will power a device as long as there is fuel supplied to it. The current trend in

electronics is the convergence of devices, and the limiting factor of these devices is the

amount of power required. Therefore, power devices that can supply greater power for

a longer period of time will allow the development of new, multifunctional devices. The

military also has a need for high power, long-term devices for soldier's equipment. Fuel

cells can be manufactured with greater power and less weight for military applications.

Other military advantages include silent operation and low heat signatures.

2.5.2 Transportation market

The transportation market will bene�t from fuel cells because fossil fuels will continue to

become scarce, and because of this, there will be inevitable price increases. Legislation

is becoming stricter about controlling environmental emissions. There are certain parts

of countries that are passing laws to further reduce emissions and to sell a certain

number of zero emission vehicles annually. Fuel cell vehicles allow a new range of power

use in smaller vehicles and have the ability to be more fuel e�cient than vehicles that

are powered by other fuels.

2.5.3 Stationary sector

Large stationary fuel cells can produce enough electricity to power a house or business.

These fuel cells may also make enough power to sell back to the grid. This fuel cell type

is especially advantageous for business and residences where no electricity is available.

Fuel cell generators are also more reliable than other generator types. This can bene�t

companies by saving money when power goes down for a short time.
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2.6 Conclusions

Fuel cells, electrochemical engines that convert chemical potential into electric power,

allow production of electrical energy from hydrogen or other fuels with high e�ciency

and low emission. This technology is promising in the area of stationary, transportation

and portable applications. Modelling and optimisation o�er a great potential to inform

fuel cell system design, which often results in savings in design cycle time and cost, and

better design and operation. This chapter covered the fundamental principles of fuel

cells and fuel cell systems, their operation and applications. A good understanding of

these concepts are essential in appropriately designing fuel cell systems, which is the

focus of the following chapters.
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Chapter 3

Fuel cell systems design

This chapter examines the role of modelling and optimisation in the design of fuel cell

systems. It discusses a typical fuel cell system design process and how modelling and

optimisation are used to generate design alternatives and identify good designs. A fuel

cell system model may contain many di�erent design alternatives, and criteria for com-

paring them are necessary. Each application has its own speci�c set of design criteria

and identifying the critical ones and those that can be compromised is very important,

and so some examples of application-speci�c criteria and design variations amongst

applications are discussed. Furthermore, the existing models for di�erent fuel cell sys-

tems applications, namely portable, stationary and transportation, are identi�ed and

characterised by approach, state, system boundary, spatial dimension, and complexity

or detail. These models are used for model-based design approaches such as parametric

study, single-objective optimisation and multi-objective optimisation; a summary of the

existing studies is provided.

3.1 Fuel cell system design process

The design of a fuel cell system is a decision-making process which involves the identi�-

cation of possible design alternatives and the selection of the most suitable one. A good
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design is one that meets the design requirements and represents a trade-o� amongst

the di�erent design objectives. For a fuel cell system, the requirements and objectives

may include e�ciency, size and weight, power output, emissions, quick startup and

fast response to load changes, lifetime, noise level and operability in extreme weather

conditions. A subset of these will be relevant for each particular application.

The use of modelling and computer-based optimisation in fuel cell systems design is

receiving increasing interest. This has been motivated by the increase in computational

resources and the availability of new and e�ective methods for solving numerical prob-

lems. A bene�t of this approach is that it often leads to substantial savings in cost and

design cycle time, as well as better design and operation. However, an optimal design

solution is only useful within the limitations of the model. The quality of an optimal

design mainly depends on how well the model has been formulated.

Figure 3.1 shows the role of modelling and optimisation in a typical fuel cell system

design process. The process starts by identifying a set of design objectives and con-

straints, which mainly depend on the intended application of the fuel cell system. In

this paper, the term �criterion� will be used to refer to either a requirement1 or an

objective2. A criterion may be critical or irrelevant for a particular application. Identi-

fying the crucial ones and those that can be compromised without adversely a�ecting

the design is very important. Some application-speci�c criteria are discussed in Section

3.2.

Modelling is performed to capture the aspects of a fuel cell system that are of interest

to the designer. Knowledge of fuel cell phenomena, such as electrochemical, thermody-

namic and transport processes, material properties, and various interactions are useful

in formulating a model. A mathematical model, which describes certain aspects of a

fuel cell system and predicts its behaviour, may be a set of equations, algebraic or dif-

ferential, or a computer-based procedure or subroutine. The model may contain many

di�erent design alternatives, which can be obtained by changing the variables, param-

1In this paper, �constraint� and �requirement� are used interchangeably.
2In some optimisation works, a �criterion� is synonymously used with an �objective�.
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eters, conditions, or constraints. The criteria de�ned in the previous step provide the

basis for comparison of the di�erent design alternatives.

The model can then be coupled with a numerical optimisation algorithm to generate

better designs iteratively. This may result in a single or multiple optimal solutions.

Modelling and optimisation aid the designer in shortlisting candidate designs for fur-

ther consideration. Optimisation, however, does not always generate a good design

suitable for fabrication. In this case, iteration of the previous steps is necessary to

verify that appropriate fuel cell phenomena are captured in the model and correct gov-

erning equations are used, examine the validity of the assumptions used in modelling,

and if necessary, adjust or modify the design requirements and objectives.

The designer then evaluates the design solutions generated from optimisation and selects

one or more alternatives that can be fabricated, guided by the knowledge of the trade-

o�s amongst the objectives, in addition to own experience and other considerations that

could not be included in the optimisation problem. Tests and diagnostics (e.g., model

validation against experiments) are carried out to determine what else can be further

improved in the existing design, verify the assumptions and validate the models. The

�nal design may either result in a �nal prototype or an iteration of an existing design

for further improvement.
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Figure 3.1: A typical fuel cell system design process [29�31].
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3.2 Requirements and objectives for design

Each application has its speci�c set of requirements and objectives for design. For

a fuel cell system, the criteria may include e�ciency, size and weight, power output,

emissions, ability for quick startup and fast response to load changes, lifetime, noise

level and ability to function in extreme weather conditions. A criterion may be critical

or irrelevant for a particular application. Identifying the crucial ones, and those that

can be neglected without adversely a�ecting the design, is very important. The choice

should be guided by knowledge and expertise related to the system and application.

A requirement, also referred to as a constraint, establishes the validity of a design.

An objective, on the other hand, drives the search for optimal design. An example

design problem may be to obtain the highest possible e�ciency with the system size

not exceeding a speci�ed value. In this case, the e�ciency is an objective and the size is

a constraint. The objectives and constraints may switch roles in di�erent scenarios to

capture an intended design purpose. For example, minimising the size whilst imposing

a lowest possible value for the e�ciency is another design problem where the objective

is the size and the constraint is the e�ciency. In all cases, however, satisfying the

constraints is more important than �nding an optimum (i.e., minimum or maximum)

value for an objective. A valid design satis�es all constraints. An optimal design is the

most desirable amongst the valid designs.

The potential con�ict between objectives adds another dimension to the design problem.

In the example above, e�ciency and size are con�icting objectives, i.e., higher e�ciency

typically requires a larger system and vice versa [3]. E�ciency and size do not only

con�ict with each other but they may also a�ect other objectives such as cost, emissions

and lifetime. A good design, therefore, is one that satis�es the design requirements and

represents a trade-o� amongst the di�erent design objectives.

Some examples of application-speci�c criteria and corresponding design variations amongst

the applications are discussed below:
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1. E�ciency

E�ciency is critical for portable, stationary and transportation applications. Ef-

�ciency directly translates into cost of fuel, and if present, size and capital cost

of a hydrogen generating device and hydrogen storage. Since e�ciency can be

traded with size [3] and capital cost, optimisation is necessary to achieve a bal-

ance between the objectives.

2. Size and weight

Size and weight are critical for transportation applications. They are important

but not critical for stationary applications. For portable applications, the size

and weight of the fuel cell system should be comparable with the size and weight

of the technology that it replaces, e.g., a battery.

The presently high weight and volume of hydrogen storage is one of the main chal-

lenges for commercialisation of fuel cell systems. For example, for transportation

applications, this results in an inadequate vehicle range compared with conven-

tional engines fuelled by petroleum. Design alternatives to improve vehicle range

compromise other objectives. For instance, on-board reformation of fuels such as

gasoline results in increased emissions of CO2. Another option is to store hydro-

gen in metal hydrides or use a portable hydrogen-generating device (e.g., portable

electrolysers). However, this increases the cost of the system.

3. Electrical power output

Portable power systems with power output below 100 We are classi�ed as battery

replacements, whilst those with power output up to 1 kWe are categorised as

portable power generators.

As an indicator of electrical power requirements, passenger vehicles require power

of the order of 50 kWe; buses typically require about 250 kWe or more; and

scooters and bicycles require up to 3 kWe and 1 kWe, respectively.
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For stationary applications, fuel cell systems with 1�10 kWe power output can be

used for individual homes, trailers and recreational vehicles. For larger homes,

groups of homes, and small commercial premises, a fuel cell system with 10�

50 kWe power output is typically required. Small communities, o�ce buildings,

hospitals, hotels, military bases, etc. need 50�250 kWe or higher.

For hybrid fuel cell systems, one of the important problems is the design of a power

management strategy that controls the power �ow between the power sources (i.e.,

fuel cell and battery or supercapacitor) for various modes of operation to achieve

certain design objectives whilst taking into account the system constraints. A

proper power management strategy is crucial for better system e�ciency and

durability, and directly a�ects the other design criteria.

4. Emissions

A fuel cell system run on hydrogen does not produce any emissions at the point

of use. The only by-product is pure water which leaves the system as liquid

and vapour. If another fuel, e.g., methanol, gasoline, or natural gas, is used and

reformed to produce hydrogen, the system generates emissions in the reforming

process. However, these emissions are in general still much lower than the emis-

sions from an internal combustion engine or centralised power plant due to the

high e�ciency of the fuel cell.

Moreover, the entire life cycle should be considered when analysing the emissions

of a fuel cell system. If hydrogen, produced from other fuel, is used as the fuel

to the fuel cell, the emissions resulting from the reforming process should be

taken into account regardless of whether the hydrogen generation takes place in

a re�nery, at the refuelling station, or on the vehicle. Hydrogen production from

water using renewable energy sources does not generate any emissions, hence takes

full advantage of the fuel cell technology.

5. Agility
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An agile fuel-cell system is one that can start up quickly and respond quickly to

load changes. Transportation fuel cell systems are expected to have a very short

startup time, i.e., a fraction of a minute. The startup time for most portable and

stationary fuel cell systems is less critical. Stationary fuel cell systems are often

operated at constant load for extended periods to avoid e�ciency losses associated

with startup and shutdown.

The presence of energy storage, such as a battery or a supercapacitor, results in

quick startup and response to load changes. However, the disadvantages of having

the battery or supercapacitor are extra cost, weight and volume.

6. Lifetime and durability

The average lifetime of a vehicle is 10 to 12 years. However, the actual operating

time is only about 3,000 to 5,000 hours or 100,000 miles. Thus, an automotive

fuel cell system is expected to have a similar lifetime. Fuel cell systems for buses

and trucks are anticipated to have longer operating lifetime (∼ 150, 000 miles).

A vehicle's highly intermittent operation, i.e., many startups and shutdowns, as

well as the high dynamic load, poses an extra challenge for fuel cell durability.

Stationary fuel cell systems are expected to operate for 40,000 to 80,000 hours

(5 to 10 years). The e�ect of real-life conditions such as impurities in fuel and

oxidant can reduce the system's operating life.

Portable fuel cell systems may operate up to 2,000 hours. For the same weight

and volume, fuel cells can achieve much longer lifetimes than the traditional Li-ion

battery [32].

The lifetime of a fuel cell system is primarily determined by its durability, which

is often evaluated in terms of platinum catalyst degradation, carbon catalyst

support corrosion, membrane chemical attack and ageing of speci�c components.

Durability a�ects other design criteria such as e�ciency and cost. Also, system

models that do not incorporate degradation tend to overpredict performance.
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7. Noise levels

The acceptable noise level for stationary applications is low. This criterion is

especially important when the fuel cell system is to be installed indoors. Although

a fuel cell does not produce any noise, noise may be generated by the air and

�uid handling devices. For transportation and portable applications, a low noise

requirement is important but not critical.

8. Operability in extreme conditions

The ability to survive and operate in harsh weather conditions has an enormous

impact on the design of the system. For transportation applications, the fuel cell

system must be designed to start quickly even in extremely cold climate (which

can be as low as −40◦C). The presence of water in the system makes the fuel cell

system susceptible to freezing if used in a cold environment. Also, the system

must be sized for e�ective heat rejection even in exceptionally hot weather (32 to

40◦C). The same applies for stationary fuel cell systems, but becomes irrelevant

when the system is to be installed indoors. Similarly, this criterion is important

but not critical for portable applications.

9. Cost

Perhaps the overriding design criterion is cost. However, cost is not always a prac-

tical choice as a design criterion because it can be very di�cult to quantify. In

addition, although the design with the lowest cost is usually the preferred choice,

it does not necessarily mean that the design with the lowest cost must be imple-

mented. Careful consideration of the other criteria such as lifetime, emissions,

size and weight, etc. is important.

The total cost of a fuel cell system is the aggregate of capital cost, fuel production

cost, operating cost, maintenance and repair cost, emissions cost and disposal cost.

The cost must compete with that of the technologies that the fuel cell systems

replace, e.g., batteries for portable fuel cell systems, internal combustion engine
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for transportation fuel cell systems, and grid electricity and condensing boilers

for stationary fuel cell systems.

In some cases, return on investment is used as a criterion instead of the the total

cost. An example is the payback time, which is the ratio between the capital cost

and annual savings in operating cost, and measures the number of years it takes

for an investment to pay back. Although payback time serves as a quick reference,

it does not consider the time value of money (i.e., interest earned over a period of

time), in�ation and changes in prices of fuel and electricity. Alternative criteria

of return that take into account the time value of money are net present value

and internal rate of return.

3.3 Fuel cell modelling

Modelling and optimisation are useful tools because they often result in substantial

savings in design cost and cycle time and better system design and operation. Fuel

cell models allow one to explore the many interacting and complex phenomena, such as

coupled electrochemical, thermodynamic and transport processes, which are expensive

and time-consuming to study experimentally. If formulated properly, fuel cell models

provide insight into the performance of a fuel cell system and how the performance

can be in�uenced. Modelling enables the analysis of feasibility, reliability, pro�tability

and safety in the design phase to ensure that a design works under a wide range of

conditions, even before a prototype is fabricated and tested.

However, poor modelling and strict requirements can make the design iteration loop

shown in Figure 3.1 long and recurrent. A good model should be robust, accurate

and able to provide meaningful solutions to fuel cell problems quickly [28]. A robust

model is able to predict fuel cell performance over a wide range of operating condi-

tions. Accuracy, on the other hand, can be attributed to using reasonable assumptions

and correct input parameters such as physical and chemical properties, to the proper
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identi�cation of the physical phenomena and to using the correct governing equations.

However, improving robustness and accuracy often involves a sacri�ce in computational

e�ciency. A good model should exhibit a balance between robustness and accuracy and

computational e�ciency.

3.3.1 Characteristics of fuel cell models

Many fuel cell models with di�erent complexity, level of detail and scope have been

presented in the literature. These models can be characterised by approach, state,

system boundary, spatial dimension and complexity or detail (Table 3.1).

Table 3.1: Characteristics of fuel cell models

Category Level
System boundary Cell, stack, system
Approach Empirical, semi-empirical, mechanistic
State Steady, dynamics
Spatial dimension Lumped, 1-D, 2-D, 3-D
Complexity/detail Electrochemistry, transport processes,

thermodynamics, catalysis, �uid dynamics

3.3.1.1 System boundary

The system boundary de�nes the area of interest in the model. It may range from:

the cell-level (which includes models that considered speci�c components of a fuel cell

such as the membrane or the electrodes, or an entire fuel cell), to the stack-level with

individual fuel cells assembled in a stack, and �nally to the system-level consisting of a

fuel cell stack and auxiliary components or balance-of-plant.

Cell-level models enable an understanding of local behaviour of fuel cell phenomena.

They serve as building blocks for understanding and modelling of stacks and systems.

Cell-level and stack-level models in the literature have been thoroughly surveyed [33�

47]. For this reason, this chapter only reviews system-level fuel cell models.
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System-level models are used to study speci�c applications of fuel cells. Di�erent ap-

plications are made up of di�erent components or subsystems arranged and operated

di�erently. The aim is the same, however, for any application: to design and operate

the system so as to meet the design requirements and obtain a compromise amongst the

di�erent design objectives. Individual components may behave di�erently when oper-

ated as part of a system. This is why it is preferable to carry out optimisation using a

system-level model. A system-level model allows understanding of the interactions be-

tween components and enables determination of the response of the system as a whole.

The interaction between the di�erent components poses a challenge in optimisation.

3.3.1.2 Approach

Fuel cell modelling approaches can either be mechanistic, empirical or semi-empirical.

Mechanistic models, also known as theoretical models or physics-based models, are

derived from the physics and the electrochemistry governing the fuel cell phenomena

of interest. They provide a detailed and complex account of the phenomena in the fuel

cells. They are typically represented by a mixture of partial di�erential and algebraic

equations. They are useful for the investigation of localised phenomena, for example,

at a pore level, or a single three-phase boundary. However, they are rarely employed for

high system-level simulations because their solution requires long computational times.

Also, their development is laborious and their validation may be di�cult. For these

reasons, mechanistic modelling is usually performed on one aspect or region of the fuel

cell only.

Empirical models, also called analytical models, are used when the physical phenomena

are di�cult to model or are not well understood. Empirical models are developed

based on experimental data and are represented as a correlation between input and

output. Their advantages over mechanistic models are that they are much simpler and

have smaller computational requirements. They are useful for making quick predictions

and provide a fast start into fuel cell modelling. However, empirical models are only
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approximate and do not provide a su�cient understanding of fuel cell phenomena.

Also, they are limited to a narrow range of operating conditions and cannot accurately

predict the fuel cell performance beyond the conditions for which they were developed.

Furthermore, the relationships are only applicable to a speci�c fuel cell stack. The

coe�cients in the equations need to be re-evaluated so they can be used for di�erent

fuel cell stacks. An example of an empirical model that is commonly cited is the one

formulated for the Ballard PEFC, which shows the dependence of voltage on current,

temperature and partial pressures of hydrogen and oxygen [48�52].

Semi-empirical modelling combines theoretically derived di�erential and algebraic equa-

tions with empirically determined relationships. They contain more details than em-

pirical models but solve more quickly than mechanistic models. The majority of

the system-level fuel cell models presented in the literature are semi-empirical mod-

els [10, 18�27,48�69].

3.3.1.3 State

The state of the model, either steady-state or dynamic (transient), is determined by

the intended use of the model.

Steady-state models are often used to size a component or equipment, perform para-

metric studies and calculate the amount of materials required (e.g. reactant �ow rates,

catalyst loading). These models are also employed to simulate the behaviour of labo-

ratory fuel cell setups, which are normally run at steady-state. The same applies for

fuel cell systems used for stationary applications. These systems are typically operated

at steady-state to avoid intermittent operation which leads to e�ciency losses during

startup and shutdown.

Although there is a considerable body of work on steady-state system-level fuel cell

modelling [12,14�16,19�27,48,51,53�58,60�73], only a few dynamic models are available

[10,17,18,50,52,59,74�76]. Dynamic models are required to model important transients

such as startup, shutdown and load changes. These models include time derivatives in
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their formulation. Dynamic models are also employed for investigation of fuel cell

system degradation. For example, the thermal stress associated with load and thermal

cycling that may contribute to cell failure. Dynamic models can be used to track

changes of these phenomena with time. In addition, dynamic models are prerequisites

for control systems design. A control system automatically regulates the response of

the system and keeps it at the desired value by manipulating some variables such as

temperature, �ow rate or composition of reactant streams.

3.3.1.4 Spatial dimension

In the early stage of modelling, lumped models or zero-dimensional models are advan-

tageous because of their simplicity and low computational time. They are also suitable

for initial systems optimisation. In the literature, the majority of the system-level fuel

cell models are lumped models [10,12,14�27,48�58,60�68,70,72,73,76,77].

However, when modelling phenomena such as mass and heat transport, it is preferable

to consider at least one spatial dimension. Spatially-distributed models are comprehen-

sive and provide a great deal of information. If properly formulated, they provide means

for intricate analysis of many di�cult performance aspects of a fuel cell system. They

can be used to generate �ow patterns, temperature and current density distribution, etc.

However, distributed models may be complex and require long computational times.

They are composed of partial di�erential equations which are commonly solved using

numerical methods such as �nite di�erence, �nite volume, or �nite element. Commer-

cial software for solving distributed models is becoming increasingly available [78�80].

However, caution needs to be exercised in selecting such software to ensure that the

underlying assumptions are consistent with the problem at hand. The solutions of dis-

tributed models require speci�cations of boundary conditions such as �ow rates and

conditions at the inlet and at the outside walls.
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3.3.1.5 Complexity/detail

Coupled processes such as mass and heat transfer, electrochemistry, thermodynamics,

catalysis and �uid dynamics, occur simultaneously during the operation of fuel cells.

In practice, however, a model is not expected to describe all of these phenomena. The

level of detail depends on the purpose of the model. The purpose of the model must

be well understood to avoid adding complexity that might be unnecessary. The model

should be simple enough to allow for repeated calculations, but su�ciently complex to

di�erentiate between alternative designs [3].

In general, the following equations (or their combination) are able to describe any

phenomena in a fuel cell system [69]:

1. conservation laws of mass (total and component), momentum, electric charge,

and energy;

2. constitutive equations for various �uxes;

3. kinetic relations for reactions;

4. thermodynamic relationships; and

5. auxiliary or supporting relationships.

3.4 Earlier reviews in fuel cell modelling

Amongst the di�erent types of fuel cells, PEFC and SOFC are the most well-studied.

There are numerous reviews available on modelling of these two types of fuel cell.

Reviews of modelling of fuel cells other than PEFC and SOFC are not available to

date, which may be due to the relatively low number of modelling studies performed

on such types of fuel cell.

An overview of PEFC models and comparison of di�erent approaches to PEFC mod-

elling appear in Refs. [34,35]. Many reviews have focused on speci�c aspects of PEFC
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modelling. The reviews performed by Djilali [37] and Gurau and Mann [38] have

considered computational �uid dynamics (CFD) modelling; the former has discussed

the challenges and opportunities in CFD modelling, whilst the latter have examined

multiphase CFD models. Several reviews have focused on modelling studies related to

water management, summaries of which are given in Refs. [41, 45]. A more speci�c

discussion of water management in PEFCs can be found in Ref. [43], in which the

transport of water within the gas di�usion layer has been considered. The models for

heat and mass transport in PEFC have been surveyed in Refs. [36, 44]. A summary

of studies that have employed modelling to investigate the impact of contamination on

the performance of PEFC is provided in Ref. [81].

With regard to SOFC modelling, a summary of existing models and a commentary on

the present status of modelling e�orts can be found in Ref. [42]. Ref. [33] covers

the dynamic modelling studies performed on SOFCs. A discussion of challenges and

opportunities for thermal management of SOFCs and PEFCs and the use of modelling

to overcome some technical limitations are given in [46]. Considering only a speci�c

type of SOFC, Ref. [47] discusses the research activities, the design issues, and the role

of modelling in the design of micro-tubular SOFC. A review of impedance modelling

and validation in SOFC diagnostic is given in Ref. [40].

3.5 Review of fuel cell system modelling

This section reviews the existing system-level fuel cell models. System-level models are

used to study speci�c applications of fuel cells such as portable, transportation and

stationary. Di�erent applications are composed of di�erent components or subsystems

arranged and operated di�erently. The functions of the di�erent subsystems are dis-

cussed in Section 2.4. It is preferable to perform optimisation using a system-level

model because individual components behave di�erently when operated as part of a

system. Readers who are interested in cell-level and stack-level modelling are referred
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to the available reviews [33�47].

Figure 3.2 presents a systematic overview of the existing fuel cell system models. The

models are identi�ed as either for a portable, stationary, or transportation fuel cell

system. The type of fuel cell, spatial dimension and state are also indicated. It can be

concluded from Figure 3.2 that most of the system-level fuel cell models are lumped,

steady state and based on either PEFC or SOFC. Although not shown in the diagram,

the majority of these models are semi-empirical.
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Figure 3.2: Summary and characterisation of fuel cell system models

3.5.1 Modelling of portable fuel cell systems

Portable power systems are small grid-independent power devices with electrical output

ranging from a few watts to roughly 1 kW [82]. They are either used as micropower

in consumer electronic devices or as backup power when regular power systems fail.
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Portable power systems with electrical output below 100 We are classi�ed as battery

replacements, whilst those with electrical output up to 1 kWe are categorised as portable

power generators [2].

Fuel cell based systems are emerging alternatives to technologies used in backup power

systems due to their high power density, high reliability and low emissions [14]. Tradi-

tional portable power systems include lead-acid battery systems and engine-generator

sets, or combination of both [83]. Compared with batteries and generators, fuel cells

provide longer continuous runtime and better durability in extreme environmental con-

ditions [84]. They are also quieter and emit less pollutants. However, the high capital

cost of fuel cells is one of the primary drawbacks.

Figure 3.2 shows the modelling studies that have been performed for portable fuel

cell systems based on PEFC, DMFC and SOFC. PEFC is attractive for portable ap-

plications because it operates at low temperature, responds relatively quickly to load

changes and is compact and lightweight. DMFC, in principle, is a subcategory of PEFC

in which methanol is used as the fuel. Although it has a lower e�ciency compared to

PEFC, it is favoured over PEFC due to the ease of transport and storage of methanol,

and the lack of complex steam reforming processes. Also, for portable applications such

as laptops, PDAs and mobile phones, power density is more important than e�ciency.

DMFC operates at low temperature, has low weight, and has a higher higher density

compared to a traditional Li-ion battery. There is also some interest in using SOFCs

for portable applications because of the possibility of using a wide variety of fuels such

as ammonia, propane or butane. SOFC can reform hydrocarbon fuels internally, which

makes it more attractive than PEFC. To produce H2, PEFC requires partial oxidation

where CO is generated as a by-product. However, SOFCs operate at high temperature

and can take several hours to be heated up to the desired operating temperature.
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3.5.1.1 Portable DMFC systems

Yeh and Chen [12] have analysed the performance of a passive DMFC system using a

lumped semi-empirical steady-state model based on mass transport and electrochemical

reaction kinetics. The model was used to perform a parametric study to analyse the

e�ects of various variables such as catalyst loading, catalyst layer thickness, electrolyte

membrane thickness and methanol concentration on power density. Amongst the con-

sidered variables, the cathode catalyst loading and cathode catalyst layer thickness are

the most important.

Alotto et al. [74], on the other hand, have presented a 1-D mechanistic model of

a DMFC system for low-power applications. The steady-state and dynamic models

are both discussed in their paper. The model accounts for electrochemical reaction,

electronic and protonic conduction, methanol crossover through the electrolyte mem-

brane, di�usion of reactants through the substrates and electric current generation. The

model was used to minimise both the methanol crossover and the duration between two

consecutive fuel charges.

3.5.1.2 Portable SOFC systems

A 1-D semi-empirical steady-state model of a SOFC-based portable power generation

device fuelled by ammonia and butane was proposed by Chachuat et al. [71]. The

system consists of a fuel processing reactor, a SOFC stack and two burners. Hydrogen

is produced from ammonia decomposition, whilst butane is catalytically oxidised to

produce heat and maintain the stack at a su�ciently high temperature. The model,

which is composed of partial di�erential equations, is implemented in DAEPACK [85].

Using the model, a parametric study was performed to analyse the e�ect of the heat

loss coe�cient, exchange current density and electrolyte thickness on power density and

e�ciency.
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3.5.1.3 Portable hybrid systems

Recently, models for hybrid portable fuel cell systems have been reported in the litera-

ture [14, 15]. A common design problem is the proper sizing of the di�erent elements

comprising the system. Using a lumped semi-empirical steady-state model, Vasallo et

al. [14] have developed a methodology for sizing a hybrid backup power to obtain

the minimum lifecycle cost. The backup power system is composed of a PEFC stack,

a battery bank and power electronic devices. The methodology was coupled with an

existing sizing tool for hybrid systems, called HOMER [86]. In order to carry out

sizing, data such as the load pro�le and backup time must be speci�ed. The load pro-

�le, which is usually taken as the average of electrical power values over a given time

interval (e.g., hourly), represents the load �uctuations and help establish the required

operating reserve to ensure that the system has enough energy capacity to support the

demand. The backup time, on the other hand, denotes the maximum time that the

backup power must supply the load during interruption of the regular power supply.

As a practical application, sizing of backup power for a telecommunication system was

illustrated.

Lagorse et al. [15] have dealt with a similar design problem but a di�erent system by

developing a lumped semi-empirical steady-state model of a hybrid system composed

of photovoltaic (PV) cells, a battery and a PEFC stack as a stand-alone power source

for street lighting. The model was implemented in the SIMPLORER software [87] and

was used to obtain the con�guration that results in minimum cost by proper sizing of

the di�erent components of the system.

3.5.2 Modelling of transportation fuel cell systems

The power generated by fuel cells can be used for vehicle propulsion [10,16,17,49,50,76]

and operation of electrical accessories [48,52,70,75]. The advantages of fuel cell vehicles

include high e�ciency [10,16,18,49,50,52], low operating noise [10,18,52], little or no
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emissions from H2 or H2-rich reformer gases and air [16,18,49,50,76] and long vehicle

range [10]. However, the high cost of the fuel cells [17,49,76,88,89], durability concerns

[89], and bulky fuel storage [10, 18, 53, 88, 89] are amongst the major obstacles for

commercialisation. The PEFC is considered to be the primary candidate for automotive

applications because it operates at low temperature, therefore allowing fast startup [50],

and achieves high power density. However, it requires on-board stored H2 or H2-rich

gases generated on-board from liquid fuels such as methanol, gasoline or diesel [18].

Recently, modelling of hybrid fuel cell vehicles has also been reported [10, 16�18].

In these systems, the fuel cell stack is equipped with energy storage devices such as

batteries and supercapacitors. The fuel cell has the advantage of being a range exten-

der, whilst a battery or supercapacitor is important in recovering the braking energy,

providing startup power and following the load.

Another transportation application is that of auxiliary power units [48,52,70,75], where

another engine is used for propulsion and the fuel cell system is used either to run a

portion or all of the vehicle electrical system. This is particularly appealing for trucks

and buses as it allows operation of an air conditioning or refrigeration unit whilst the

vehicle is not moving without the need to run the main engine.

Although there are di�erent fuel cell technologies available, only PEFCs and SOFCs are

considered for transportation applications because of their solid electrolyte [76]. Figure

3.2 indicates that almost all of the modelling studies performed on transportation fuel

cell systems are based on PEFC.

3.5.2.1 Fuel cell electric vehicles

Modelling studies that have considered fuel cells solely for vehicle propulsion include

Jemei et al. [76], Maxoulis et al. [50] and Xue and Dong [49]. Jemei et al. [76]

have proposed a lumped empirical model of an automotive PEFC system using neural

networks. Both the steady-state and dynamic formulations of the model are presented

in their paper. The gas �ow rates, air humidity level, stack temperature and current

69



density are the inputs for the model, whilst the stack voltage is the output. However,

the experimental data from which the neural network model was built were taken from a

low-power PEFC stack (500 We). The suitability of the model at higher stack output,

e.g., ∼50 kWe for automotive applications, still needs to be established. Also, the

behaviour of the system with auxiliary components may be di�erent from the behaviour

of the stack alone. Furthermore, a drive cycle and the automotive environment such as

propulsion and other electrical loads must also be considered.

The e�ect of temperature variation during a driving cycle was considered by Maxoulis

et al. [50] using a lumped semi-empirical dynamic model implemented in the ADVI-

SOR vehicle simulation program [90]. ADVISOR is a software package that allows

investigation of fuel cell operation in driving cycles. However, some details have been

sacri�ced by assuming enough hydration of the PEFC electrolyte membrane under all

operating conditions and constant species concentration during simulation. Another

limitation is that it requires input such as the required power to meet the propulsion

and auxiliary component loads, which is very di�cult to specify, and preferably could

have been an output of the calculation.

Xue and Dong [49], on the other hand, have modelled a fuel cell propulsion system

for a bus. The system is composed of PEFC stacks and modules for hydrogen supply,

air supply, cooling and control. The electrochemical model is based on an empirical

model of the Ballard Mark V PEFC; the coe�cients of which were evaluated using

experimental data. The lumped semi-empirical steady-state model for the entire system

was used to analyse the power output, e�ciency and capital cost.

3.5.2.2 Fuel cell hybrid vehicles

There are several modelling studies on fuel cell hybrid vehicles. Some of the models

were used to determine the degree of hybridisation, which is the relative size between

the fuel cell and the battery or supercapacitor [10,17]. For example, Wu and Gao [10]

have used a lumped semi-empirical dynamic model to determine the number of fuel
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cell units and supercapacitor units in a hybrid automobile power train consisting of a

PEFC stack, a supercapacitor bank, a DC/DC converter, an inverter, an AC motor and

a transmitter. Kim et al. [17], on the other hand, have employed a lumped empirical

dynamic model to size the fuel cell and the battery of a hybrid mini-bus power train

composed of a PEFC stack, a battery bank, a DC/DC converter, and equipment for fuel

and air supply and heat and water management. Although both studies have sized the

components comprising the hybrid system, the objective of the former was to obtain

the lowest total cost whilst the aim of the latter was to achieve the highest system

e�ciency.

The e�ect of the size of the other components on the performance of the system has

also been a subject of interest. For instance, Kim and Peng [16] have investigated

the e�ect of the number of fuel cells and the compressor diameter on the e�ciency of

a fuel cell/battery hybrid system using a lumped empirical steady-state model. The

system consists of a PEFC stack, a battery, a compressor, cooling/heating devices and

equipment for water management. The electrochemical model is based on an empirical

voltage-current data set gathered from a test bench, whilst the battery model is built

using the SAFT Li-ion battery test data.

In some studies, a power management strategy has been formulated using a model for

a hybrid system [16, 18]. Schell et al. [18], for example, have employed a lumped

semi-empirical dynamic model to formulate a power management strategy for a hybrid

vehicle propulsion system consisting of a PEFC stack, a Li-ion battery bank, and a peak

traction system. The model was implemented in MATLAB/Simulink environment [91].

In this study, the fuel processing subsystem was not considered because it was assumed

that the system has su�cient hydrogen supply at all times and the dynamics associated

with the fuel processing system does not in�uence the vehicle performance signi�cantly.

In a di�erent study, Kim and Peng [16] have considered the e�ect of power management

strategy and component sizing on a vehicle's fuel economy. They have reported that

the two factors are interacting, i.e., each set of components' sizes requires a di�erent
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power management strategy to achieve minimum fuel consumption.

3.5.2.3 Fuel cell auxiliary power units

Fuel cell systems have also been modelled as auxiliary power units in vehicles [48, 52,

70, 75]. Mazumder et al. [75] have developed a mechanistic, 2-D, dynamic model for

a SOFC-based power conditioning system for vehicular auxiliary power units (APUs).

The system comprises of a planar SOFC, balance-of-plant, power electronic subsystem,

and application load. The model was implemented in MATLAB/Simulink [91] with

SimPowerSystem [92] and gPROMS [93] with gO:Simulink [94]. The model accepts

system inputs such as �ow rates, compositions and temperatures of reactant streams,

cell geometric parameters and cell current; and computes the spatial distribution of fuel

cell properties such as temperature, fuel utilisation and stack voltage with respect to

time. A simpli�ed model for fast simulation was derived from the detailed model by

transforming the model of the power electronic subsystem from a switching model to an

averaged model [95], using polynomial-approximation for the high-order equations for

balance-of-plant, and reducing the spatio-temporal SOFC model from two dimensions

to one dimension. This resulted in lower computational time at the expense of lower

accuracy.

Baratto and Diwekar [70] have also modelled an auxiliary power unit based on SOFC.

The model was implemented in Aspen Plus [96], and was used to carry out a sensitivity

analysis to identify the design variables for optimisation. The sensitivity of the di�erent

design objectives to various design variables was quanti�ed using the Partial Correla-

tion Coe�cient calculated on Ranks [97]. The design objectives are e�ciency, cost,

and impact on the environment and health. The design variables are diesel intake,

system pressure, cathode stoichiometric ratio, air preheating temperature, reformer

temperature, fuel utilisation in the fuel cell, steam/diesel ratio, SOFC temperature,

and steam temperature. The result indicates that air pressure and diesel intake are the

variables that have the most in�uence on the objectives. The only objective that is not
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signi�cantly in�uenced by the diesel intake is the system e�ciency.

Some investigators have modelled fuel cell-based APUs for shipboard applications. For

example, Tsourapas et al. [52] have developed a lumped semi-empirical dynamic model

of an APU made up of a catalytic partial oxidation reformer, a PEFC stack and a cat-

alytic burner, which are integrated in a combined heat and power generation plant.

The model was used to analyse the open-loop dynamics of the system, and design a

controller that mitigates H2 starvation and regulates reactor temperatures. Similarly,

Frangopoulos and Nakos [48] have investigated the performance of a PEFC-based APU

for merchant ship application using a lumped semi-empirical steady-state model. The

system consists of a PEFC stack, and subsystems for air compression, hydrogen supply

and cooling. Mass and energy balances are used to model the system. The electro-

chemical model is based on an existing empirical model for the Ballard Mark V stack.

A parametric study was performed to analyse the e�ect of operating temperature and

current density on cell and system e�ciencies, power density, rate of H2 consumption

and rate of heat rejection by the cooling system.

3.5.3 Modelling of stationary fuel cell systems

Cogeneration or combined heat and power (CHP) is the simultaneous generation of heat

and power in a single, integrated system. The principle of CHP is to recover and make

use of the waste heat that is typically rejected in a conventional power plant, thereby

achieving higher overall e�ciency [25, 55, 57, 67, 68, 98]. In addition, CHP generates

electricity close to the point of use. Thus, electrical transmission and distribution losses

are reduced [57, 68, 98]. CHP technology presents a potential decrease in demand for

grid electricity and heating systems based on fossil fuels [68, 98], possible reduction in

carbon emissions [57,65,67,98,99], and cost savings in the long run [56,98,100,101].

Micro-cogeneration or micro-CHP is a subset of cogeneration systems having power

output of less than 5 kWe for residential and small commercial applications [102,103].
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Mini-cogeneration or mini-CHP, on the other hand, is a type of cogeneration installation

with power output of more than 5 kWe but less than 500 kWe for use in a building or

medium-sized business [104].

There are several di�erent CHP technologies including reciprocating engines (e.g., inter-

nal combustion engine and Stirling engine), turbines (e.g., gas turbine, steam turbines,

and micro-turbines) and fuel cells. All of them consume fuel to produce heat and elec-

tricity simultaneously. In the case of engines and turbines, a generator is driven to

produce electricity. A fuel cell, on the other hand, generates DC electric power by

consuming fuel within the electrochemical cells. Amongst the candidates for CHP ap-

plications, fuel cells have the highest electrical e�ciency and lowest emissions [98,104].

Currently, the low temperature PEFC and the high temperature SOFC are the ones

most commonly deployed for CHP applications. However, CHP based on MCFC and

PAFC have also been reported in the literature.

In Figure 3.2, the models for stationary fuel cell systems are characterised as lumped,

semi-empirical and steady-state, except for the model presented in Ref. [59], which is

lumped, semi-empirical and dynamic.

3.5.3.1 SOFC-based cogeneration plant

A techno-economic model for a residential grid-connected micro-CHP plant was pre-

sented by Hawkes et al. [58]. The system consists of an intermediate-temperature

direct internal reforming SOFC stack, power electronics module and a supplementary

boiler. The model was used to analyse the annual total cost of meeting given electricity

and heat demand pro�les.

Palazzi et al. [62] have developed a thermo-economic model for a residential grid-

connected micro-CHP plant composed of a fuel processing subsystem, a SOFC stack

and post-combustion subsystem. Formulating the model as a mixed integer nonlin-

ear programming problem (MINLP), di�erent fuel processing options, represented as
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integer variables, can be selected based on system e�ciency and speci�c investment

cost.

The cogeneration plant considered by Riensche et al. [65] consists of a turbo-expander

for natural gas, a SOFC stack, its ancillaries, and CO2 compression. The model simu-

lates the mass �ow of components and conditions and calculates the energy demand or

energy production.

The model presented by Perdikaris et al. [63] is for a SOFC cogeneration plant inte-

grated with coal hydrogasi�cation. The seven major subsections are hydrogasi�cation

with carbonation/reforming, gas recycling/ejector/calciner, SOFC stack, heat pipes

and gas cleaning. The model was used in a parametric study to investigate the e�ect

of sorbent ratio on carbonation conversion, calcination heat duty, fuel utilisation factor

in SOFC and overall electrical e�ciency of the cycle.

3.5.3.2 SOFC-gas turbine hybrid cogeneration plant

SOFC can be combined with gas turbines to generate additional power. This is promis-

ing because the temperature of the streams exiting a SOFC stack and afterburner is

suitable for the inlet temperature of the turbine.

Several models have been presented for a SOFC/gas turbine hybrid plant each with

a di�erent con�guration [19, 21�24]. The system proposed by Burer et al. [19] is

composed of a SOFC/gas turbine combined cycle, a compression heat pump, a com-

pression/absorption chiller and a gas boiler. The model can be used to approximate

the annual total cost of power generation, heating and cooling and the annual CO2

emissions. The hybrid plant modelled by Calise et al. [21] comprises of an internal

reforming SOFC stack, a radial gas turbine, centrifugal compressors and plate-�n heat

exchangers. The model calculates the energy, entropy and exergy �ow rates of the

streams and estimates capital cost of each component.

A SOFC stack, gas turbine, double pipe heat exchanger and compressor comprise the
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SOFC/gas turbine hybrid modelled by Koyama and Kraines [22]. The model can be

used to solve for the cost of electricity generation and the rate of CO2 emissions for a

given electricity demand. The hybrid plant of Yi et al. [23] is composed of an internal-

reforming tubular SOFC, an intercooled gas turbine, a humidi�er and other auxiliary

components. The model was implemented in Advanced Power System Analysis Tool

(APSAT) simulation software [105] and can be used to analyse the system e�ciency.

Zhao et al. [24] have modelled a hybrid system made up of a SOFC stack, a gas

turbine, heat exchangers and air compressor. The model can be used to investigate the

system e�ciency and the power output of the system.

3.5.3.3 PEFC-based cogeneration plant

A model of a CHP plant based on PEFC is presented by Godat and Marechal [51]. The

plant consists of three subsystems: a fuel processing subsystem which includes a steam

reformer, a water gas shift reactor and a preferential oxidation reactor, a PEFC subsys-

tem and a post-combustion subsystem. The model can be used to analyse the behaviour

of e�ciency with respect to steam-to-carbon ratio, steam reformer temperature, PEFC

temperature and fuel utilisation.

Oyarzabal et al. [61] have developed a thermodynamic, geometric and economic models

of a PEFC cogeneration system. The system is composed of a PEFC stack, fuel and air

compressors, an exhaust expander, a steam reformer, a shift reactor, a PROX reactor

and several mixers and heat exchangers. The model can be used to determine the life

cycle cost of the system.

Mohamed and Koivo [73] have modelled a micro-grid comprised of a PEFC stack,

a wind turbine, a micro-turbine, a diesel generator, PV array and battery storage.

The economic model, which describes the costs associated with emissions, startup,

operation, maintenance, daily income and outgo from sold or purchased electricity

supports proper power management of the micro-grid.

Wallmark and Alvfors [68] have applied pinch analysis to model a PEFC/CHP system
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consisting of a fuel cell stack, steam reformer, water gas shift, preferential oxidation

reactor, air compressor, water deioniser and �lter, air fan and water pump, recti�er and

inverter. Pinch analysis involves evaluation and design of a heat exchanger network

to obtain a solution with high heat utilisation. In the considered system, the heat

exchanger network connects the reformer, burner, gas cleaning, hot water storage and

the PEFC stack. By deploying heat exchangers e�ciently, reductions in capital and

energy cost can be achieved.

3.5.3.4 PEFC-gas turbine hybrid cogeneration plant

Marechal et al. [25] have presented a thermo-economic model of a PEFC-gas turbine

hybrid plant. The plant is composed of the following subsystems: fuel processing,

PEFC stack and post combustion. The MINLP model allows investigation of di�erent

technologies or combination of technologies for converting fuel into electricity. For

example, the fuel processing step can proceed either by steam reforming or by partial

oxidation and reforming. The alternatives for fuel post processing step include a low

temperature water gas shift reaction or medium temperature shift reaction or two-step

reactor systems with high temperature and low temperature reactors. For the post

combustion step, the options are using either a conventional post combustion system

or an air compressor, or a gas turbine. The model selects a particular con�guration

depending on the values of the system e�ciency and the speci�c cost of electricity

produced by the system.

3.5.3.5 Other hybrid cogeneration plant based on PEFC

Petruscu et al. [64] have simulated the performance of a solar Stirling power plant

using hydrogen/oxygen fuel cells. The system is composed of a solar module (which

includes a solar energy concentrator, receiver, solar Stirling engine and electric gener-

ator), electrolyser to produce electrical energy using previously stored hydrogen and a

PEFC stack. Kaviani et al. [27] have demonstrated the potential of coupling a PEFC
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stack with renewable power sources. The modelled wind-PV-PEFC hybrid system has

six major components: wind turbine generators, PV arrays, electrolyser, hydrogen stor-

age tank, PEFC stack and DC/AC converter and inverter. The model can be used to

estimate the total annual cost and the reliability of the modelled power generator. Sub-

ramanyan et al. [26] have presented a model for a SOFC-PEFC hybrid system. The

plant is made up of a fuel pre-reformer, a SOFC stack, a low temperature shifter, a

selective catalytic oxidiser, a PEFC and a heat recovery steam generator. The model

can be used to investigate the capital cost, cost of electricity, CO2 emissions and overall

e�ciency of the plant.

3.5.3.6 Cogeneration plant based on other types of fuel cell

Au et al. [55] have investigated the in�uence of operating temperature on the e�ciency

of CHP plant composed of �ve subsystems: MCFC stack, anode gas recirculation and

moisture separation, heat exchange reformer and fuel preheat, cathode gas recirculation,

expander and waste heat reboiler. Verda and Nicolin [67] have performed thermo-

economic modelling of a MCFC/micro gas turbine hybrid for the combined production

of electricity and hydrogen. The system includes a MCFC stack, a reformer, a catalytic

burner, heat exchangers and a pressure swing adsorber. The model can be used to

analyse the plant e�ciency and the average cost of electricity. Gamou et al. [56] have

presented a model for a PAFC cogeneration system. The system comprises a PAFC

stack, a single-stage absorption refrigerator, a boiler and a radiator. The model can

be used to investigate the in�uence of uncertainties in energy demands on a system

economics and equipment capacity.

3.6 System optimisation

Optimisation is the determination of the values of design variables or decision variables,

which correspond to and provide the maximum or minimum of one or more desired
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objectives [106]. As shown in Figure 3.1, optimisation and modelling are strongly in-

tertwined. The nature of the model determines the optimisation algorithm to be used.

A good model can make an optimisation almost trivial, whereas a bad one can make

optimisation di�cult or impossible [107]. Modelling is often more challenging than

optimisation because of the availability and advancement in numerical algorithms and

software. Furthermore, optimisation often involves the evaluation of a large number

of design alternatives, which translates into high computational requirements. Thus, a

fuel cell system model for optimisation should be simple enough to allow for repeated

calculations during optimisation, whilst complex enough to di�erentiate accurately be-

tween alternative designs. Moreover, the design solutions obtained from optimisation

are only useful within the limitations of the model assumptions. The quality of the

solution mainly depends on how well the model has been formulated. Many details are

neglected because of modelling di�culties. The assumptions need to be well understood

to understand the model's limitation and accurately interpret the results. Siegel [44]

presents an exhaustive list of assumptions commonly used in fuel cell modelling.

There are several approaches used for model-based design and optimisation. For fuel

cell systems, the most commonly used methods are parametric analysis, single-objective

optimisation and multi-objective optimisation. Table 3.2 provides an overview of the

optimisation studies performed on fuel cell systems.
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Table 3.2: Summary of optimisation studies performed on fuel cell systems.

Ref. System

application

System Model

application∗

Objectives Design variables

Alotto et

al. [74]

Portable DMFC system MOO Cell duration

between two

consecutive fuel

charges and

methanol crossover

Current density,

methanol concentration

and catalyst loadings

Au et al. [55] Stationary MCFC CHP

plant

PS System e�ciency Temperature

Baratto and

Diwekar [70]

Transportation SOFC-based

APU

MOO System e�ciency,

total cost, and

environmental and

health impact

Diesel intake, system

pressure, cathode

stoichiometric ratio, air

preheating temperature,

reformer temperature,

fuel utilisation in the

fuel cell, steam/diesel

ratio, SOFC

temperature and steam

temperature

Burer et

al. [19]

Stationary SOFC/gas

turbine hybrid

plant

MOO Annual total cost

and annual CO2

emission rate

SOFC fuel �ow, pinch

heat recovery, SOFC

temperature and SOFC

pressure

Calise et

al. [20, 21]

Stationary SOFC/gas

turbine hybrid

plant

SOO Annual total cost Geometric and

thermodynamic decision

variables

Chachuat et

al. [71]

Portable SOFC system SOO Speci�c energy

density of the fuels

System temperature

and nominal power

demand

Frangopoulos

and

Nakos [48]

Transportation PEFC-based

APU

MOO System e�ciency,

power density and

present worth cost

Current density and

temperature

Gamou et

al. [56]

Stationary PAFC CHP

plant

SOO Annual total cost Equipment capacities

and utility demands

Godat and

Marechal [51]

Stationary PEFC CHP

plant

PS System e�ciency Steam to carbon ratio,

steam reformer

temperature, PEFC

temperature and fuel

utilisation

Hawkes and

Leach [57]

Stationary SOFC CHP

plant

SOO Lifetime cost power output, natural

gas consumption, and

imported power from

the grid
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Ref. System

application

System Model

application∗

Objectives Design variables

Hawkes et

al. [58]

Stationary SOFC

micro-CHP

plant

SOO Annual total cost Capacities of the

components of the plant

Jemei et

al. [76]

Transportation PEFC electric

vehicle

propulsion

system

PS Stack voltage Gas �ow rates, air

humidity level, stack

temperature and

current density

Kaviani et

al. [27]

Stationary PEFC/wind/PV

hybrid plant

SOO Annual total cost Number of wind turbine

generators, number of

installation angle of PV

arrays, and capacities of

electrolyser, hydrogen

tank, fuel cell, and

DC/AC converter

Kim et al. [17] Transportation PEFC/battery

hybrid vehicle

propulsion

system

SOO System e�ciency Capacity of the fuel cell

stack and number of

sub-batteries

Kim and

Peng [16]

Transportation PEFC/battery

hybrid vehicle

propulsion

system

SOO Fuel economy Number of fuel cells and

compressor diameter

Koyama and

Kraines [22]

Stationary SOFC/gas

turbine hybrid

plant

MOO Cost of electricity

and CO2 emissions

SOFC pressure, SOFC

air utilisation ratio,

rated

output-to-maximum

output ratio for SOFC,

air inlet temperature to

SOFC, fuel inlet

temperature to SOFC

and SOFC system

generation capacity

Lagorse et

al. [15]

Portable PEFC/PV/battery

hybrid system

SOO Total cost PV power, battery

capacity, fuel cell

power, PV tilt angle,

and fuel cell starting

and stopping battery

state of charge

Marechal et

al. [25]

Stationary PEFC/gas

turbine hybrid

plant

MOO System e�ciency

and speci�c cost of

electricity

Temperature, pressure,

component ratio in the

streams, and integer

variables denoting

di�erent technologies

and interconnection

between them
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Ref. System

application

System Model

application∗

Objectives Design variables

Mazumder et

al. [75]

Transportation SOFC-based

APU

PS Temperature

distribution, fuel

utilisation and

stack voltage

Flow rates,

compositions and

temperatures of

reactant streams, cell

geometric parameters,

and cell current

Mohamed and

Koivo [73]

Stationary Micro-grid

(PEFC, wind

turbine, micro

turbine, diesel

generator, PV

array, and

battery

storage)

SOO Aggregate of

emissions cost,

startup cost,

operation and

maintenance cost,

daily income and

outgo from sold or

purchased power

power output of the

generation units making

up the micro-grid

Oyarzabal et

al. [60, 61]

Stationary PEFC CHP

plant

SOO Lifetime cost Temperature of the

streams, fraction of

methane combusted to

heat by the steam

reformer, change in

temperature of the

reformate in the steam

reformer, rate of

hydrogen production,

power required for fuel

processing, stack

operating pressure and

active area of the

membrane

Palazzi et

al. [62]

Stationary SOFC CHP

plant

MOO System e�ciency

and investment

cost

Temperature, �ows,

presure and conversion

in the streams, and

integer variables

representing the use of

a technology or an

interconnection between

them

Schell et

al. [18]

Transportation PEFC/battery

hybrid vehicle

propulsion

system

SOO Fuel economy Vehicle speed, wheel

speed, battery state of

charge, fuel cell voltage

and battery power limit

Subramanyan

et al. [26]

Stationary SOFC/PEFC

hybrid plant

MOO Capital cost,

system e�ciency

and SOFC current

density

Fuel utilisation,

equivalence ratio,

pressure of the PEM,

fuel �ow and air �ow

82



Ref. System

application

System Model

application∗

Objectives Design variables

Tsourapas et

al. [52]

Transportation PEFC-based

APU

SOO System e�ciency Fuel and air �ow rates

Vasallo et

al. [14]

Portable PEFC/battery

hybrid system

SOO Life cycle cost Size of stack and

battery

Verda and

Nicolin [67]

Stationary MCFC/micro

gas turbine

hybrid plant

MOO System e�ciency

and average cost of

electricity

Pressure ratio, inlet

turbine temperature,

reforming temperature,

MCFC reaction

temperature, biogas

mass �ow rate, ratio

between inlet

compressor air and air

extraction to cathode,

ratio between air to

cathode and biogas

mass �ow rate to

MCFC

Weber et

al. [77]

Stationary SOFC

polygeneration

plant (provides

electricity,

heating and

cooling)

MOO Total cost and

CO2 emissions

from operation and

manufacturing

Size of devices

Wu and

Gao [10]

Transportation PEFC/

supercapacitor

hybrid vehicle

propulsion

system

SOO Total cost Number of fuel cell

units and

supercapacitor units

Xue and

Dong [49]

Transportation PEFC electric

vehicle

propulsion

system

MOO power output and

average e�ciency

Active membrane area

and air stoichiometric

ratio

Yeh and

Chen [12]

Portable Passive DMFC

system

PS Power density Catalyst loading,

catalyst layer thickness,

PEM thickness and

methanol concentration

Yi et al. [23] Stationary SOFC/gas

turbine hybrid

plant

PS System e�ciency Moisture content of the

gas out of humidi�er,

excess air, overall

compression ratio and

intercooler location
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Ref. System

application

System Model

application∗

Objectives Design variables

Zhao et

al. [24]

Stationary SOFC/gas

turbine hybrid

plant

PS System e�ciency

and power output

SOFC operating

temperature,

temperature ratio and

heat transfer coe�cients

ratio of the gas turbine

cycle, and parameters

related to the heat

transfer between

subsystems and the

heat leak to the

surroundings

∗ PS: Parametric study; SOO: Single-objective optimisation; MOO: Multi-objective
optimisation
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3.7 Parametric study

In a parametric study, the design solutions are obtained by changing one or more pa-

rameters whilst �xing the value of the remaining ones. By doing so, the impact of a

parameter or a combination of parameters on the design objectives can be assessed. A

parametric study is usually performed prior to formal optimisation (i.e., using a numer-

ical method) to explore the nature of the problem, narrow down the number of design

variables and identify their appropriate ranges, and specify the design constraints. How-

ever, because some of the parameters are held constant, there is no guarantee that the

maximum or the minimum solution is achieved. In other words, the optimal solutions

from parametric studies are speci�c to the parameter combination used in the analysis.

Several parametric studies have considered system e�ciency as the design objective

[23,24,51,55]. In Ref. [55], the in�uence of the operating temperature on the e�ciency

of a portable DMFC system was investigated. The temperature is varied over the range

between 600�700◦C whilst keeping the rest of the system the same as far as possible. It

was reported that the e�ect of temperature on system electrical e�ciency is small in the

considered range because in the formulation of the model the production of electricity

was given more importance than the production of heat. In Ref. [51], the e�ciency

of a PEFC cogeneration plant was investigated with respect to steam-to carbon ratio,

temperature of the reformer and stack, and fuel utilisation. The parametric studies

performed by Yi et al. [23] and Zhao et al. [24] have both analysed the system

e�ciency of a SOFC/gas turbine hybrid cogeneration plant. The former have considered

the moisture content of gas leaving the humidi�er, excess air, overall compression ratio

and intercooler location as the design variables; whilst the latter have regarded the

SOFC operating temperature, temperature ratio and heat transfer coe�cient ratio of

the gas turbine cycle, and parameters related to heat transfer between subsystems and

heat loss to the surroundings.

In other parametric analyses, such as those performed by Yeh and Chen [12] and Zhao et

85



al. [24], the design objective is the power density. In Ref. [12], the in�uence of catalyst

loading, catalyst layer thickness, PEM thickness and methanol concentration on power

density of a portable DMFC system was analysed, with the cathode catalyst loading

and cathode catalyst layer thickness having the most e�ect. The study conducted by

Maxoulis et al. [50] investigated the e�ects of stack size, reaction rate constant and

water concentration in the channels, on stack temperature rise, cell voltage and fuel

consumption of a vehicle propulsion system based on PEFC. Furthermore, Mazumder et

al. [75] have varied the �ow rates, compositions and temperatures of reactant streams

to determine their e�ects on spatial distribution of temperature, fuel utilisation and

stack voltage of a SOFC-based APU.

3.8 Single-objective optimisation

Single-objective optimisation identi�es a single alternative, which corresponds to the

minimum or maximum value of a single objective. This type of optimisation can provide

useful insights into the nature of the problem. However, it cannot provide a set of

alternative solutions that trade o� di�erent objectives against each other.

A single-objective optimisation problem is typically expressed as:

min
x

f (x) (3.1)

subject to hj (x) = 0, j = 1, 2, ..., p

gk (x) ≤ 0, k = 1, 2, ..., r

xL≤x≤ xU

In this formulation, x is an n-dimensional vector of design variables (also referred to as

decision variables), x = (x1, x2, ..., xn), f is the objective function, hj, j = 1, 2, ..., p, is

the set of equality constraints, and gk, k = 1, 2, ..., r, is the set of inequality constraints.

Some applications may involve maximisation of an objective, which can be reformulated
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by multiplying by −1 or taking the reciprocal (whilst ensuring that the denominator

does not become zero) as the objective to be minimised. The design variables can

either be all continuous within the respective lower and upper bounds (xL and xU) or

a mixture of continuous, binary (i.e., 0 or 1) and integer variables.

For fuel cell systems, the equality constraints, hj, arise from mass and energy bal-

ances, electrochemical equations, equilibrium or thermodynamic relations, mass and

heat transport expressions, amongst others, which can be algebraic and/or di�erential

equations. The inequality constraints, gk, are due to application-speci�c requirements

and equipment, material, safety and other considerations. Examples of inequality con-

straints include the requirement that the temperature di�erence across the membrane

should be lower than a speci�ed value to avoid membrane degradation, and the mem-

brane water content should be above a certain value to prevent membrane dehydration.

There is a wide variety of methods for solving single-objective optimisation problems.

The choice of the solution method mainly depends on the nature of the model. Biegler

and Grossman have provided an overview of the optimisation methods used in process

systems engineering [108], and have discussed some of the issues and challenges in

optimisation [109].

3.8.1 Cost optimisation

The majority of optimisation studies have considered cost as a design objective.

Hawkes and Leach [57] have minimised the net present value of the cost of meeting the

electrical and heat demand over the lifetime of a SOFC-based cogeneration system. The

lifetime cost takes into account the operating and maintenance costs and the capital

cost of the CHP generator and boiler. The design variables are power output, natural

gas consumption, and power imported from the grid. In a related study, Hawkes et

al. [58] have minimised the equivalent annual cost of meeting a given electricity and heat

demand considering the capacities of the components of a SOFC micro-cogeneration
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system as the design variables. In this work, the total cost is made up of capital cost,

maintenance cost, fuel cost for the stack and supplementary boiler, electricity import

cost minus the revenue from electricity export.

Other studies that have minimised the total cost include Refs. [15,20,27,56]. Calise et

al. [20] have minimised the total annual cost of a SOFC/gas turbine hybrid cogeneration

plant with respect to the geometric and thermodynamic design variables using a genetic

algorithm [110]. The total cost was formulated as the sum of the amortised capital cost

and fuel cost, minus the thermal energy savings. Gamou et al. [56] have determined the

equipment capacities and utility demands that minimise the annual total cost, which

was taken as the sum of the annualised capital and operating costs, subject to meeting

the energy demands on a PAFC cogeneration system.

Using a Particle Swarm Optimisation approach [110], Kaviani et al. [27] have minimised

the annual total cost (investment, replacement, operation, maintenance and loss of

load) of a PEFC/wind/PV hybrid cogeneration system, with respect to the number of

wind turbine generators, number and installation angle of PV arrays, and capacities of

electrolyser, hydrogen tank, fuel cell, and DC/AC converter. The problem is subject to

the maximum allowable Equivalent Loss Factor, which is a reliability index that gives

the ratio of the e�ective forced outage hours to the total number of hours.

Lagorse et al. [15] have optimised the size of the di�erent components of a portable

PEFC-PV-battery hybrid system. The total cost, which is the objective to be min-

imised, is made up of the PV cost, the battery cost, the fuel cell cost and the penalty

cost. The penalty cost depends on two cases. First, if the battery capacity is large

enough the penalty cost is associated with the surplus of energy. Excess energy implies

that the system is oversized and the PV power could be reduced to obtain a cheaper

system. Otherwise, if the capacity of the battery is insu�cient, the penalty cost de-

pends on the minimum state of charge of the battery. The optimisation problem is

solved using two algorithms: a genetic algorithm to approximate the global optimum

and then a simplex algorithm to improve on the previous results.
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The objective that Mohamed and Koivo [73] considered was an aggregate of costs of

emissions, startup, operation and maintenance, daily income and outgo from sold or

purchased electricity associated with a micro-grid consisting of a PEFC stack, wind

turbine, micro-turbine, diesel generator, PV array and battery storage. The Mesh

Adaptive Direct Search algorithm was used to minimise the cost objective with respect

to the power output of the components making up the power grid whilst constraining

the system to meet the customer demand and safety of the system.

The life cycle cost has also been considered as a design objective [14, 61]. Oyarzabal

et al. [61] have minimised the life cycle cost of a PEFC-based cogeneration plant us-

ing a decomposition method with a gradient-based optimisation algorithm. The design

variables include the temperature of the streams, the fraction of methane combusted

to heat the steam reformer, the change in temperature of the reformate, the rate of

hydrogen production, the power required for fuel processing, the stack operating pres-

sure and active area of the membrane. Vasallo et al. [14], on the other hand, have

determined the optimal size of a portable PEFC-supercapacitor hybrid system based on

a minimum life-cycle cost criterion. An existing sizing tool for hybrid systems, called

HOMER [111], was used to determine a minimum-cost backup power system given a

load pro�le and backup time.

3.8.2 System e�ciency optimisation

Several optimisation studies have considered the system e�ciency as a design objective

[17, 52]. Kim et al. [17] have proposed a methodology to optimise the size of a

PEFC/battery hybrid system for minibus propulsion. The objective is to maximise

the e�ciency of a minibus during one cycle of a given driving schedule. The decision

variables are the capacity of the stack and the number of sub-batteries. Also, Tsourapas

et al. [52] have maximised the system e�ciency of a PEFC-based APU using a modi�ed-

gradient method considering the fuel and air �ow rates as the design variables. The

optimal steady-state operating point with respect to the overall system e�ciency was
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subsequently used as a set point for a controller that was designed to regulate the

reactor temperature and minimise the hydrogen starvation.

Instead of the system e�ciency, the fuel economy or the fuel consumption is typically

considered as an objective for the design of a transportation fuel cell system. Using

stochastic dynamic programming [110], Kim and Peng [16] have identi�ed an optimal

power management strategy and optimal sizes of the components in a PEFC-battery

hybrid propulsion system so that the hydrogen consumption is minimised whilst satis-

fying the constraints on vehicle drivability. Similarly, Schell et al. [18] have applied

stochastic dynamic programming to the energy management of a PEFC-battery hybrid

propulsion to optimise the fuel economy whilst ensuring good drivability. The problem

was formulated as a constrained dynamic optimisation problem with the fuel economy

as the design objective subject to the higher-priority goals of drivability and charge

sustaining, and local considerations such as fuel cell reliability and battery life. The

design variables are wheel speed, battery state of charge, fuel cell voltage and battery

power limit.

3.9 Multi-objective optimisation

The main focus of optimisation of fuel cell systems so far has been optimisation for one

objective at a time. However, practical applications of fuel cell systems involve several

objectives to be considered simultaneously. The appropriate objectives for a particular

application are often con�icting, which means achieving the optimum for one objective

requires compromise on one or more other objectives. Multi-objective optimisation is

the determination of the values of decision variables which correspond to and provide

the optimum of more than one objective [106, 112, 113]. Unlike single-objective opti-

misation, which gives a unique solution (or multiple optima such as local and global

optima in the case of non-convex problems), there will be many optimal solutions for

a multi-objective optimisation problem; the exception is when the objectives are not
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con�icting, in which case only one unique solution may be expected.3

The formulation of a multi-objective optimisation is similar to Eq. 3.1 except that it

involves two or more objective functions

min
x

fi (x) , i = 1, 2, ...,m (3.2)

subject to hj (x) = 0, j = 1, 2, ..., n

gk (x) ≤ 0, k = 1, 2, ..., p

xL≤x≤ xU

The solutions of a multi-objective optimisation problem are known as the Pareto-

optimal solutions or, less commonly, Edgeworth-Pareto, after the two economists, Edge-

worth and Pareto, who developed the theory in the late 19th century [106, 112, 113].

These solutions are also referred to as non-dominated, non-inferior, e�cient or simply

Pareto solutions. The extrema of the Pareto front consist of solutions which are equally

good in a sense that each one of them is better than the rest in at least one objective.

This implies that one objective improves whilst at least one other objective worsens

when one moves from one optimal solution to another. Designers and engineers will

then be able to choose one of the optimal solutions with the full knowledge of the vari-

ation of con�icting objectives besides their own experience and other considerations

which could not be included in the optimisation problem.

3.9.1 Methods

Many methods are available for solving multi-objective optimisation problems. Many of

them involve converting the multi-objective optimisation into one or a series of single-

objective optimisation problems. Each of these problems involves the optimisation of a

scalarising function, which is a function of the original objectives, by a suitable method

3In some cases, there may be multiple solutions even if the objectives are not con�icting. There
may be a continuum of points in the decision space for which all the points have the same objective
function values. This also applies to single-objective optimisation.
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for single-objective optimisation. There are many ways of de�ning a scalarising func-

tion, and therefore many multi-objective optimisation approaches exist. Although the

scalarisation approach is conceptually simple, the resulting single-objective optimisa-

tion problems may not be easy to solve.

Available methods for multi-objective optimisation can be classi�ed in di�erent ways.

One of them is based on the role of the decision maker in solving the multi-objective

optimisation problem. This particular classi�cation, adopted by Mietttinen [113] and

Diwekar [112], is shown in Figure 3.3. The decision maker can be one or more individuals

who will select one of the Pareto-optimal solutions for implementation based on their

experience and other consideration not included in the multi-objective optimisation

profblem.

As shown in Figure 3.3, multi-objective optimisation methods are classi�ed into two

main groups: generating methods and preference-based methods. The generating meth-

ods do not require any inputs from the decision maker. The solutions obtained are then

presented to the decision maker for selection. On the other hand, preference-based

methods use the preferences speci�ed by the decision maker at some stage/s in solving

the multi-objective optimisation problem.

Figure 3.3: Classi�cation of multi-objective optimisation methods.

92



3.9.1.1 Generating methods

The generating methods are further divided into three sub-groups, namely, no-preference

methods, a posteriori methods using the scalarisation approach and a posteriori meth-

ods using the multi-objective approach.

No-preference methods

These methods do not require the relative priority of objectives. Although a particular

method gives only one Pareto-optimal solution, a few Pareto-optimal solutions can be

obtained by using di�erent no-preference methods. Methods in this sub-group include

global criterion [114] and neutral compromise solution [115].

A posteriori methods using the scalarisation approach

These methods convert a multi-objective optimisation problem into a single-objective

optimisation problem, which can then be solved by a suitable method to �nd one Pareto-

optimal solution. A series of such single-objetive optimisation problems will have to

be solved to �nd the other Pareto-optimal solutions. The ε-constraint [106, 116]and

weighting methods [106,116] belong to this sub-group.

A posteriori methods using the multi-objective approach

These methods rank multiple trial solutions simultaneously based on objective values

and �nally �nd many Pareto-optimal solutions. They include population-based methods

such as non-dominated sorting genetic algorithm [117] and multi-objective simulated

annealing [118].

3.9.1.2 Preference-based methods

The preference-based methods, on the other hand, are further divided into two sub-

groups, namely, a priori methods and interactive methods.
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A priori methods

These methods seek for the preferences of the decision maker and include them in the

initial formulation of a suitable single-objective optimisation problem. Examples of a

priori methods value functions [113] and goal programming [119].

Interactive methods

These methods require interaction with the decision maker during the solution of the

multi-objective optimisation problem. After an iteration, the decision maker reviews

the Pareto-optimal solution(s) obtained and articulates, for example, further change

(either improvement, compromise or none) desired in each of the objectives. These

preferences of the decision maker are then incorporated in formulating and solving the

optimisation problem in the next iteration. At the end of the iterations, the interactive

methods provide one or several Pareto-optimal solutions. Examples of these methods

are interactive surrogate worth trade-o� method [120] and the NIMBUS method [121].

The relative merits and limitations of group of methods are summarised in Table 3.3.
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Table 3.3: Main features, merits and limitations of multi-objective optimisation meth-
ods.

Methods Features, merits and limitations
No preference methods
(e.g., global criterion and
neutral compromise
solution)

These methods, as the name indicates, do not
require any inputs from the decision maker either
before, during or after solving the problem.

A posteriori methods using
scalarisation approach (e.g.,
weighting and ε-constraint
methods)

These classical methods require solution of
single-objective optimisation problems many
times to �nd several Pareto-optimal solutions.
ε-constraint method is simple and e�ective for
problems with a few objectives. Weighting
method fails to �nd Pareto optimal solutions in
the non-convex region although modi�ed
weighting methods can do so. It is di�cult to
select suitable values of weights and ε. Solution
of the resulting single-objective optimisation
problem may be di�cult or non-existent.

A posteriori methods using
multi-objective approach
(many based on
evolutionary algorithms,
simulated annealing, ant
colony techniques, etc.)

These relatively recent methods provide many
Pareto-optimal solutions and thus more
information is useful for decision making is
available. Role of the decision maker is after
�nding optimal solutions, to review and select
one of them. Many optimal solutions found will
not be used for implementation, and so some
may consider it as a waste of computational
time.

A priori methods (e.g.,
value function,
lexicographic and goal
programming methods)

These have been studied and applied for a few
decades. Their recent applications in engineering
are limited. These methods require preferences in
advance from the decision maker, who may �nd
it di�cult to specify preferences with no/limited
knowledge on the optimal objective values.
These methods may provide one Pareto-optimal
solution consistent with the given preferences,
and so may be considered as e�cient.

Interactive methods (e.g.,
interactive surrogate worth
trade-o� and NIMBUS
methods)

The decision maker plays an active role during
the solution by interactive methods, which are
promising for problems with many objectives.
Since these methods may �nd one or a few
optimal solutions meeting the preferences of the
decision maker and not many other solutions,
one may consider them as computationally
e�cient. Time and e�ort from the decision
maker are continually required, which may not
always be practical. The full range of Pareto
optimal solutions may not be available.
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3.9.2 Multi-objective optimisation in fuel cell systems design

3.9.2.1 Bi-objective optimal design

The majority of the multi-objective optimisation studies in the literature involve two

objectives. The study performed by Burer et al. [19] have simultaneously minimised

the total cost and the CO2 emissions rate of a SOFC/gas turbine hybrid plant with

respect to SOFC fuel �ow, pinch heat recovery, SOFC temperature and SOFC pres-

sure using a multi-objective evolutionary algorithm [122]. Koyama and Kraines [22]

have investigated the tradeo� between the cost of electricity generation and CO2 emis-

sions of a SOFC/gas turbine hybrid plant to meet a given electricity demand using a

queueing multi-objective optimisation [123]. The design variables are the SOFC pres-

sure, air utilisation ratio, ratio of rated output-to-maximum output, air and fuel inlet

temperatures, and generation capacity.

Marechal et al. [25] have considered the system e�ciency and the speci�c cost of electric-

ity of a PEFC/gas turbine hybrid plant as the design objectives. The design variables

are the temperature, pressure, stream component ratios and integer variables denoting

di�erent technologies and the interconnections between them. The problem was solved

using a multi-objective evolutionary algorithm. Using the same numerical method,

Palazzi et al. [62] have maximised the system e�ciency and minimised the speci�c

investment cost of a SOFC-based cogeneration plant with respect to temperature, �ow

rate, pressure and conversion in the streams, and integer variables representing the

use of a technology or an interconnection between them. Weber et al. [77] have also

optimised a linear programming model of a SOFC-based polygeneration plant using a

multi-objective evolutionary algorithm. The design objectives are the total cost and

CO2 emissions whilst the design variables are the size of the devices.

Verda and Nicolin [67] have performed multi-objective optimisation of a MCFC/micro

gas turbine hybrid plant considering the system e�ciency and the average cost of elec-

tricity as the design objectives. The design variables include the pressure ratio, inlet
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turbine temperature, reforming temperature, MCFC reaction temperature, biogas mass

�ow rate, ratio between inlet compressor air and air extraction to cathode, ratio be-

tween air to cathode and biogas mass �ow rate to the MCFC. The optimisation was

conducted by separating the plants into two parts: the power components and the heat

transfer network; the former was optimised by selecting some design parameters, whilst

the latter was calculated using pinch analysis.

Alotto et al. [74] have coupled the model for a portable passive DMFC system with

a particle swarm optimiser based on the Tribes algorithm [124] to perform a multi-

objective optimisation. The objective is to maximise the duration between two consecu-

tive fuel charges and minimise the methanol crossover. Methanol crossover is a waste of

fuel, and the fuel cell lifetime is shortened by catalyst poisoning due to carbon monoxide

from crossover methanol oxidation. The current density, methanol concentration and

catalyst loading were considered as the design variables.

Xue and Dong [49] have considered the power output and the average e�ciency as the

design objectives for the joint optimisation of a PEFC-based vehicle propulsion system

with the active membrane area and air stoichiometric ratio as the design variables.

3.9.2.2 Tri-objective optimal design

In the work conducted by Frangopoulos and Nakos [48], the system e�ciency, power

density and present worth cost were considered as the design objectives, whilst the

current density and temperature were treated as the design variables. In their study,

the interaction between the objectives was not considered; they optimised each objective

individually. Also, for each objective, one of the two design variables was treated as

a parameter. This resulted in a one-variable, single-objective optimisation problem,

which was then solved at di�erent values of the parameter.

Considering the system e�ciency, total cost and environmental and health impact,

Baratto and Diwekar [70] have conducted a multi-objective optimisation for a SOFC-

based APU. The design variables are the diesel intake, system pressure, cathode stoi-
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chiometric ratio, air preheating temperature, reformer temperature, fuel utilisation in

the fuel cell, steam-diesel ratio, SOFC temperature and steam temperature.

Subramanyan et al. [26] have optimised the capital cost, overall e�ciency and SOFC

current density of a SOFC/PEFC hybrid cogeneration plant considering the fuel utili-

sation, equivalence ratio, pressure of the PEFC, fuel �ow and air �ow as the design vari-

ables. The multi-objective optimisation was performed using Minimisation of Single-

Objective Optimisation problems (MINSOOP), which picks up one of the objectives to

minimise whilst the remaining ones are turned into inequality constraints.

3.10 Conclusions

The design of a fuel cell system is a decision-making process, which involves the identi�-

cation of possible design alternatives and the selection of the most suitable one. A good

design is one that meets the design requirements and represents a trade-o� amongst

the di�erent design objectives. This chapter presented the current state of modelling

and computer-based optimisation with regard to fuel cell systems design.

The existing fuel cell models in the literature can be characterised by approach, state,

system boundary, spatial dimension and complexity or detail. System-level models are

necessary for the investigation of speci�c applications of fuel cells such as portable, sta-

tionary and transportation. A system-level model predicts the behaviour of a fuel cell

system, which is composed of di�erent subsystems such as fuel cell stack, fuel supply,

oxidant supply, water management, heat management, power conditioning, instrumen-

tation and controls and, in some cases, hybrid components. System-level models are

also preferred for use in optimisation because individual components perform di�erently

when operated as part of a system. To date, the majority of the available system-level

fuel cell models are lumped, semi-empirical, steady-state and based on either PEFC or

SOFC.

Three model-based design approaches commonly used in fuel cell systems design were
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also presented: parametric study, single-objective optimisation and multi-objective op-

timisation. In parametric study, the design solutions are speci�c to the parameter

combination used during the analysis, thus there is no guarantee that an optimal so-

lution is obtained. Single-objective optimisation can identify an optimum value of a

single objective but it cannot provide a set of alternative solutions that trade di�erent

objectives with each other. Multi-objective optimisation determines a set of trade-

o� optimal solutions that simultaneously considers con�icting design objectives, also

known as a Pareto set.

The remaining chapters in this thesis present in detail the development of models for a

single fuel cell, a fuel cell stack, and a fuel cell-based micro-cogeneration system. These

models can be used to obtain important information and make informed predictions

which can be useful in improving the design of the system. The succeeding chapters

also highlight the use of modelling and optimisation in informing system design by

generating di�erent design alternatives, thus allowing design engineers to make decisions

in a quantitative and rational way.
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Chapter 4

Modelling of a PEFC

This chapter presents a two-dimensional, non-isothermal, multi-phase mass and heat

transfer model of a PEFC. The model was adopted from the work of Nguyen and White

(1993) [125] and forms the framework of the multi-objective optimisation models devel-

oped in the subsequent chapters. The model accounts for mass transport of water and

gaseous reactants across the membrane and along the �ow channels and heat transport

from the solid phases to the gases and vice versa along the �ow channels. The model

describes the water transport across the membrane by electro-osmosis and di�usion,

heat transfer from the solid phase to the gas phase and latent heat associated with

water evaporation and condensation in the �ow channels. For a PEFC, proper water

and heat management are crucial for achieving a high power density and high energy

e�ciency performance. Essential information about appropriate water and heat man-

agement can be obtained from the model. In this chapter, the model is used to evaluate

the e�ectiveness of a conventional humidi�cation design.

4.1 Model Description

The model was derived by the application of the mass and energy conservation equa-

tions together with the Tafel and Nernst equations. The two �ow channels on both sides
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of the membrane, one for each electrode, were considered as the model regions. Figure

2.1 shows the schematic diagram of a single PEFC. The modelled region is presented in

Figure 4.1. Note that the x-axis represents the direction along the fuel channel, whilst

the y-axis denotes the direction across the membrane. The model describes the mass

transport of water and gaseous reactants along the �ow channels and across the mem-

brane and heat transfer between the solid phases and gases along the �ow channels. It

also takes into consideration the reactants consumption, water (both liquid and vapour)

content, water condensation and evaporation, water transport across the membrane by

electro-osmosis (drag) and di�usion, generation of water at the cathode, latent heat

involved with the evaporation and condensation of water in the �ow channels, and the

electrochemical reaction.

4.2 Assumptions

The assumptions in the model are as follows [125]:

1. The temperature of the solid, which includes the electrodes, plates and membrane,

is constant and uniform.

2. Plug �ow condition exists within the channel.

3. The total pressure is constant, or equivalently, there is no pressure drop along the

channels.

4. Heat transfer by conduction in the gas phase is negligible.

5. Only water in the form of vapour can penetrate the electrode/membrane.

6. The electrode layer is �ultrathin�, thus, the gas di�usion through the electrode

porous layer can be neglected.

7. The gas mixture behaves ideally.
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8. Liquid water is present in the form of small droplets, thus, the volume can be

neglected.

9. The electro-osmotic coe�cient and the di�usion coe�cient of water in the mem-

brane are primarily determined by the activity of the water in the anode �ow

channel. This is particularly valid at high current densities since at this state the

anode side of the membrane is most likely to be drier than the cathode side.

10. The current collectors are highly conductive; therefore there is no voltage drop

along the �ow channel.

4.3 Governing equations

4.3.1 Mass Balance

The normal �ux in the y-direction (across the fuel cell) into or out of the membrane,

given by the following equations, brings about change in the number of moles of each

component.

NH2,y,a (x) =
I (x)

2F
(4.1)

NO2,y,c (x) =
I (x)

4F
(4.2)

NN2,y,c (x) =0 (4.3)

Nv
w,y,a (x) =

αI (x)

F
(4.4)

Nv
w,y,c (x) =

(1 + 2α) I (x)

2F
(4.5)

where F is the Faraday constant and I (x) is the local current density of the fuel cell.

The local current density changes along the length of the channel as the membrane

conductivity and electrodes overvoltage vary. The parameter α denotes the net water
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molecule per proton �ux ratio [126]. It can be calculated as follows:

Net water flux = Nv
w,y,a (x) = α

I (x)

F
= nd

I (x)

F
−Dw

dcw
dy

(4.6)

The �rst term on the right hand side denotes the e�ect of migration, whilst the second

one represents di�usion. Manipulation of the equation yields the expression for α:

α = nd −
F

I (x)
Dw

dcw
dy

(4.7)

This can be further simpli�ed by assuming that the di�erence in concentration of water

between the cathode and anode can be approximated by a single-step linear di�erence.

α = nd −
F

I (x)
Dw

(cw,c − cw,a)
tm

(4.8)

where tm is the membrane thickness. The parameter nd is the elecro-osmotic (drag)

coe�cient, which is equal to the number of water molecules carried by a proton. This

quantity is dependent on the water content in the membrane, which is also a function of

the activity of water in the gas phase next to the membrane. Partial dehydration along

the anode and saturation along the cathode is most likely to happen especially at high

current densities. This is because of the higher water transport rate by electro-osmosis

(drag) from the anode to the cathode compared to the rate of back di�usion of water

from the cathode to the anode. Physically, this implies that water content at the anode

side is lower, thus justifying the 9th assumption stated in the previous section. For

this reason, the activity of the water on the anode side can be used to calculate the

electro-osmotic coe�cient across the membrane. The electro-osmotic coe�cient as a

function of the activity of water in the anode �ow channel [126] can be expressed as:

nd =


0.0049 + 2.02aa − 4.53a2a + 4.09a3a, aa ≤ 1

1.59 + 0.159 (aa − 1) , aa > 1

(4.9)

104



The parameter Dw [126] is also needed to be able to compute α from Eq. 4.8. This

quantity gives the di�usion coe�cient of water in the membrane. It is supposed that

the di�usion coe�cient of water in the membrane is dependent on the water content in

the membrane in the same way as the electro-osmotic coe�cient.

Dw = ndD
◦ exp

[
2416

(
1

303
− 1

Ts

)]
(4.10)

The concentration of water as a function of the respective water activity in the electrodes

[127] is given by:

cw,k =


ρm,dry

M,m,dry
(0.043 + 17.8ak − 39.8a2k + 36.0a3k) , ak ≤ 1

ρm,dry

M,m,dry
[14 + 1.4(ak − 1)] , ak > 1

(4.11)

Either the anode or cathode can be substituted for the subscript k. ρm,dry and M,m,dry

are the density and equivalent weight of a dry proton exchange, respectively. The water

activity in the anode and cathode are as follows:

aa =
xw,aP

P sat
w,a

=

(
Mv

w,a

Mv
w,a +MH2

)
P

P sat
w,a

(4.12)

ac =
xw,cP

P sat
w,c

=

(
Mv

w,c

Mv
w,c +MO2 +MN2

)
P

P sat
w,a

(4.13)

Eq. 4.14 expresses the water vapour as a function of temperature:

log10 P
sat
w,k = 2.95×10−2 (Tk − 273)−9.18×10−5 (Tk − 273)2+1.44×10−7 (Tk − 273)3−2.18

(4.14)

The change in the number of moles of each reactant can be determined by substituting

Eqs. 4.1 - 4.3 to Eq. 4.15. Eq. 4.15 describes the manner in which the reactants are

consumed:

dMi

dx
= −hNi,y,k (x) , i = H2, O2, N2 (4.15)
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The change in the number moles of liquid water in each �ow channel is determined

mainly by the evaporation and condensation rates [125]:

dM l
w,k

dx
=

(
kchd

RTk

)(
Mv

w,k

Mv
w,k +MH2/O2

P − P sat
w,k

)
(4.16)

where kc is homogeneous rate constant for the condensation and evaporation of water,

whilst h and d are the width and height of the channel, respectively. The amount of

liquid water in the �ow channels is proportional to the di�erence between the partial

pressure and vapour pressure of water. Physically, this means that liquid water will

condense if the water vapour partial pressure is higher than its vapour pressure. Sim-

ilarly, if liquid water is present, and the partial pressure of the water vapour is lower

than its vapour pressure, the liquid water will vaporise.

The change in the number of moles of water vapour along the �ow channels is described

by the following equation:

dMv
w,k

dx
= −

dM l
w,k

dx
− hNv

w,y,k (x) (4.17)

The following factors a�ect the amount of water vapour in the �ow channels: (1) the

reaction of oxygen with proton and electron at the cathode produces water; (2) the

water generated at the cathode may di�use through the membrane to the anode due

to concentration di�erence; (3) the protons migrating from the anode to the cathode

bring along with them water vapour (via drag or electro-osmosis); and (4) condensation

of water vapour and evaporation of liquid water depending on the di�erence in partial

pressure and vapour pressure. The �rst term on the right of Eq. 4.17 is the condensation

and evaporation of water, while the second term is the net transport of water vapour

across the membrane. The transport of water is the net result of the di�erence or

gradient in the concentration and pressure, as well as water molecules being carried by

migrating protons.

106



4.3.2 Energy balance

The local temperature at the anode and cathode can be obtained by:

dTk
dx

=

(
Hv

w,k −H l
w,k

) dM l
w,k

dx
+ Ua(Ts − Tk)∑

i (MiCp,i)
(4.18)

where k is either the anode or cathode and U is the overall heat-transfer coe�cient.

The parameter a in Eq. 4.18 represents the heat-transfer area per unit length of the

�ow channel and can be computed as follows [125]:

a = 2 (h+ d) (4.19)

In Eq. 4.18, the �rst term in the numerator is the enthalpy change due to condensation

of water vapour and evaporation of liquid water, whereas the second term denotes the

heat transfer between the mass surface and the �uid. The latent heat,
(
Hv

w,k −H l
w,k

)
as a function of temperature is given by Eq. 4.20 [125].

(
Hv

w,k −H l
w,k

)
= 45070− 41.9 (Tk − 273) + 3.44× 10−3 (Tk − 273)2

+ 2.54× 10−5 (Tk − 273)3 − 8.98× 10−10 (Tk − 273)4 (4.20)

4.3.3 Electrochemistry

Using the Nernst and Tafel equations, the e�ective cell voltage can be expressed as the

di�erence between the thermodynamically reversible cell voltage and the losses due to

overpotential.

Vcell = Voc −
RTs
0.5F

ln

[
I (x)

I0PO2 (x)

]
− I (x) tm

σm (x)
(4.21)

where Voc is the open-circuit potential of the fuel cell, I
0 is the exchange current density

at one atmosphere of oxygen and PO2 (x) is the partial pressure of oxygen in the cathode

stream. The second term in Eq. 4.21 is the activation overpotential, whilst the third
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term is the ohmic overpotential. As can be observed from Eq. 4.21 the cell voltage is

inversely proportional to the current density. Since the solid-phase temperature, which

is also the fuel cell temperature, is assumed to be constant with time and distance the

dependence of exchange current density and the open-circuit potential on temperature

was ignored.

The parameter, σm, in Eq. 4.21 is the membrane conductivity, which is a function of

the water content in the membrane at the anode interface.

σm (x) =

(
0.00514

Mm,dry

ρm,dry
cm (x)− 0.00326

)
exp

[
1268

(
1

303
− 1

Ts

)]
(4.22)

Table 4.1: Summary of the governing equations for the PEFC model.

Description Equation

Anode

Hydrogen �ow rate
dMH2

(x)

dx
= − h

2F
I (x)

Liquid water �ow rate
dM l

w,a

dx
=
(

hd
RTa

)(
Mv

w,a

Mv
w,a+MH2

P − P sat
w,a

)
Water vapour �ow rate

dMv
w,a

dx
= −dM l

w,a

dx
− αI(x)h

F

Temperature
∑

i (MiCp,i)
dTa
dx

=
(
Hv

w,a −H l
w,a

) dM l
w,a

dx
+ Ua (Ts − Ta)

Cathode

Oxygen �ow rate
dMO2

(x)

dx
= − h

4F
I (x)

Nitrogen �ow rate MN2 = M0
N2

= 0

Liquid water �ow rate
dM l

w,c

dx
=
(

hd
RTc

)(
Mv

w,c

Mv
w,c+MO2

+MN2
P − P sat

w,c

)
Water vapour �ow rate

dMv
w,c

dx
= −dM l

w,c

dx
+ (1+2α)I(x)h

2F

Temperature
∑

iMiCp,i
dTc
dx

=
(
Hv

w,c −H l
w,c

) dM l
w,c

dx
+ Ua (Ts − Tc)

Cell potential Vcell = Voc − RTs
0.5F

ln
[

I(x)
I0PO2

(x)

]
− I(x)tm

σm(x)

Net water �ux per

proton �ux ratio

α = nd − F
I(x)

Dw
(cw,c−cw,a)

tm
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Electro-osmotic

coe�cient

nd =


0.0049 + 2.02aa − 4.53a2a + 4.09a3a, aa ≤ 1

1.59 + 0.159 (aa − 1) , aa > 1

Di�usion coe�cient of

water

Dw = ndD
◦ exp

[
2416

(
1

303
− 1

Ts

)]

Concentration of water

at k interface of the

membrane

cw,k =


ρm,dry

M,m,dry
(0.043 + 17.8ak − 39.8a2k + 36.0a3k) , ak ≤ 1

ρm,dry

M,m,dry
[14 + 1.4(ak − 1)] , ak > 1

Activity of water in

anode stream

aa = xw,aP

P sat
w,a

=
(

Mv
w,a

Mv
w,a+MH2

)
P
P sat
w,a

Activity of water in

cathode stream

ac = xw,cP

P sat
w,c

=
(

Mv
w,c

Mv
w,c+MO2

+MN2

)
P
P sat
w,a

Activity of water in the

membrane

am = aa+ac
2

Concentration of water

in the membrane

cm =


ρm,dry

M,m,dry
(0.043 + 17.8am − 39.8a2m + 36.0a3m) , am ≤ 1

ρm,dry

M,m,dry
[14 + 1.4(am − 1)] , am > 1

Vapour pressure of water log10 P
sat
w,k = 2.95× 10−2 (Tk − 273)− 9.18×

10−5 (Tk − 273)2 + 1.44× 10−7 (Tk − 273)3 − 2.18

Heat of condensation

and evaporation

(
Hv

w,k −H l
w,k

)
=

45070− 41.9 (Tk − 273) + 3.44× 10−3 (Tk − 273)2 + 2.54×

10−5 (Tk − 273)3 − 8.98× 10−10 (Tk − 273)4

Heat capacity of liquid

water

C l
p,w = 75.38 J (mol ◦C)−1

Heat capacity of water

vapour

Cv
p,w = 33.46 + 6.88× 10−3 (Tk − 273) + 7.60×

10−6 (Tk − 273)2 − 3.59× 10−9 (Tk − 273)3
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Heat capacity of

hydrogen gas

Cp,H2 = 28.84 + 7.65× 10−5 (Tk − 273) + 3.29×

10−6 (Tk − 273)2 − 8.70× 10−10 (Tk − 273)3

Heat capacity of oxygen

gas

Cp,O2 = 29.10 + 1.16× 10−3 (Tk − 273)− 6.08×

10−6 (Tk − 273)2 + 1.31× 10−9 (Tk − 273)3

Heat capacity of nitrogen

gas

Cp,N2 = 29.00 + 2.20× 10−3 (Tk − 273) + 5.72×

10−6 (Tk − 273)2 − 2.87× 10−9 (Tk − 273)3

Activation overpotential η (x) = RTs
0.5F

ln
[

I(x)
I0PO2

(x)

]
Ohmic overpotential Ω (x) = I(x)tm

σm(x)

Membrane conductivity σm (x) =(
0.00514

Mm,dry

ρn,dry
cm (x)− 0.00326

)
exp

[
1268

(
1

303
− 1

Ts

)]

4.4 Numerical method

The algorithm used to obtain the model solution is given in Figure 4.2. An average

current density, Iavg, is �rst set to a speci�c value. A value for the cell voltage, Vcell, is

then guessed. Based on these quantities, initial values of �ow rates of hydrogen, oxygen,

nitrogen (if air is used), water vapour and liquid are calculated. The model, which is

composed of ordinary di�erential equations and algebraic equations, can be written as:

u′ = f (x, u, v) (4.23)

0 = g (x, u, v) (4.24)

In this notation, x (channel length) is the independent variable which is implicit in

the model; u represents the di�erential variables, whilst v stands for the algebraic

variables. One solution approach is to solve Eq. 4.23 as ODEs. Solving the derivative

for a given values of u will require evaluating the algebraic equations (Eq. 4.24) for
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the corresponding values of v. This can be done in MATLAB using the Runge-Kutta

method and the Newton-Raphson method, as was performed by Nguyen and White

[125]. However, this approach proves to be computationally expensive.

A more e�ective solution approach is to treat the system as di�erential algebraic equa-

tions [128,129]. Combining the di�erential and the algebraic parts, Eqs. 4.23-4.24 can

be written as:

M × y′ = F (x, y) (4.25)

where M =

 I 0

0 0

 and y =

 u

v

. For the problem at hand, the identity matrix,

I, in the mass matrix, M , has a 9 by 9 dimension. In addition, the mass matrix, M , is

singular, but this setback was e�ectively overcome by using MATLAB's ODE15s.

The calculation of water content in the anode and cathode is quite troublesome. Eq.

4.16, as formulated, is only applicable if liquid water is present in the channel, which

occurs when the partial pressure is greater than the saturation pressure. Apparently,

if liquid water is not present there can be no evaporation no matter what the vapour

pressure is. Thus, for each step in the DAE calculation, the amount of liquid water in

the anode and cathode is checked for zero or positive values. If the value of the liquid

water �ow rate happens to be negative for each integration step, it is set to zero.

After integration, the average current density is calculated using the expression:

Iavg =
1

L

∫ L

0

I (x) dx (4.26)

where L is the channel length and I (x) is the local current density at every point along

the channel length. The calculated Iavg is compared to the guessed Iavg. If they turn out

to be equal, a solution is found and the calculation is terminated. Otherwise, another

guess is speci�ed for Vcell and the calculation is repeated until convergence. In this

study, the computation was made relatively faster by avoiding manual iteration. The

correct cell voltage was obtained by employing negative and positive perturbations, and
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then interpolating the correct value of Vcell.

Given Iavg

Guess Vcell

v

lv

l
Solve for initial conditions:
MH2(0), Mw,a(0), Mw,a(0), Ta(0),
MO2(0), Mw,c(0), Mw,c(0), Tc(0), 

MN2(0), I(0)

∆x = Length/Number of steps
x = 0

Solve DAE system using 
MATLAB’s DAE solver

 ( )avg, calc 0

1
= ∫

L
I I x dx

L

 avg, calc avg, guess=I I

End

 l
w,a 0≥M

 l
w,c 0≥M

 l
w,a 0=M

 l
w,c 0=M

 = + ∆x x x

No

Yes

Yes

Figure 4.2: Flowchart for the determination of the model solution.

4.5 Model simulation

In this section, the single-cell model presented above is used to evaluate the e�ectiveness

of a conventional humidi�cation design. The operating conditions are similar to the base
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case conditions presented in Ref. [125], i.e., the PEFC is operating on pure hydrogen

and oxygen at 2 atm absolute, 90 oC and a current density of 1 A cm−2. The anode gas

stream enters the fuel cell saturated with water vapour. The humidi�cation temperature

is the same as the cell temperature. The values for the other parameters used in the

simulation are presented in Table 4.2.

Table 4.2: Parametric constants used in the model taken from Nguyen and White
(1993) [125].

Parameter Value
Physical data
Channel width (h) 0.2 cm
Channel height (d) 0.2 cm
Channel length (L) 10 cm
Total pressure (P ) 2 atm, absolute
Heat transfer coe�cient (U) 0.0025 J (s cm2K)−1

Condensation rate constant (kc) 1.0 s−1

Temperature of solid phase (Ts) 363 K
Density of dry membrane (ρm,dry) 2.0 g cm−3

Equivalent weight of dry membrane (Mm,dry) 1100
Membrane thickness (tm) 0.01275 cm
Fuel cell open-circuit voltage (Voc) 1.1 V
Oxygen exchange current density (I0) 0.01 A cm−2

Di�usion parameter (D0) 5.5 × 10−7 cm2 s−1

Anode
Inlet temperature (Ta) 90◦C

Inlet hydrogen �ow rate (MH2 (0)) 1.5 Iavg
2F
Lh mol s−1

Inlet water vapour �ow rate (Mv
w,a (0)) Saturated

Inlet liquid water �ow rate (M l
w,a (0)) 0

Cathode
Inlet temperature (Tc) 363 K

Inlet oxygen �ow rate (MO2 (0)) 2 Iavg
4F
Lh mol s−1

Inlet nitrogen �ow rate (MN2 (0)) 0
Inlet water vapour �ow rate (Mv

w,c (0)) Dry
Inlet liquid water �ow rate (M l

w,c (0)) 0

Figure 4.3 shows the water and temperature pro�le along the channel length. Apart

from the partial pressure of water vapour, all variables are plotted in dimensionless

form. The temperatures are divided by the solid-phase temperature, whilst the moles

of liquid water are divided by the total initial moles of gases. Figure 4.4 gives the partial
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pressures of hydrogen and oxygen along the �ow channels. The corresponding current

distribution along the channel length is presented in Figure 4.5. The results conform

very closely to the results obtained by Nguyen and White (1993) [125].

Similar to what had been observed by Nguyen and White, the amount of water vapour

in the anode stream decreases along the channel and settles down to a low value (Figure

4.3). This is because near the fuel cell inlet, the membrane is highly conductive because

of high water concentration. Consequently, the electro-osmotic drag coe�cient is high

and the membrane can conduct higher current (see current distribution curve in Figure

4.5). Moreover, because dry cathode gas stream enters the fuel cell, the amount of

water in the cathode stream is low, thus water back di�usion is low. This implies that

the net �ux of water across the membrane is high, resulting in high current density and

high consumption rates of hydrogen and oxygen (Figure 4.4).

Farther down the channel, the water content in the anode gas stream decreases which

results in a decrease in the water content in the membrane, electro-osmotic drag coe�-

cient, and membrane conductivity. Furthermore, the water transport from the cathode

back to the anode by di�usion is greater due to the higher water content in the cathode

side. As a result, the local current density decreases and the net water �ux across the

membrane also decreases, resulting in a lower depletion rate of water from the anode

gas stream, a lower production rate of water in the cathode and a lower depletion rate

of hydrogen and oxygen.

Figure 4.3 also presents the condensation of water in the cathode when the cathode

partial pressure becomes higher than the water vapour pressure. The production of

water due to the oxygen reaction and di�usion of water from anode to cathode both

lead to increase of liquid water in the cathode. Liquid water is not present in the

anode. Furthermore, an increase in cathode temperature is observed because of the

heat given o� (latent heat) during water condensation. There is no observed changes

on the anode temperature, however, because the gas stream enters the anode at the cell

temperature, and no phase changes took place. Conversely, farther down the channel,
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the water content in the anode gas stream decreases which implies a decrease in the

amount of water in the membrane, electro-osmotic drag coe�cient, and membrane

conductivity. Furthermore, back di�usion of water from the cathode to the anode is

higher because of the higher water content at the cathode side. This results to lower

local current density and smaller net �ux of water across the membrane, leading to

a lower depletion rate of water in the anode, lower accumulation rate of water in the

cathode, thus lower depletion rate of hydrogen and oxygen. This can be veri�ed from

Figures 4.3 - 4.5.
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Figure 4.3: Water and temperature pro�les along the �ow channels.
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Figure 4.5: Current distribution along the �ow channels.

4.6 Conclusions

This chapter presents the basis model for the multi-objective optimisation models de-

veloped in the following chapters. The model is a two-dimensional, non-isothermal,

mass and heat transfer model for a PEFC suitable for water and heat management

investigation. The model can be used as a design tool to evaluate the e�ectiveness of
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various heat removal and humidi�cation designs and the e�ects of various design and

operating parameters on the performance of a PEFC. In this chapter, the e�ectiveness

of a conventional humidi�cation design previously presented in Ref. [125] was revis-

ited. The results can be useful in determining an optimal fuel cell design for a speci�c

application. The subsequent chapters present the development of a stack-level and a

system-level mathematical models based on the single-cell fuel cell model presented in

this chapter.
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Chapter 5

Optimal design of a fuel cell stack

The design of fuel cell systems inherently involves simultaneous optimisation of two

or more con�icting objectives. Achieving an optimum for one objective often requires

a compromise on two or more other objectives. This chapter presents an optimisa-

tion model for a PEFC stack suitable for e�ciency and size trade-o�s investigation.

Simulation of the model for a base case shows that for a given power output, a more

e�cient system is bigger and vice versa. Using the weighting method to perform a

multi-objective optimisation, the Pareto sets were generated for di�erent stack power

outputs. A Pareto set, presented as a plot of the optimal e�ciency and area of the mem-

brane electrode assembly (MEA), gives a quantitative description of the compromise

between e�ciency and size.

5.1 Introduction

The trade-o� between e�ciency and size is inherent in the design of a PEFC stack.

These two objectives are both related to economics. Fuel consumption, hence operating

cost, is directly determined by the e�ciency. On the other hand, the bulk of the capital

cost is contributed by the size of the MEA. The costs of the other components, such

as the bipolar plates and auxiliaries (humidi�ers, air compressor, and water coolant)
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which add up to the capital cost are strongly correlated with the variation in the

area of the MEA [130]. However, the compromise between the capital investment and

operating cost is not the only motivation for the trade-o� investigation between size

and e�ciency. In the current consumer demographic, size and portability, for instance,

may be the deciding factors for mobile users. On the other hand, other users may value

operating costs more than portability.

Signi�cant e�ort has been exerted in recent years to achieve optimal PEFC system de-

sign. Even though most of these studies make signi�cant contributions to the expanding

PEFC literature (e.g. formulation of PEFC models with di�erent levels of complexity

and development of various optimisation techniques), most of them are limited to a

single design objective. Many studies optimised the performance [51, 131�138], whilst

some considered the cost [139], the durability [54], and the emission [140] as objectives

for the design. Moreover, some of the papers performed single-objective optimisa-

tion for a speci�c part of the PEFC system such as the membrane electrode assembly

(MEA) [141], the electrode [142], the bipolar plate and di�usion layer [143], the cathode

and air distributor [144], and the catalyst layer [105,145]. However, the results of these

studies might be misleading because the interaction or coupling between the multiple

objectives has not been considered [146]. In addition, the potentially con�icting nature

of the objectives makes the determination of the optimal solution more challenging.

There are a few papers in the literature that have dealt with multi-objective optimisa-

tion. Barbir and Gomez [147] analysed the cost and performance of PEFCs at di�erent

load pro�les and design and cost scenarios. Their e�ciency model was based on a

linear polarisation curve. Similar objectives were considered by Xue and Dong [49] in

their multi-objective optimisation of the 120 kW Ballard Mark V Transit Bus fuel cell

system with the stack active intersection area and the air stoichiometric ratio as the

design variables. Frangopoulos and Nakos [48] investigated the Ballard Mark V PEFC

stack consisting of 35 5 kW cells for a merchant ship application. The system e�ciency,

power density and present worth cost were the design objectives, whilst the current
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density and temperature were the design variables. In their study, the interaction be-

tween the objectives was not considered; they optimised each objective individually.

Also, for each objective, one of the two design variables was treated as a parameter.

This resulted in a one-variable, single-objective optimisation problem, which was then

solved at di�erent values of the parameter. Na and Gou [146] optimised the e�ciency

and cost of a 50 kW PEFC system for transportation, using the system pressure, the

hydrogen and air stoichiometric ratios, and the current density as the design variables.

The Pareto set that they obtained using MATLAB's fminimax function, however, was

in�uenced by the choice of the initial values of the design variables used in the solver,

indicating the non-globality of the solution.

This chapter presents a model suitable for multi-objective optimisation which allows

the investigation of the e�ciency and size trade-o�s involved in the design of a PEFC

stack. The objective is to determine a set of trade-o� optimal solutions, called the

non-dominated or Pareto set, that maximises the e�ciency and minimises the size of

the system with respect to the current density, the cell voltage, the system pressure,

the hydrogen and air stoichiometric ratios, and the relative humidities of fuel and

air. To date, papers on multi-objective optimisation of PEFCs have considered models

that are speci�c to the application described in the paper [26, 48, 49, 146]. The model

presented in this chapter is more general and, thus, will be suitable for a wide range

of applications. Furthermore, the model considers the multi-phase existence of water

in the channels, thus capturing the fuel cell phenomena more thoroughly. This chapter

is arranged as follows: Section 5.2 presents a generic PEFC stack and the model.

Section 5.3 describes the multi-objective optimisation problem formulation based on

this model and the solution approach taken. Section 5.3 also presents results for a case

study involving di�erent power outputs and highlights the important results from the

analyses of the generated Pareto sets for the e�ciency and size trade-o�s.
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5.2 Model formulation

The major components of a general hydrogen-air PEFC system are shown in Figure 5.1.

The system includes a stack and the auxilliaries needed to operate the fuel cell. The

model in this chapter does not consider components such as a reformer or fuel processer,

the power electronics, controllers, and any auxilliary power sources. At the anode side,

pure pressurised hydrogen is fed; at the cathode side, there is an air supply system

which includes a compressor. A humidi�er is located on both sides for stack water

management. A coolant regulates the operating temperature of the cell. This study

assumes uniform temperature and pressure throughout the stack. The amount of power

produced depends on several factors including the cell size, operating temperature and

pressure, and �ow rates and humidity of the gases supplied to the cell.

Multi-objective optimisation requires the evaluation of a large number of design alter-

natives with correspondingly high computational requirements. At present the use of

a complex model is not practical for this purpose. This chapter presents a simple and

fast model for multi-objective optimisation. The model has an acceptable accuracy

and is complex enough to di�erentiate between alternative designs, whilst being simple

enough to allow for repeated calculations during optimisation.

The model is based on established, and well validated, principles proposed by Nguyen

and White [125], which was discussed in Chapter 4. In addition to the assumptions

in Ref. [125], the model in this chapter does not account for the spatial variations

of the variables in the �ow channels. Furthermore, the water balance of Nguyen and

White [125] was modi�ed to address its non-validity in the event of no liquid water in the

channels [148], and its inconsistency when both liquid and vapour phases of water are

present, i.e., their model does not guarantee the equality between the partial pressure

and vapour pressure of water at equilibrium. Also, the expression for the concentration

of water in the membrane was taken from Hinatsu et al. [127], as appropriate for the

operating temperature range considered in this study.
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5.2.1 Mass balances

For a given current density, the respective hydrogen and oxygen mass balances are

MH2,in = MH2 +
AI

2F
(5.1)

MO2,in = MO2 +
AI

4F
(5.2)

The second term on the right of equations 5.1 and 5.2 are the consumption of hydrogen

and oxygen, respectively.

Nitrogen does not participate in the reaction, thus, the incoming �ow rate is equal to

the outgoing �ow rate.

MN2,in = MN2 (5.3)

The �ow rates of water in the channels and the presence of liquid and vapour phases are

a�ected by the production of water at the cathode by the electrochemical reaction, the

transport of water from the anode to the cathode via electro-osmosis or drag, the back

di�usion of water from the cathode to the anode due to a hydraulic pressure gradient,

and the condensation and evaporation of water depending on the di�erence between

the partial pressure and vapour pressure [125,148�150] .

The water balance in the anode channel is

Mv
w,a,in = Mv

w,a +M l
w,a +

AαI

F
(5.4)

where α is the net water molecules per proton �ux ratio. The water vapour going into

the anode channel either leaves as vapour or liquid or migrates across the membrane

to the cathode channel. The fraction of liquid water, fa, and the water vapour-liquid
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equilibrium in the anode channel are described by the following equations:

fa =
M l

w,a

Mv
w,a +M l

w,a

(5.5)

0 = fa

[
Mv

w,a

Mv
w,a +MH2

P − P sat
w

]
(5.6)

where fa ∈ [0, 1]. If both liquid and vapour phases of water are present in the anode

channel, i.e. fa 6= 0, the expression inside the bracket of equation 5.6, representing the

vapour-liquid equilibrium condition, must be zero. In this case, Raoult's Law describes

the �ow rate of water vapour going out of the anode channel, Mv
w,a. The �ow rate of

liquid water going out of the anode channel, M l
w,a, can be computed from equation 5.4.

Conversely, if liquid water is not present in the anode channel, i.e. fa = 0, equilibrium

between liquid and vapour phases of water does not exist. In this case, M l
w,a = 0 and

Mv
w,a can be calculated from equation 5.4.

Similarly, the water balance in the cathode channel can be expressed as

Mv
w,c,in = Mv

w,c +M l
w,c −

AαI

F
− AI

2F
(5.7)

The terms on the right of equation 5.7 are the �ow rates of water vapour and liquid

going out of the cathode channel, the water vapour that migrated from the anode to

the cathode channel, and the water generated at the cathode by the electrochemical

reaction, respectively. The fraction of liquid water, fc, and the water vapour-liquid

equilibrium in the cathode channel are given by

fc =
M l

w,c

Mv
w,c +M l

w,c

(5.8)

0 = fc

[
Mv

w,c

Mv
w,c +MN2 +MO2

P − P sat
w

]
(5.9)

where fc ∈ [0, 1]. The same reasoning given for equations 5.4 - 5.6 applies to equations

5.7 - 5.9.
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The hydrogen and air �ow rates going into the channels are determined by their respec-

tive stoichiometric ratios, λH2 and λair.

MH2,in = λH2

IA

2F
(5.10)

MO2,in = λair
IA

4F
(5.11)

The water vapour �ow rate going into the anode channel can be computed from the

relative humidity of the hydrogen fuel,

Mv
w,a,in =

yw,a,in
1− yw,a,in

MH2,in (5.12)

yw,a,in = RHfuel
P sat
w

P
(5.13)

where yw,a,in is the mole fraction of water vapour going into the anode and P sat
w is the

saturation pressure.

Similarly, the water vapour �ow rate going into the cathode channel can be described

as follows:

Mv
w,c,in =

yw,c,in
1− yw,c,in

(MO2,in +MN2,in) (5.14)

yw,c,in = RHair
P sat
w

P
(5.15)

5.2.2 Electrochemistry

The e�ective cell voltage can be expressed as the di�erence between the thermodynam-

ically reversible cell voltage and the losses due to overpotential,

Vcell = Voc +
RT

2F
ln

(
PH2P

0.5
O2

PH2O

)
− RT

0.5F
ln

(
I

I◦PO2

)
− Itm
σm
− βIk ln

(
IL

IL − I

)
(5.16)
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where Voc is the open-circuit potential, I0 is the exchange current density, βIk is the

ampli�cation term associated with the total mass transport overpotential, expressed

in potential units [151] , and IL is the limiting current density. The �rst two terms

on the right of equation 5.16 represent the thermodynamic reversible voltage based on

the Nernst equation [148]. The third term is the activation overpotential [125], which

is the voltage loss due to the rate of reactions on the surface of the electrodes. This

assumes that the activation overpotential is mainly located at the cathode. The fourth

term is the ohmic overpotential [125], which is the voltage drop due to the resistance

to the �ow of protons in the electrolyte. The last term is the overall concentration

overpotential [151], which is the voltage loss due to the mass transport limitation .

5.2.3 System e�ciency

E�ciency is a key property of a fuel cell and can be used to evaluate its performance.

The e�ciency of the system is de�ned by

η =
Wstack −Wprs

Wfuel

(5.17)

where Wstack is the power output of the stack, Wprs is the parasitic power and Wfuel is

the power inherent in the fuel used:

Wstack = ncellAIVcell (5.18)

Wprs = Wcomp +Wothers (5.19)

Wfuel = λH2ncell
IA

2F
LHV (5.20)

Wcomp =
cpTe
ηcηmt

[(
P

Pin

)0.286

− 1

]
mair (5.21)

mair = 3.57× 10−7λairncellIA (5.22)

Wothers = 0.05Wstack (5.23)
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In this chapter, ncell = 1, thus A represents the total active MEA area. Equations 5.18,

5.19, 5.21 and 5.22 were taken from Pei et al. [152]. The parasitic power is composed of

the power consumption of the compressor, Wcomp, and the other power losses, Wothers.

Pei et al. [152] assumed Wothers to be equal to 2 kW based on a stack power output of

62.5 kW. Instead, in this work Wothers was set to 5% of the nominal stack power output

for the equations above to be applicable at di�erent stack power outputs. Also, the

compressor and motor e�ciencies are functions of size of the compressor and fraction

of full load. However, it is assumed that the compressor and motor e�ciencies are

constant, similar to what was done in Refs. [146,152].

Table 5.2 presents the expressions for the physical parameters used in the model, whilst

Table 5.1 gives the values of the constant parameters.

Table 5.1: Parametric constants in the model

Parameter Value Ref.
Ampli�cation constant (β) 0.085 V(cm2A−1)k [28, 151]
Dimensionless power in the ampli�cation term (k) 1.1 [28,151]
Limiting current density (IL) 1.4 A cm−2 [28]
Lower heating value of hydrogen (LHV) 2.4× 105 J mol−1 [48]
Oxygen exchange current density (I0) 0.01 A cm−2 [149]
Reversible open-circuit potential (Voc) 1.1 V [149]

Membrane
Di�usion coe�cient of water in membrane (D0) 5.5× 10−7 cm2 s−1 [125]
Dry density (ρm,dry) 2.0 g cm−3 [125]
Dry equivalent weight (Mm,dry) 1100 g mol−1 [125]
Thickness (tm) 5× 10−3 cm (50 µm)

Compressor [152]
Connecting e�ciency (ηc) 0.85
Entry air temperature (Te) 288 K
Inlet pressure (Pin) 1 atm
Motor e�ciency (ηmt) 0.85
Speci�c heat constant of air (cp) 1004 J K−1kg−1
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5.2.4 Model validation

The model was solved for a base case corresponding to a stack having a MEA total

active area of 25 × 104cm2 and an operating temperature of 80◦C. Pure hydrogen at

100% relative humidity and air at 50% relative humidity are supplied to the anode and

cathode channels, respectively. The hydrogen stoichiometric ratio is 1.25 (i.e. hydrogen

utilisation rate of 80%), whilst the air stoichiometric ratio is 2.

Figures 5.2(a)-(c) show the e�ects of operating pressure and current density on polar-

isation, system e�ciency, and power density curves, respectively. With respect to the

current density, the polarisation curve, which is commonly used as a measure of the

performance of fuel cell systems, is in direct correlation with the system e�ciency. The

voltage, and hence the e�ciency, decreases with increasing current density due to the

combined irreversibility contributions of activation, ohmic and concentration overpoten-

tials. The power density, on the other hand, increases with increasing current density

and displays a maximum at a particular value of the current density. The polarisation

curves also show that gains in voltage result when pressure is increased. However, the

pressure has no signi�cant e�ect on the system e�ciency because the increase in cell

potential is o�set by the increase in parasitic power with increasing pressure. Further-

more, at high current densities, the power density increases with increasing pressure.

These results are in agreement with the literature [2, 153�158].

The solution of the base case suggests that the e�ciency and size are con�icting objec-

tives. To achieve high e�ciency, the system must be operated at low current density.

At low current density the power density is also low, which means a larger system per

unit of power. Conversely, for the same power output, a small system requires high

power density, which demands high current density, resulting in a lower e�ciency. The

systematic and detailed investigation of the trade-o�s between the e�ciency and size is

the focus of the succeeding sections.
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Figure 5.2: Simulation of the system for a base case: (a) polarisation curve, (b) power
density, and (c) system e�ciency, all with respect to the current density at various
operating pressures.
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5.3 Case study: Trade-o� between e�ciency and size

of stack

The model for the base case reveals that for a given power output, a more e�cient fuel

cell is bigger and vice versa. We now wish to use this model within an optimisation-

based design framework. The aim is to identify the e�ciency and size trade-o�s involved

in the design of PEFC system for any given power output. The determination of a set

of optimal solutions that represent the compromise between the objectives, called the

non-dominated or Pareto set, requires a multi-objective optimisation technique.

5.3.1 Multi-objective optimisation

The weighting method is used to approximate the Pareto set. This method transforms

the multi-objective optimisation problem into a single-objective optimisation problem

by associating each objective function with a weighting coe�cient and then minimising

the weighted sum of the objectives:

min z =
N∑
i=1

ωizi (5.24)

where ωi ∈ [0, 1] with
∑N

i=1 ωi = 1, z is the weighted sum of the objectives, zi is a

single-objective and ωi is a weighting factor. The solution of equation 5.24 produces a

single result that is as good as the selection of the weights [159]. A Pareto set can be

generated by evaluating a series of single-objective optimisation problems at di�erent

values of the weighting factor to avoid having to, a priori, select a particular weighting

between objectives.

The PEFC system e�ciency-size multi-objective optimisation problem is

min
I,P,λH2

,λair,RHfuel,RHair

z = −ωη + (1− ω)A (5.25)
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subject to:

0.11A cm−2 ≤ I ≤ 1.3A cm−2

1.2 atm ≤ P ≤ 5 atm

1.1 ≤ λfuel ≤ 10

1.1 ≤ λair ≤ 10

0.5 ≤ RHfuel ≤ 1

0.5 ≤ RHair ≤ 1

The system e�ciency, η, is given by equation 5.17, whereas the system size is represented

by the total active area of the MEA, A. The size of the other components such as

the bipolar plates and auxiliaries (humidi�ers, air compressor, and water coolant) are

directly correlated with the variation in the area of the MEA. A single-cell fuel cell

stack has been considered. Once the total active area is known, the number of cells can

be determined given the active area of a single cell. Although a fuel cell's performance

will be a�ected by the temperature, in this study the temperature is �xed at 80◦C. It

is di�cult to derive a reliable analytical expression for the exchange current density,

I0, as a function of the temperature, since it depends on the speci�cs of the catalyst

used. The lower bound on the pressure is 1.2 atm because the compressor cannot

provide a pressure below atmospheric (i.e. the system pressure is always higher than the

atmospheric pressure) [146]. The lower bound on the hydrogen and air stoichiometric

ratios should be higher than the minimum limit to prevent depletion [146]. When using

air as the oxidant, it is a common practice to use at least 50% relative humidity. Using

the same set of objective function and constraints, the Pareto set is obtained at di�erent

stack power outputs, namely 1, 25, 50, 75 and 100 kW.

In equation 5.25, ω ∈ [0, 1] represents the weighting factor. The negative sign in front

of the e�ciency objective indicates a maximisation problem. The extreme points ω = 0
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and ω = 1 represent the single-objective optimisation problems where the size and the

e�ciency are minimised and maximised, respectively. Solving the optimisation problem

for any ω ∈ (0, 1) will generate solutions between these two extremes where the two

objectives will be considered simultaneously. The value of ω will determine the relative

importance of each objective. For example, at ω = 0.25, the size is of higher importance

than the e�ciency. The reverse is true at ω = 0.75, in which more weight is given to

the e�ciency than size. However, assigning equal weights to the objectives does not

necessarily mean giving equal importance to the objectives. Furthermore, as the relative

weights matter in this technique, the objectives were scaled to have comparable values.

In addition, since the problem involves both maximisation and minimisation, the solver

may be ine�ective in searching the region at which the value of the weighted sum of

the objectives is zero. This can be overcome by translating the problem (i.e. adding an

appropriate constant to equation 5.25) such that the values of the weighted sum of the

objectives are either positive or negative for all ωs.

The optimisation model was written in the GAMS [160] modelling language and was

solved using LINDOGlobal. LINDOGlobal employs branch-and-cut method to break a

nonlinear programming (NLP) model down into a list of subproblems [161]. A discussion

of the branch-and-cut method is given in [162]. For a given weighting factor, ω, an

optimisation run usually converges to a solution with a relative tolerance of 0.01% after

approximately 120 seconds on a desktop computer with a 2.66 GHz Intel Core Duo

CPU and with 2GB RAM.

5.3.2 Results and discussion

Figure 5.3 gives the trade-o� solutions for a stack power output of 50 kW. The e�ciency

and the MEA area are plotted on the two axes and the curve consists of a set of designs

that are all optimal in a Pareto sense. For comparison, the base case solution at stack

power output of 50 kW and pressure of 2 atm (referred later as base case) is given

in the �rst row of Table 5.3. The highest point (top right) in Figure 5.3 represents
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the optimal solution at ω = 1, which corresponds to the single objective optimisation

problem of maximising the e�ciency of the system without taking the size into account.

This solution is 20% more e�cient but 112% bigger in size relative to the base case.

This solution requires operation at a lower current density (thus, a higher voltage), at a

higher pressure, and with lower hydrogen and air stoichiometric ratios with respect to

the base case. As a consequence of the higher e�ciency, this solution has a lower fuel

consumption. However, the parasitic loss is higher due to the increase in the pressure.

Conversely, the lowest point (bottom left) in the curve corresponds to the optimal

solution at ω = 0, which is the minimisation of the size regardless of the e�ciency.

This solution represents a design that is 42% smaller in size but 44% less e�cient than

the base case. In comparison with the base case, this design has a higher operating

current density (thus, a lower voltage), operates at a higher pressure, and with lower

hydrogen and air stoichiometric ratios. This design has higher power consumption and

parasitic loss. From the results, it can be concluded that the e�ciency and size of

the system must be optimised simultaneously. If only the e�ciency is maximised, the

outcome is a possibly impractically large system. On the other hand, optimising for

size results in a system almost four times smaller in size but e�ciency that is less than

desirable.
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Figure 5.3: Pareto set at stack power output of 50 kW.

As shown in Figure 5.3, the base case is a dominated solution because it lies �inside� of

134



T
ab
le
5.
3:

C
om

p
ar
is
on

of
th
e
re
p
re
se
n
ta
ti
ve

so
lu
ti
on
s
in

th
e
P
ar
et
o
se
t
(F
ig
u
re

5.
3)

w
it
h
th
e
b
as
e
ca
se

at
st
ac
k
p
ow

er
ou
tp
u
t
of

50
kW

.

η
(%

)
A (×

10
4
cm

2
)
I (A

cm
−
2
)V
(V

)
P (a
tm

)
λ
H

2
λ
a
ir

R
H

fu
el
R
H

a
ir

W
fu
el

(k
W
)
W

p
rs

(k
W
)

B
as
e
ca
se

44
.1
8

25
0.
25

0.
79

2
1.
25

2
1

0.
5

98
.5
2
6.
47

ω
=

1
53
.1
5

52
.9
3

0.
11

0.
86

3.
03

1.
10

1.
66

1
0.
5

79
.6
6
7.
66

ω
=

0.
85

51
.3
3

40
.5
6

0.
14

0.
87

4.
91

1.
10

1.
53

1
0.
5

78
.4
4
9.
74

ω
=

0.
5

42
.2
0

19
.1
9

0.
35

0.
75

5.
00

1.
10

1.
58

1
0.
5

91
.6
5
11
.3
2

ω
=

0.
15

32
.4
1

15
.0
0

0.
56

0.
60

5.
00

1.
10

1.
46

1
0.
5

11
4.
96
12
.7
4

ω
=

0
24
.8
0

14
.5
1

0.
67

0.
51

5.
00

1.
20

1.
39

1
0.
5

14
5.
60
13
.8
9

135



the Pareto set. In Figure 5.3, the points that correspond to ω = 0.60 up to ω = 0.65

have both a higher e�ciency and a smaller size compared to the base case so they

improve on both objectives.

The points at the far right of Figure 5.3 represent solutions in which the size of the

system is compromised in favour of the e�ciency. Moving down the curve, to the left,

the size of the system is improved but the e�ciency reduces. None of the points is

essentially superior and the �nal design choice will depend on the factors speci�c to

the application. For stationary applications, the size of the system can be traded for

the e�ciency. This is not the case, however, for mobile and transportation applications

which require highly e�cient and small systems. Furthermore, at the e�ciency of

approximately 47% and above, the slope of the curve is very steep. In this region large

increases in the size of the system result in small gains in e�ciency. For instance,

51% e�ciency is better than 52% from an economic point of view. This is because

approximately 6 m2 (15%) additional MEA area is likely to be too much to justify the

1% increase in the e�ciency. Conversely, at the e�ciency of about 40% and below, the

curve appears to be �at. This suggests that in this region, a small change in the size

of the system leads to a large impact on the e�ciency. An example from Figure 5.3 is

a 5% e�ciency jump from 25% to 30% will only require 0.20 m2 (1.5%) increased in

the MEA area. In this region, the average increase in the MEA area is roughly 0.20

m2 for every 1% increase in the e�ciency. Overall, to make the most of the trade-o�

behaviour in Figure 5.3, the PEFC system must be operated at an e�ciency of at least

40%.

Table 5.3 gives the optimal values of the design variables for the representative solu-

tions highlighted in Figure 5.3. The extreme points, ω = 1 and ω = 0 represent the

single-objective optimisation solutions and, thus are not expected to follow the trend

of how each variable behaves. In general, moving from a high e�ciency, large size so-

lution to a non-dominated, low e�ciency, small size solution in the Pareto set involves

increases in the operating current density (thus, decreased cell voltage) and pressure.
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The optimal values of the hydrogen fuel and air relative humidity turn out to be 1 and

0.5, respectively, for all ω's. The optimal hydrogen stoichiometric ratio is 1.1 (i.e. hy-

drogen utilisation rate of 91%) for all ω's except at an extreme point. Finally, in moving

along the Pareto set in the mentioned manner, the fuel consumption and parasitic loss

increase.

Similar analyses were performed for di�erent stack power outputs, namely, 1, 25, 50, 75

and 100 kW. Figure 5.4(a) shows the comparison of the generated Pareto sets. In this

�gure, the MEA area per Watt is plotted against the e�ciency for each stack power

output. The Pareto sets are qualitatively similar in shape but di�er in span. Also, the

solutions of the single-objective e�ciency maximisation at di�erent stack power outputs

nearly completely converge with an e�ciency of 53% and a MEA area of 10.5 cm2 per

Watt . On the other hand, the solutions of the single-objective size minimisation settled

at an average MEA area of 2.8 cm2 per Watt with increasing e�ciency as stack power

output increases. A region of interest is enlarged in Figure 5.4(b) to emphasise the

di�erence in the solutions at di�erent stack power output. It can be observed that for

a particular value of the e�ciency, increasing the stack power output eventually results

to an increase in the MEA area required per Watt of power produced. For example, at

an e�ciency of 45%, the MEA area per Watt at stack power output of 75 kW and 100

kW are 3% and 7%, respectively, bigger relative to the MEA area per Watt at stack

power output of 1, 25, and 50 kW.
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Figure 5.4: Comparison of the Pareto sets at di�erent stack power outputs, showing (a)
the entire range and (b) an enlarged region to emphasise the di�erence in the solutions.

Figures 5.5 and 5.6 show the optimal values of the design objectives and some of the

design variables, respectively, plotted against the current density for di�erent stack

power outputs. The solutions that are large in size and high in e�ciency, forming

the right branches of the Pareto sets in Figure 5.4(a), occur at low current density.

Conversely, the left branches of the Pareto sets in Figure 5.4(a), containing the solutions

that are small in size and low in e�ciency, occur at high current density. Overall, with

respect to the current density, the MEA area, e�ciency and voltage are decreasing,

whilst the input power and parasitic power are increasing. Furthermore, the input

power and parasitic power are increasing, whilst the voltage and air stoichiometric

ratio are decreasing with increasing stack power output. Moreover, the single-objective
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size minimisation at the stack power output of 1 kW resulted to a solution with zero

e�ciency. In this particular solution, the power produced by the stack is all consumed

by the system as the parasitic loss resulting in a zero net power output.
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Figure 5.5: Optimal values of the design objectives plotted against the current density:
(a) MEA area per Watt and (b) system e�ciency.

It can also be observed from Figure 5.6 that some of the bounds on the design variables

were hit during optimisation, speci�cally the lower bound on the current density, the

upper bound on the pressure, and the bounds on the hydrogen stoichiometric ratio.

Lowering the bounds on the current density and hydrogen stoichiometric ratio are not

useful because in an actual operation current density below 0.11 A/cm2 and hydrogen

stoichiometric ratio less than 1.1 are not practical. Comparison of Figure 5.6(b) with

Figure 5.4(a) shows that the solutions that hit the upper bound on the pressure corre-

spond to the region in Figure 5.4(a) where the branches of the Pareto sets appear to
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be separated. These solutions could have achieved smaller sizes and higher e�ciency

values if the bound on the pressure had allowed them to.

Consequently, the e�ect of increasing the upper bound on the pressure to 10 atm was

investigated. Pressures higher than 5 atm are not usually used in actual operation. This

upper bound was only considered for diagnostic purposes. In Figure 5.7, the solutions

that previously hit the 5 atm upper bound on the pressure assumed higher values of

pressure when the bound is relaxed. The resulting Pareto sets for di�erent stack power

outputs are shown in Figure 5.8. As an illustration, for the stack power output of 100

kW at an e�ciency of 45%, the size is reduced by 6.25% by using an upper bound on

the pressure of 10 atm (MEA area of 45 m2 ) instead of 5 atm (MEA area of 48 m2).

Moreover, the Pareto sets for di�erent stack power outputs appear to be closer to each

other when compared with Figure 5.4. The slight separation is due to the solutions still

reaching the 10 atm upper bound on the pressure at high current density.
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Figure 5.7: Optimal values of the operating pressure with the upper bound increased
to 10 atm.
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Figure 5.8: Comparison of the Pareto sets at di�erent stack power output with the
upper bound on the pressure increased to 10 atm, showing (a) the entire range and (b)
an enlarged region to emphasise the di�erence in the solutions

5.4 Conclusions

An optimisation model for a PEFC stack, suitable for use within a multi-objective

framework, has been proposed. This model allows us to investigate the trade-o�s be-

tween the e�ciency and the size. The simulation of the model for a base case shows

that for a given power output, a more e�cient system is bigger and vice versa. The

Pareto sets, generated for di�erent power outputs, represent a quantitative description

of the trade-o�s between e�ciency and size. The results of this study illustrate the im-

portance of formulating the problem as a multi-objective optimisation. Maximisation of
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the e�ciency without taking the size into account will result to a possibly impractically

large system. Conversely, a signi�cantly small system but with very low e�ciency will

result if the only objective is size. Overall, the system must be operated at an e�ciency

of at least 40% but not more than 47% to make the most of the size-e�ciency trade-o�

behaviour. Furthermore, the MEA area should be at least 3 cm2 per Watt for the e�-

ciency to be practically useful. Moreover, given the constraints of the model, which are

based on technical practicalities, a PEFC stack such as the one presented cannot reach

an e�ciency of more than 54%. This chapter presents a method of determining the

PEFC stack optimal design such that for a particular application, a balance between

e�ciency and size is achieved.

143



Chapter 6

Introduction to the design of a fuel

cell micro-cogeneration plant

Micro-cogeneration is a promising technology that has the potential to replace grid

electricity and conventional home space heating and hot water systems. They o�er

the promising bene�ts of lower energy costs and CO2 emissions in the residential hous-

ing sector. Amongst the di�erent micro-cogeneration technologies, fuel cells have the

highest electrical e�ciency, lowest emissions and a low heat-to-power ratio that is well

suited for residential applications. This chapter discusses the important issues relevant

to the design of a fuel cell micro-cogeneration plant.

6.1 Introduction

The conventional method of power generation and delivery is a relatively ine�cient

process. Figure 6.1 illustrates the e�ciency losses associated with a conventional cen-

tralised power plant. Even the most modern combined cycle power plants can only

achieve e�ciencies of 50 - 60% [98]. The majority of the energy content of the fuel is

lost at the power plant through the discharge of waste heat. Further losses take place

in the transmission and distribution of electric power to the end user. The ine�cien-
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cies and the pollution associated with centralised power generation motivate the new

developments in distributed or decentralised or on-site power generation.

~31%~32%50-60%100%

Natural resource Power plant Transmission Distribution End uses

Figure 6.1: E�ciency of a centralised power generation and delivery.

Distributed power generation allows consumers to generate power on-site, using any

appropriate generation method. Consumers can adapt their generation directly to their

load, making them independent from grid power failures. It also o�ers opportunity for

consumers to export electricity to the grid. Distributed power generation could be an

e�ective solution to e�ciency, pollution and deregulation issues that the electric utility

industry currently experiences.

Distributed energy systems include combined heat and power, micro-combined heat and

power, micro-turbines, photovoltaic systems, reciprocating engines, small wind power

systems, amongst others [163]. This chapter introduces the optimal design of micro-

combined heat and power systems based on fuel cell.

6.2 Micro-cogeneration

Micro-cogeneration is the decentralised and simultaneous generation of heat and power

for residential and small commercial applications. It is sometimes referred to as micro-

combined heat and power (micro-CHP) or residential cogeneration [163, 164]. The EU

Cogeneration directive de�nes an upper limit on capacity of 50 kWe [165], whereas

others de�ne �domestic� micro-cogeneration as being under 3 kWe [102].

A micro-cogeneration system can be thought of as a small-scale power station gen-

erating energy in the home. The by-product heat that would otherwise be wasted
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is instead captured and utilised for space and water heating. It is anticipated that

micro-cogeneration may provide an installed generation capacity of a similar order of

magnitude to the nuclear industry [166]. A micro-cogeneration system can also be

looked at as an e�ective replacement for the gas central heating boiler. It can supply

heat and hot water as usual but additionally provides the majority of the home's elec-

tricity needs. The potential success of micro-cogeneration lies in the large number of

systems that may ultimately be installed in the millions of homes in the UK and other

European countries where natural gas is currently the dominant heating fuel.

Figure 6.2 illustrates the micro-cogeneration concept applied to a home. Natural gas

enters the building from the gas distribution network; the fuel cell (or other cogeneration

technology) generates heat to service the space and water heating loads and electrical

power for lights and other appliances. Electricity can be exported to the grid at times

of excess production, and imported at times of high electrical load. Net or �smart

metering� allows the balance of export and import to be logged. Similarly, excess

production or demand for heat can be accommodated by a hot water storage tank.

Meter

Import

Export

Electricity

Hot water

To grid

Tank

Space heating

Fuel cell
Fuel in

Figure 6.2: The micro-cogeneration concept showing the import/export of electricity.

Applying micro-cogeneration technology in residential and small commercial buildings

is an attractive option because of the large potential market, as shown in Figure 6.3.

The domestic and small commercial sectors account for 34% of the total electricity and

gas consumption in the UK [167]. Also, about 91% of urban dwellings and 63% of
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rural dwellings in England and Wales are connected to the mains natural gas supply

and nearly all are connected to the mains electricity supply [168]. The widespread

availability of natural gas and electricity, the predicted growth in the number of homes

(e.g., from 20.3 million in England and Wales in 1996 to an estimated 24 million by

2021) and the relatively large di�erential between unit gas and electricity prices in the

domestic sector are important facilitators for micro-cogeneration.

Figure 6.3: Energy consumption in the UK by end user 2000 to 2008 [167].

6.3 Classi�cation

Generally, a micro-cogeneration system will be installed within, or close to, the dwelling

and the recovered heat will be delivered to a thermal store (e.g., the common domes-

tic hot water tank) and/or to the central heating circuit). Depending on the system's

design and operating regime, the electrical output may be connected to the electricity

distribution network (e.g., for frequency synchronisation and exporting surplus gener-

ation) and/or to local energy stores. This leads to the following broad classi�cation of

micro-cogeneration units.

1. `Network-connected' systems, which provide signi�cant proportions of the house-

hold's heat and power demands, but rely on network electricity whenever the

electrical output of the micro-cogeneration system is less than the instantaneous

demand of the household. Most micro-cogeneration system developers are focus-

ing on units that will be connected to the electricity network.
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2. `Autonomous' systems, which provide all (or very high proportions) of the house-

hold's heat and power demands and are designed to meet the transient �uctuations

in demand. These systems will have little or no interaction with the electricity

network.

Both types require a prime mover (e.g., an engine or fuel cell), a heat-recovery system

and a control system, but autonomous micro-cogeneration systems additionally require

energy stores and conversion/reconversion hardware [169].

6.4 Technologies

At present, several di�erent types of micro-cogeneration technologies are under de-

velopment including the internal combustion engine, the Stirling engine and the fuel

cells [102, 163, 164, 170]. Examples are given in Figure 6.4. All of them consume fuel

to produce heat and electricity simultaneously. In the case of internal combustion and

Stirling engines, an engine drives a generator to produce electricity. A fuel cell, on

the other hand, generates direct current (DC) electric power by consuming fuel within

electrochemical cells. Amongst the candidates for micro-cogeneration applications, fuel

cells have the highest electrical e�ciency and lowest emissions [2,28,171]. Currently, the

low-temperature PEFC and the high temperature solid oxide fuel cell (SOFC) are the

ones mostly deployed for micro-cogeneration. PEFCs are recently attracting interest

for micro-cogeneration applications due to their stable and non-corrosive electrolyte,

and many advances leading to lower cost and improved anode poisoning tolerance [1].
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(a) An internal combustion micro-
cogeneration system.

(b) A Stirling engine micro-cogeneration
system.

(c) A fuel cell micro-cogeneration sys-
tem.

Figure 6.4: Di�erent micro-cogeneration technologies [102].

6.5 Literature survey on micro-cogeneration

The increasing interest in micro-cogeneration is evident in the growing number of pub-

lications in the open literature. This is partly due to the escalating attention given

to climate change and the increasing awareness of the urgent need for reductions in

CO2 emissions, and rising concerns regarding the security of energy supply and the

unpredictability of energy market.

There are a number of microgeneration-related published reviews. Bergman et al. [172]

explored the publications regarding the government policy and behavioural aspects
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associated with the adoption of micro-cogeneration in the UK. Mago and Chamra

[173] reviewed the energy, economical, and environmental bene�ts of the use of micro-

cogeneration systems for small commercial buildings. Gibbs and Steel [174] looked

at the changes in the European electricity market and described the market sector

currently being targeted by micro-cogeneration manufacturers. Biezma et al. [175] pro-

vided a review of the investment criteria for the selection of cogeneration plants. Wu

et al. [10] examined the status of the development of micro-cogeneration in the US,

Europe, Asia and the Paci�c.

Several works assessed the bene�ts of micro-cogeneration. For instance Refs. [169,

176�180] evaluated micro-cogeneration in terms of economic and environmental perfor-

mance. Hawkes and Leach [181] introduced a new concept to appraise the bene�ts of

the technology. They de�ned capacity credit as a measure of the amount of conventional

generation that would be displaced by an alternative technology.

Some papers are concerned with the operational aspect of the system. For example,

Colella et al. [182] considered di�erent methods of rapidly varying the heat-to-power

ratio necessary for instantaneously meeting the demands for heat and electricity. Gid-

dey et al. [183] investigated the e�ect of methane and carbon dioxide composition in

the fuel on the power output. Gigliucci et al. [184] evaluated performance, �exibility

and operational requirements at di�erent possible operating conditions of an installed

residential micro-cogeneration system based on PEFC. Au et al. [55] investigated the

in�uence of operating temperature on the e�ciency of a fuel cell micro-cogeneration

plant fuelled by natural gas.

The majority of the models for micro-cogeneration systems in the literature either

considered thermo-economics or engineering design. Thermo-economic modelling com-

bines thermodynamics and cost analyses to assess and improve the performance of

energy systems [185]. Some of the studies that performed thermo-economic modelling

include Refs. [100, 101, 179, 185]. Also, there are models that considered engineering

design from a technical point of view. However, most of these are limited to a speci�c
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subsystem or component of the system. For example, Campanari et al. [186] presented

a lumped-volume approach for a membrane reformer for hydrogen production applied

to a PEFC micro-cogeneration system. Their model calculates the energy balance and

the �ow composition based on utilisation factors and reactant compositions. Jahn and

Schroer [187] presented a lumped model of a natural gas steam reformer being part of

a residential fuel cell power plant. Pukrushpan et al. [188] developed a model for a

catalytic partial oxidation reactor that reforms natural gas to hydrogen-rich mixture

to feed the anode �eld of fuel cell stack. Ersoz et al. [189] simulated the fuel pro-

cessing subsystem using Aspen-Hysys process simulation software. Colella et al. [190]

provided a model for the afterburner implemented in Aspen Plus chemical engineering

software. Studies that present a complete model for the whole system are scarce. The

work presented in this thesis tries to �ll this gap by presenting a comprehensive model

that describes the behaviour and the operation of both the main and the auxiliary

components of the entire system.

Several studies dealt with achieving an optimal micro-cogeneration system design. The

majority of these works optimised the cost [58, 66, 191�195]. Hawkes et al. [58, 193]

minimised the equivalent annual cost consisting of capital cost, maintenance cost, fuel

cost, electricity import cost and annual revenue from electricity export. The decision

variables are stack electrical output capacity, supplementary boiler capacity, stack elec-

trical output, natural gas consumption by the supplementary boiler, electricity import,

and electricity export. Al-Azri and Al-Thubaiti [191] developed an optimisation model

for a process cogeneration system with a particular focus on the power cycle and how

it integrates with the overall process. Their model can be used to identify the optimum

equipment size and the operating parameters such as boiler pressure, superheat tem-

perature and steam load. They illustrated the application of their model in minimising

the cost, satisfying the heat requirement of the process, and producing the maximum

power. El-Sharkh et al. [192] presented a hybrid evolutionary programming and Hill-

Climbing based approach to evaluate the impact of change of cost parameters (tari�
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rates for purchasing or selling electricity, fuel cost, and hydrogen selling price) on the

optimal operational strategy (hourly generated power, amount of thermal power recov-

ered, power trade with the local grid, and quantity of hydrogen that can be produced)

of a fuel cell power plant. Lozano et al. [195] proposed an integrated energy-planning

framework based on mixed integer linear programming to determine the optimal con�g-

uration of energy supply systems for tertiary sector buildings. The objective function is

the annual total cost and considers the legal constraints imposed in selling the surplus

electricity to the grid. Although these studies made signi�cant contribution to micro-

cogeneration system design, their results might be misleading because the coupling or

interaction between the multiple objectives has not been considered [146].

6.6 Criteria for the design of a micro-cogeneration

plant

As was discussed in Chapter 2, a good fuel cell system design satis�es the design

requirements and represents a trade-o� amongst the di�erent design objectives [31].

Thus, it is imperative to identify the critical criteria and those that can be sacri�ced

without jeopardising the design. In addition to the general fuel cell system design

criteria discussed in Section 3.2, this section considers the key issues for some of the

most important criteria speci�c for the design of a fuel cell micro-cogeneration plant.

6.6.1 Size

The optimal sizing of a micro-cogeneration unit is a continuing point of discussion

amongst engineers. A large unit can potentially provide higher electrical outputs, thus

higher cost and carbon savings. However, oversizing the unit increases the capital cost,

and can lead to excessive heat dumping which erodes the economic and environmental

bene�ts of the system if the power cannot be su�ciently turned down. Also, oversizing
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often results in cycling operation (repeated short operating cycles), which reduces the

e�ciency due to the losses incurred during startup and shutdown [196]. Undersizing

a micro-cogeneration system, however, will lead to greater reliance on backup heating

systems and grid electricity. If such backups are not available, the property will heat

up less quickly and may not reach comfortable internal temperatures [102].

Another key issue in sizing is the electrical output of the system relative to the site's

base load electricity demand. If export tari�s are not available, it is bene�cial to ensure

that all the electricity generated is used on-site. If they are, it may be economically

viable to generate large amounts of electricity provided that the property can utilise

the additional heat produced. In some cases there may be a bene�t from using a heat

storage which can act as an e�ective bu�er to support the production of hot water at

times of peak demand. However, any potential bene�ts may be undermined by the heat

losses associated with currently available heat storage.

The �eld trials undertaken by the Carbon Trust suggest that matching the capacity

of the micro-cogeneration to the heat demand of the property is often advantageous

[102]. In this case, the rated heat output of the micro-cogeneration system is sized to

adequately meet the comfort requirements of the end user on the coldest winter days.

Anything larger than this involves some modulating capability, heat dumping and/or

heat storage [197].

How a fuel cell micro-cogeneration unit is sized and operated is a trade-o� between

system e�ciency (fuel cost), unit size (capital cost) and heat-to-power ratio. Ang et

al. [3] have quanti�ed the trade-o�s between the e�ciency and the size of a PEFC stack.

In practice, accurate and detailed demand data for heat and electricity are fundamental

to accurately sizing a micro-cogeneration unit. Figure 6.5 shows a representative heat

and power load variation over the course of 24 h for a typical family home.
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Figure 6.5: Illustration of a typical electrical and heat load for a UK dwelling. Values
are in (average) kW, for each 5 min period of a typical winter day. Based on data from
IEA Annex 42 [198].

6.6.2 Conversion e�ciency

The e�ciency of a micro-cogeneration system is the fraction of the chemical energy

in the input fuel that can be recovered as electrical power and heat. There are three

primary e�ciencies associated with micro-cogeneration: the electrical e�ciency, the

thermal e�ciency and the overall e�ciency. In general, maximising the overall e�-

ciency often results in a high performance operation [102]. For micro-cogeneration, the

electrical e�ciency is more important than the thermal e�ciency due to the higher

value of electricity relative to heat, in terms of both cost and carbon intensity. Fuel

cells o�er signi�cantly higher electrical e�ciency than engine-based technologies and

can rival modern combined cycle gas turbine (CCGTs). However, their overall e�-

ciency is currently lower than engines, which is largely due to their relative immaturity

and di�culties in capturing low-grade waste heat [103].
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6.6.3 Heat-to-power ratio

The heat-to-power ratio a�ects the overall energy, cost and carbon savings bene�ts

of micro-cogeneration. Although the overall e�ciency is important, the relative level

of electrical output has the biggest impact on carbon saving performance. Relatively

small increases in electrical e�ciency (i.e. decreases in heat-to-power ratio) can result

in signi�cant increases in potential carbon savings [102]. The heat-to-power ratio of a

micro-cogeneration system can be varied by operating at di�erent electrical loads and

invoking the use of an auxiliary burner [103].

Fuel cells have relatively low heat-to-power ratio (∼0.6-2:1) compared with other micro-

cogeneration technologies. They are therefore able to operate well in properties with

limited demand for heat.

6.6.4 Transient response

Low temperature fuel cells are expected to operate intermittently in people's homes,

starting up and shutting down on most days [196,199,200]. The energy required to start

and stop the fuel cell system over the course of a year can be signi�cant, as electronic

systems must run before and after operation to provide adequate stack conditions,

and a long period of pre-heating is required to raise the generator's mass up to the

operating temperature. Although the fuel cell stack may be able to operate from

ambient temperature (in the case of PEFC), the fuel processor must be heated to several

hundred degrees before hydrogen can be produced. The annual seasonal e�ciency of a

fuel cell micro-cogeneration system will be lower than when measured at steady-state,

as the additional gas and electricity consumed during startup and shutdown need to be

accounted for [196].
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6.6.5 Reliability / availability / lifetime

Fuel cell micro-cogeneration systems are expected to operate for 40,000 to 80,000 hours,

equivalent to 10-20 years of intermittent usage. The e�ect of real-life conditions such

as impurities in fuel and oxidant can make the system's operating life shorter.

The latest PEFC systems are expected to exceed the 40,000 target [201]; however, as

none of these units have been operating for more than a year in the �eld this is impossible

to verify at present. The longest reported lifetimes so far from the Japanese �eld trials

have been around 20,000 hours [196]. Due to challenging materials requirements, SOFC

lifetimes are currently around half those for PEFC, with up to 15,000 hours reported in

�eld trials, and 20,000 hours expected to be attainable by micro-cogeneration systems

by 2015 [196].

Currently, both PEFC and SOFC stacks lose power at a rate between 0 and 5% per

thousand hours, depending on the design and materials used. Reduced catalytic activity

in the cells and reformer, combined with increasing cell resistance causes a gradual

drop in output voltage, and thus power output. This can shorten stack lifetime, but

mechanical deterioration of the cells is usually the limiting factor.

6.7 Conclusions

Fuel cells o�er many bene�ts for residential micro-cogeneration because of their high

electrical e�ciency, low emissions and low heat-to-power ratio, though it has yet to reach

full commercialisation. There are several key technical challenges, such as improving

the e�ciency and durability of operating systems and lowering the capital cost, that

need to be overcome for this technology to be successful. This chapter provides the

context for interest in fuel cell micro-cogeneration systems, the classication and the

technologies. The current state of the art of technology was surveyed and the criteria

relevant to the design of a fuel cell micro-cogeneration was discussed.
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The design of fuel cell micro-cogeneration systems involves decision-making in which

trade-o�s are made between con�icting objectives. The next chapters illustrate the use

of modelling and optimisation in informing system design by generating di�erent design

alternatives that contain these trade-o�s, thus allowing the design engineers to make

decisions in a quantitative and rational way.
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Chapter 7

Optimal design of a fuel cell

micro-cogeneration plant

A system-level mathematical model for a PEFC micro-cogeneration system is devel-

oped by integrating the PEFC stack model presented in Chapter 5 with the necessary

subsystems, namely the fuel processing subsystem, the thermal management subsystem

and the power management subsystem, for it to operate as a residential heat and power

generator. The design of such system naturally involves simultaneous optimisation of

two or more con�icting objectives including many decision variables and constraints. A

case study is presented to illustrate the use of the model in investigating the trade-o�

between con�icting objectives. For example, at a given thermal power rating there is

a trade-o� between the net power output and the fuel consumption. These two design

criteria are vital in assessing the economic bene�ts of the technology. Pareto sets, which

give the quantitative description of the trade-o�s between the net power output and the

fuel consumption, can be generated at di�erent thermal power ratings. Several results

on the design of a PEFC micro-cogeneration system for a single family dwelling are

presented.
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7.1 System description

Figure 7.1 shows a schematic of a typical PEFC based fuel cell system for residential

micro-cogeneration running on reformed hydrogen from natural gas (the description of

the subsystems are given in Ref. [202]). This system has been used as the basis for

modelling and optimisation studies performed on a fuel cell micro-cogeneration.

Fuel processing

Fuel cell stack

Power management

natural gas

water

air

Heat flow
Fluid flow
Electrical flow

blower

pump
hex1

SR PrOx

hum

stack

burner

To water and 
space heating

To parasitic 
power

WGS
hex2

hex3 hex4

hex5

batteryinv

Hot water 
storage

Heat / water management

deS

Figure 7.1: Schematic of a fuel cell micro-cogeneration system. The symbols in the di-
agram refer to: deS: desulphuriser; hex: heat exchanger; hum: humidi�er; inv: DC/AC
converter; PrOx: preferential oxidation reactor; SR: steam reformer; WGS: water gas
shift reactor.

A PEFC micro-cogeneration system converts natural gas, liquid petroleum gas (LPG),

or other readily accessible fuels into electrical or thermal energy via four subsystems.

In this study, natural gas is considered as the fuel. Thus, the system takes advantage

of the already established infrastructure and system for natural gas distribution in the

UK. First, the fuel processing subsystem, shown in light grey in Figure 7.1, generates a

hydrogen-rich gas mixture from the natural gas via steam reforming. Second, the fuel
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cell stack subsystem transforms the chemical potential in the hydrogen gas mixture

into DC electricity. Third, the thermal management subsystem, shown in dark grey

in Figure 7.1, manages the heat recovered from the fuel processing subsystem and fuel

cell subsystem for water and space heating. Fourth, the power management subsystem,

shown in white in Figure 7.1, converts the electric power into alternating current (AC)

and coordinates the electric power produced by the fuel cell with that drawn from grid.

Through these four subsystems, a PEFC micro-cogeneration system provides power and

heat for a home, o�ce or other building.

The subsequent sections discuss the mathematical model of the main components of

each subsystem.

7.2 Fuel processing subsystem

The equipment for fuel, air and water supplies are incorporated with the fuel processing

subsystem.

This subsystem is mainly composed of three reactors in series - steam reformer, water

gas shift reactor and preferential oxidation reactor. Hydrogen is generated from natural

gas via steam reforming. To produce hydrogen pure enough to be used in PEFCs,

additional processes such as water gas shift reaction and preferential oxidation are

employed. The shift and preferential oxidation reactors reduce the content of CO in the

reformate gases to the level acceptable for the PEFC. In this study, sulfur compounds

present in the fuel are assumed to be negligible, thus a desulfurisation step is not

necessary.

The reformate gases are further processed in a heat exchanger to bring down its tem-

perature to that of the fuel cell stack. Also, the air supplied to the cathode of the stack

is humidi�ed to prevent the membrane of the fuel cell from dehydrating.
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7.2.1 Fuel, air and water supplies

Natural gas from the gas distribution network is supplied to the fuel processor. At

times of high thermal and low electricity demands, the fuel processor, hence the fuel

cell stack, may be bypassed and the fuel may be fed directly into the afterburner. The

�ow rate of natural gas supplied to the system is:

MCH4,in = MCH4,sr,in +MCH4,burn,in (7.1)

A compressor is used to provide air to the system. The fuel processing subsystem and

the fuel cell subsystem may share the same air supply as they typically operate at

the same pressure. The air drawn by the compressor is distributed to the preferential

oxidation reactor, the fuel cell stack and the afterburner. The �ow rate of air supplied

to the system is:

Mair,in = Mair,hex3,in +Mair,hex4,in +Mair,burn,in (7.2)

In Figure 7.1, heat exchangers, hex3 and hex4, are used to heat up the air to the

temperature of the preferential oxidation reactor and the fuel cell stack, respectively.

The heat required by the heat exchangers are:

Qhex3 = (MO2,hex3,outCp,O2 +MN2,hex3,outCp,N2) (Thex3 − Tref,)

− (MO2,hex3,inCp,O2 +MN2,hex3,inCp,N2) (Tair,in − Tref) (7.3)

Qhex4 = (MO2,hex4,outCp,O2 +MN2,hex4,outCp,N2) (Thex4 − Tref)

− (MO2,hex4,inCp,O2 +MN2,hex4,inCp,N2) (Thex4,in − Tref) (7.4)

Similarly, the water supplied by the pump is converted to steam and is allocated to the
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steam reformer, the shift reactor and the humidi�er.

Mv
w,hex1,out = Mv

w,sr,in +Mv
w,wgs,in +Mv

w,hum,in (7.5)

The heat needed for steam generation, Qhex1, is:

Qhex1 = Mv
w,hex1,outC

v
w,hex1 (Thex1 − Tref) +Mv

w,hex1,out∆Hvap

−M l
w,pump,outC

l
p,w (Tpump − Tref) (7.6)

7.2.2 Steam reforming

The two main reactions taking place in the steam reformer are steam reforming and

slight water gas shift reaction

CH4 + H2O 
 CO + 3H2 4hrxn1 = 206 kJ/mol (7.7)

CO + H2O 
 CO2 + H2 4hrxn2 = −41 kJ/mol (7.8)

The model for the steam reformer is based on the model presented by Jahn and Schroer

[187], in which the steam reformer is considered as an equilibrium reactor. Reactions

7.7 and 7.8 are independent [187], hence, the component balances can be expressed in

terms of the extent of reactions. Equation 7.9 represents the CH4, H2O (vapour), H2,

CO2 and CO component balances.



MCH4,sr,out

Mv
w,sr,out

MH2,sr,out

MCO2,sr,out

MCO,sr,out


=



MCH4,sr,in

Mv
w,sr,in

0

0

0


+ ξ1



−1

−1

3

0

1


+ ξ2



0

−1

1

1

−1


(7.9)
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where ξ1 and ξ2 are the extent of reactions 7.7 and 7.8, respectively:

ξ1 = p1qM
v
w,sr,in (7.10)

ξ2 = p2qM
v
w,sr,in (7.11)

Polynomial approximations, based on two-dimensional Taylor series, are used to de-

scribe the equilibrium. The correlations are valid only at a constant pressure of 3 bar

and within a certain range of reactor temperature, Tsr, and steam-to-carbon ratio, λS/C,

speci�cally 773 K�1073 K and 2�5, respectively.

q =

(
1 w w2 w3 x x2 x3 wx w2x wx2

)T

(7.12)

w =
Tsr
100
− 9 (7.13)

x =
Mv

w,sr,in

MCH4,sr,in

− 3.5 = λS/C − 3.5 (7.14)

p1 = 10−3 ×
(

195.0 88.22 −5.504 −9.538 −30.41 7.821

−2.223 −27.61 −4.443 7.684

)
(7.15)

p2 = 10−3 ×
(

134.5 14.02 −19.62 2.491 −11.94 0.09909

0.3631 0.7817 2.711 −2.110

)
(7.16)

The overall reaction is endothermic. The heat needed for the reaction, Qsr, comes from

the overall heat recovered by the system and is given by equation 7.17.

Qsr =
(
MCH4,sr,outCp,CH4 +Mv

w,sr,outC
v
p,w +MH2,sr,outCp,H2 +MCO2,sr,outCp,CO2

+MCO,sr,outCp,CO) (Tsr − Tref)−Mv
w,sr,inC

v
p,w (Thex1 − Tref)

−MCH4,sr,inCp,CH4 (TCH4,in − Tref) + ξ14hrxn1 − ξ2∆hrxn2 (7.17)
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7.2.3 Water gas shift

The reformate gases leaving the steam reformer is a mixture of mainly hydrogen, carbon

dioxide, water vapour, some methane and carbon monoxide. As the platinum catalyst

in the fuel cell is extremely prone to CO poisoning, the reformate gases are taken to

the water shift gas reactor where CO reacts with additional steam producing more H2

and CO2.

The shift reactor is also modelled as an equilibrium reactor. The equilibrium composi-

tion and temperature of the gases leaving the shift reactor are calculated from mass and

energy balances and temperature-dependent correlation for the equilibrium constant for

the shift reaction. Since the equilibrium data is the equilibrium constant instead of the

extent of reaction, it is more straightforward to use elemental balances in place of com-

ponent balances. Equation 7.18 gives the overall mass balance and the C, H and O

elemental balances.



1 1 1 1 1 1

1 0 0 1 1 0

2 1 1 0 0 1

0 1 0 2 1 1





MCH4,sr,out

Mv
w,sr,out

MH2,sr,out

MCO2,sr,out

MCO,sr,out

Mv
w,wgs,in


=



1 1 1 1 1

1 0 0 1 1

2 1 1 0 0

0 1 0 2 1





MCH4,wgs,out

Mv
w,wgs,out

MH2,wgs,out

MCO2,wgs,out

MCO,wgs,out


(7.18)

The equilbrium constant, Kp, expressed in terms of the partial pressures of the gases

leaving the shift reactor can be expressed as:

Kp =
PCO2,wgsPH2,wgs

PCO,wgsPw,wgs

(7.19)
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where Pi is the partial pressure of each gaseous component:

Pi = Pwgs
Mi∑
Mi

, i = CO2, H2, CO, H2O (7.20)

For reaction 7.8, the dependence of Kp on the temperature of the shift reactor is given

by equation 7.21 [203].

Kp = exp

[
4577.8

Twgs

− 4.33

]
(7.21)

The temperature of the gases leaving the shift reactor, Twgs, can determined from the

energy balance:

(
MCH4,sr,outCp,CH4 +Mv

w,sr,outC
v
p,w +MH2,sr,outCp,H2 +MCO2,out,srCp,CO2

+MCO,sr,outCp,CO) (Tsr − Tref) +Mv
w,wgs,inC

v
p,w (Twgs,in − Tref)

=
(
MCH4,wgs,outCp,CH4 +Mv

w,wgs,outCp,wgs +MH2,wgs,outCp,H2 +MCO2,wgs,outCp,CO2

+MCO,wgs,outCp,CO) (Twgs − Tref)− (MCO,sr,out −MCO,wgs,out) ∆hrxn2 (7.22)

7.2.4 Preferential oxidation

To ensure that the CO concentration in the resulting gas is at an acceptable level that is

not detrimental to PEFC (typically below 100 ppm), the CO content is further reduced

in the preferential oxidation reactor where CO is catalytically oxidised with oxygen

from air.

CO +
1

2
O2 
 CO2 4hrxn3 = 279.5 kJ/mol (7.23)

The molar �ow rates of the gases leaving the preferential oxidation reactor can de
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determined from the mass balances around the preferential oxidation reactor:



MCH4,prox,out

Mv
w,prox,out

MH2,prox,out

MCO,prox,out

MCO2,prox,out

MO2,prox,out

MN2,prox,out



=



MCH4,wgs,out

Mv
w,wgs,out

MH2,wgs,out

MCO2,wgs,out

MCO,wgs,out

MO2,hex3,out

MN2,hex3,out



+ ξ3



0

0

0

−1

1

−0.5

0



(7.24)

The temperature of the gases leaving the preferential oxidation reactor can be obtained

from the energy balance:

(
MCH4,wgs,outCp,CH4 +Mv

w,wgs,outC
v
p,w +MH2,wgs,outCp,H2 +MCO2,wgs,outCp,CO2

+MCO,wgs,outCp,CO) (Twgs − Tref) + (MO2,hex3,outCp,O2 +MN2,hex3,outCp,N2) (Thex3 − Tref)

=
(
MCH4,prox,outCp,CH4 +Mv

w,prox,outC
v
p,w +MH2,prox,outCp,H2 +MCO2,prox,outCp,CO2

+MN2,prox,outCp,N2 +MO2,prox,outCp,O2 +MCO,prox,outCp,CO) (Tprox − Tref)− ξ3∆hrxn3

(7.25)

where ξ3 is the extent of reaction 7.23. In this work, it is assumed that the PROX

reactor is operating perfectly, i.e. all CO is preferentially converted to CO2. Thus, ξ3

can be expressed as follows:

ξ3 = MCO,wgs,out (7.26)

The assumption of a perfect reactor may be a source of modelling error because de-

pending on the type of catalyst and operating conditions, combustion of H2 present in

the reformate gases may occur. Simplication such as this are common due to the lack

of suitable data for selectivity. For example, Hawkes et al. [58] assumed that all CO

is converted to CO2 through the water gas shift reaction and hence did not consider

further CO reduction in a preferential oxidation reactor. In addition, Pukrushpan et
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al. [204] combined the water gas shift reactor and preferential oxidation reactor as one

unit. Pukrushpan et al. modelled the lumped reactors in a simple manner by assuming

a �xed percentage conversion of H2. The possible combustion of H2 in the preferential

oxidation reactor was also not considered in both works.

7.2.5 Further fuel processing

The reformate gases leaving the preferential oxidation reactor is hot and oversaturated

with water. A phase change heat exchanger, hex2, is used to cool down the anode gases

to the operating temperature of the fuel cell stack. In this study, the stack temperature

is assumed to be operating at constant temperature of 80◦C. Thus, some of the water

vapour in the reformate gases may condense. The �ow rates of water that has condensed

and has remained in the vapour phase are given by equations 7.27 and 7.28, respectively.

M l
w,hex2,out = Mv

w,prox,out −Mv
w,hex2,out (7.27)

Mv
w,hex2,out =

P sat
w,hex2 (MCH4,hex2,out +MH2,hex2,out +MN2,hex2,out +MCO2,hex2,out)

Phex2 − P sat
w,hex2

(7.28)

The liquid water is separated and collected in a water tank for use in the fuel processing

subsystem or for water and thermal management of the PEFC. The heat recovered from

the heat exchanger, Qhex2, is taken to the thermal management subsystem.

Qhex2 =
(
MCH4,prox,outCp,CH4 +Mv

w,prox,outC
v
p,w +MH2,prox,outCp,H2 +MCO2,prox,outCp,CO2

+MN2,prox,outCp,N2) (Tprox − Tref)−
(
MCH4,hex2Cp,CH4 +Mv

w,hex2C
v
p,w +M l

w,hex2C
l
p,w

+MH2,hex2Cp,H2 +MCO2,hex2Cp,CO2 +MN2,hex2Cp,N2) (Thex2 − Tref) (7.29)

The reformate gases entering the anode of the fuel cell stack is saturated with water

vapour and enters the anode at 100% relative humidity. Thus, the need for an anode

humidi�er is eliminated. On the other hand, the air supplied to the cathode of the

stack passes through a humidi�er and enters the cathode with at least 50% relative
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humidity. The humidi�er is operated at the temperature of the stack. The �ow rate of

water required for humidi�cation, Mv
w,hum,in, can be calculated from the energy balance

around the humidi�er.

Mv
w,hum,in =

[(
MO2,hum,outCp,O2 +MN2,hum,outCp,N2 +Mv

w,hum,outC
v
p,w

)
(Thum − Tref)

− (MO2,hex4,outCp,O2 +MN2,hex4,outCp,N2) (Thex4 − Tref)]
1

Cv
p,w (Thum,in − Tref)

(7.30)

7.3 Fuel cell subsystem

The fuel cell stack is the heart of the PEFC micro-cogeneration system. It transforms

the chemical potential in the hydrogen gas mixture from the fuel processing subsystem

into direct current electricity. The reactions that produce electricity take place at the

electrodes are given in Eqs. 2.1-2.3.

The fuel cell stack model was used in Chapter 5 to investigate the trade-o�s between the

e�ciency and the size of the system. The model takes into account the electrochemical

reaction, the vapour-liquid equilibrium of water, the electro-osmotic drag transport of

water, the back di�usion of water, and the chemical component balances. In Figure

7.1, a di�erent set of components are entering the fuel cell stack, therefore, Eqs. 5.1

- 5.23 must be modi�ed such that i = CH4, H2O, H2, CO2, and N2 for the anode and

i = H2O, O2, and N2 for the cathode.

The molar �ow rates of the component gases can be computed from the mass balances.

In this work, it is supposed that only the H2 in the gases entering the anode is electro-

chemically oxidised, similar to the assumption in Ref. [58]. In addition, only the water

molecules can migrate across the membrane. Also, within the operating conditions con-

sidered in this study, only the water component of the gases can evaporate or condense.

Thus, for a given current density, I, the component balances around the stack can be
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expressed as



MH2,a,out

Mv
w,a,out

MCH4,a,out

MCO2,a,out

MN2,a,out

MO2,c,out

Mv
w,c,out

MN2,c,out



=



MH2,hex2,out

Mv
w,hex2,out

MCH4,hex2,out

MCO2,hex2,out

MN2,hex2,out

MO2,hum,out

Mv
w,hum,out

MN2,hum,out



+ ξ4



−1

0

0

0

0

−0.5

1

0



+



0

−AαI
F

0

0

0

0

AαI
F

0



+



0

M l
w,a,out

0

0

0

0

M l
w,c,out

0


(7.31)

The second, third and fourth vectors on the right of equation 7.31 represent the changes

in molar �ow rates of the components due to the electrochemical reaction, the migration

of water across the membrane, and the phase change, respectively. The extent of

reaction, ξ4, is given by the rate of hydrogen consumption:

ξ4 =
AI

2F
(7.32)

The amount of heat generated by the stack, Qstack, can be obtained from the energy

balance around the stack, as presented in equation 7.33. This heat is captured and

passed on to the thermal management subsystem.

Qstack = ncell
AI

2F
∆hrxn4 − ncellAIVcell +

(
M l

w,a +M l
w,c

)
∆Hvap (7.33)

7.4 Thermal management subsystem

The major components of this subsystem are an afterburner, a phase change heat

exchanger, and a heat storage tank. Thus, a PEFC micro-cogeneration system can be

viewed as a condensing boiler that can generate electricity.
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7.4.1 Afterburner

The gases leaving the anode and cathode of the fuel cell stack is taken to an afterburner,

where combustion of unreacted H2 and CH4 takes place to obtain additional heat. It

is supposed that the combustion reactions taking place in the afterburner proceed into

completion. In this case, a certain level of excess air is needed to ensure complete

combustion. Percent excess air is a term used to describe how much more air is used

for combustion than necessary. In this study, it is assumed that at least 50% excess air

is used.

The �ow rate of air supplied to the afterburner can be computed from the theoretical

oxygen, θ, which describes the �ow rate of oxygen needed to completely consume all

the fuel that is being fed to the afterburner.

θ = 2MCH4,a,out + 0.5MH2,a,out + 2MCH4,burn,in (7.34)

By denoting the excess air as χ, the �ow rate of air supplied to the afterburner,

MO2,burn,in, can be calculated as:

MO2,burn,in = (1 + χ) θ (7.35)

MN2,burn,in =
0.79

0.21
MO2,burn,in (7.36)

Mair,burn,in = MO2,burn,in +MN2,burn,in (7.37)

The �ow rate of gases leaving out of the afterburner can be determined from the mass

balances. Equation 7.38 represents the overall mass balance and the C, H, O and N
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elemental balances.



1 1 1 1

1 0 0 0

0 2 0 0

2 1 2 0

0 0 0 2





MCO2,burn,out

Mv
w,burn,out

MO2,burn,out

MN2,burn,out


=



1 1 1 1 1 1 1 1 1 1 1

1 0 0 1 0 0 0 0 0 0 1

4 2 2 0 0 2 0 0 0 0 4

0 1 0 2 0 1 2 1 2 2 0

0 0 0 0 2 0 0 2 0 2 0





MCH4,a,out

Mv
w,a,out

MH2,a,out

MCO2,a,out

MN2,a,out

Mv
w,c,out

MO2,c,out

MN2,c,out

MO2,burn,in

MN2,burn,in

MCH4,burn,in


(7.38)

The temperature of the the exhaust gases leaving the afterburner, Tburn, can be calcu-

lated from the energy balance around the afterburner:

(
MCH4,a,outCp,CH4 +Mv

w,a,outC
v
p,w +MH2,a,outCp,H2 +MCO2,a,outCp,CO2

+MN2,a,outCp,N2) (Ta − Tref) +
(
Mv

w,c,outC
v
p,w +MO2,c,outCp,O2

+MN2,c,outCp,N2) (Tc − Tref) + (MO2,burn,inCp,O2 +MN2,burn,inCp,N2) (Tburn,in − Tref)

+MCH4,burn,inCp,CH4 (TCH4,burn,in − Tref) =
(
Mv

w,burn,outC
v
p,w +MCO2,burn,outCp,CO2

+MO2,burn,outCp,O2 +MN2,burn,outCp,N2) (Tburn − Tref)− (MCH4,burn,in +MCH4,a,out)4HLHV,CH4

−MH2,a,out4HLHV,H2 (7.39)

7.4.2 Phase change heat exchanger

The heat from the high-temperature combustion gases leaving the afterburner is ex-

tracted using a phase change heat exchanger, hex5. The heat comes from the cooling

of the exhaust gases, but the majority of the heat recovered is from the condensation
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of the water vapour in the exhaust gases. The �ow rates of water that has condensed

and has remained in the vapour phase are given by equations 7.40 and 7.41, respec-

tively. The condensed water is collected in a water tank for use in the fuel processing

subsystem or for water and thermal management of the PEFC.

M l
w,hex5 = Mv

w,burn,out −Mv
w,hex5,out (7.40)

Mv
w,hex5,out =

P sat
w,hex5 (MCO2,hex5,out +MO2,hex5,out +MN2,hex5,out)

Phex5 − P sat
w,hex5

(7.41)

The heat recovered from the condenser can be calculated from the energy balance:

Qhex5 =
(
Mv

w,burn,outC
v
p,w +MCO2,burn,outCp,CO2 +MO2,burn,outCp,O2

+MN2,burn,outCp,N2) (Tburn − Tref)−M l
w,hex5,outC

l
p,w (Thex5 − Tref)

−
(
Mv

w,hex5,outC
v
p,w +MCO2,hex5,outCp,CO2 +MO2,hex5,outCp,O2

+MN2,hex5,outCp,N2) (Thex5 − Tref) +M l
w,hex5,out∆Hvap (7.42)

7.4.3 Heat storage

A hot water tank stores the heat recovered from the system. The major sources of heat

are the fuel cell stack and heat exchangers used to cool down the afterburner exhaust

gases and hot reformate gases:

Qrec = Qstack +Qhex5 +Qhex2 (7.43)

where Qrec is the total heat that can be recovered from the system. The heat retrieved

from the stack, Qstack, is given by Equation 7.33, whilst the heat captured from the

heat exchangers, Qhex5 and Qhex2, are presented in Equations 7.42 and 7.29.

Part of the recovered heat is returned to the system to provide the heat needed by the
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steam reformer, the steam generation, and the pre-heating of the reactant gases.

Qprs = Qsr +Qhex1 +Qhex3 +Qhex4 (7.44)

where Qprs is the parasitic heat. The heat required for steam reforming, Qsr, is given

by equation 7.17, for steam generation, Qhex1, by equation 7.6, and for reactants pre-

heating, Qhex3 and Qhex4, by equations 7.3 and 7.4.

It is supposed that a certain percentage of the net heat recovered,(1− ηhs), is lost to

the surroundings. The net thermal output, Qdel, is used for water and space heating.

Qdel = ηhs (Qrec −Qprs) (7.45)

7.5 Power management subsystem

The power management subsystem coordinates the electric power produced by the

fuel cell with that drawn from or exported to the grid. At times of excess electricity

production it can be exported to the grid, and imported at times of high electrical load.

The power output of the fuel cell stack given by equation ?? is a DC electric power. A

DC/AC inverter converts the DC electric power into alternating current (AC) appro-

priate for electrical appliances and for export to the grid. In this work, the e�ciency

of the inverter, ηinv, is assumed to be 95% [103]. Part of the generated AC electric

power is used for the parasitic loads such as the air compressor and the water pump.

Therefore, the net power output of the system is:

Wdel = ηinvWstack −Wprs (7.46)

where Wprs is the parasitic power, which includes the power consumption of the water
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pump, Wpump, and the air compressor, Wcomp:

Wprs = Wpump +Wcomp (7.47)

Wpump =
64.8× Head× SG

367ηpump

M l
w,pump,in (7.48)

Wcomp =
cc× Tair,in
ηcηm

[(
P

Pin

)0.286

− 1

]
mair (7.49)

7.6 System e�ciencies

The performance of a system is usually evaluated using the e�ciency. For a micro-

cogeneration system, e�ciency is de�ned as the fraction of the input fuel that can be

recovered as power and heat. There are three primary e�ciencies associated with a

micro-cogeneration system. These are the electrical e�ciency, the thermal e�ciency,

and the overall e�ciency:

ηelec =
Wdel

Wfuel

(7.50)

ηthermal =
Qdel

Wfuel

(7.51)

ηoverall =
Wdel +Qdel

Wfuel

= ηelec + ηthermal (7.52)

where Wdel is the net power output or the delivered power (equation 7.46), Qdel is

the net thermal output or the delivered heat (equation 7.45), and Wfuel is the power

inherent in the fuel used (equation 7.53). The fuel consumption is given by the following

equation:

Wfuel = MCH4,in4HLHV,CH4 (7.53)

For the energy balances in the model, the dependence of the heat capacity of each

component, i, on temperature is given by Eq. 7.54 [205]. The values of the coe�cients

in Eq. 7.54 are presented in Table 7.1. The heat of vapourisation of water as a function
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of temperature is expressed by Eq. 7.55 [148].

Cp,i = R

(
ai + biT + ciT

2 +
di
T 2

)
(7.54)

Hvap = 45070− 41.94 (T − 273) + 3.44× 10−3 (T − 273)2

+ 2.54810× 10−6 (T − 273)3 − 8.98× 10−10 (T − 273)4 (7.55)

Table 7.1: Heat capacities of gases [205].

Component a b ×103 c×106 d×10−5

CH4 1.702 9.081 -2.164 0
H2 3.249 0.422 0 0.083
O2 3.639 0.506 0 -0.227
N2 3.280 0.593 0 0.040

H2O(v) 3.470 1.450 0 0.121
H2O(l) 8.712 1.250 -0.180 0
CO2 5.457 1.045 0 -1.157

Table 7.2 gives the values of the constant parameters used in the PEFCmicro-cogeneration

system model.
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Table 7.2: Parametric constants in the PEFC micro-cogeneration system model.

Parameter Value Ref.
Afterburner
Lower heating value of hydrogen (4HLHV,H2) 241× 103 J mol−1 [48]
Lower heating value of methane (4HLHV,CH4) 800× 103 J mol−1 [2]

Compressor [152]
Connecting e�ciency (ηc) 0.85
Entry air temperature (Te) 288 K
Inlet pressure (Pin) 1 atm
Motor e�ciency (ηmt) 0.85
Speci�c heat constant of air (cp) 1004 J K−1kg−1

Fuel cell stack
Ampli�cation constant (β) 0.085 V(cm2A−1)k [28, 151]
Di�usion coe�cient of water in membrane (D◦) 5.5× 10−7 cm2 s−1 [125]
Dimensionless power in the ampli�cation term (k) 1.1 [28,151]
Dry density of the membrane (ρm,dry) 2.0 g cm−3 [125]
Dry equivalent weight of the membrane (Mm,dry) 1100 g mol−1 [125]
Heat of electrochemical reaction (4hfc) −241× 103 J mol−1 [171]
Limiting current density (IL) 1.4 A cm−2 [28]
Oxygen exchange current density (I0) 0.01 A cm−2 [149]
Reversible open-circuit potential (Voc) 1.1 V [149]
Thickness of the membrane (tm) 5× 10−3 cm (50 µm)

Preferential oxidation reactor
Heat of reaction (4hprox) −279.5× 103 J mol−1 [2]

Pump [?]
E�ciency (ηpump) 0.75
Head (di�erence between height of suction and discharge) 1 m
Speci�c gravity of water (SG) 1

Steam reformer
Heat of reaction (4hsr) 206× 103 J mol−1 [187]

Water-gas-shift
Heat of reaction (4hwgs) −41× 103 J mol−1 [2]
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7.7 Case study: Trade-o� between power output and

fuel consumption of a fuel cell micro-cogeneration

plant

There is a trade-o� between the net electrical power output and the fuel consumption

of a fuel cell micro-cogeneration system. Ideally, the system is operated at high power

output and low fuel consumption, thus, the optimisation problem will involve max-

imisation of power output and minimisation of fuel consumption. These are con�icting

because more fuel is needed to produce additional power. Also, in some cases, electricity

in excess of the site requirements is generated which can be sold to the grid. However,

exported electricity has a lower value compared to the electricity used on site. Deciding

which of the two objectives - power output or fuel consumption - is more important

depends on the cost of the fuel and electricity and the buyback rate of electricity ex-

ported to the grid. The inherent variability in the cost introduces di�culty in deciding

which operating point is most bene�cial economically. Thus, information that shows

the compromise between the power output and the fuel consumption is an important

tool in identifying the most suitable operating design for a given thermal and electrical

demands.
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7.7.1 Multi-objective optimisation

The multi-objective optimisation problem is formulated using the weighting method as

min z = −ωWdel + (1− ω)Wfuel (7.56)

w.r.t. design parameters and operating conditions

subject to mass and energy balances

electrochemical model

equilibrium relations

...

physical constraints

bounds on some of the design variables

where Wdel is the net power output in kW, Wfuel is the fuel consumption in kW, z is

the weighted sum of the objectives, and ω ∈ [0, 1] represents the weighting factors. The

negative sign preceding the net power output objective denotes a maximisation problem.

Single-objective optimisation problems, i.e., minimisation of the fuel consumption and

maximisation of the net power output, are represented at the extreme points ω = 0

and ω = 1, respectively. Evaluating the optimisation problem for any ω ∈ (0, 1) will

produce solutions between these extremes where both objectives are simultaneously

considered. The value of ω gives the relative importance of each objective.

The optimisation problem is subject to the constraints imposed by the mass and energy

balances, the electrochemical model, the equilibrium relations, the transport equations,

physical constraints and bounds on the design variables. The model was implemented in

the GAMS [160] modelling language and was solved using LINDOGlobal. LINDOGlobal

uses the branch-and-cut method to break a nonlinear programming (NLP) model down

into a list of subproblems [161]. A discussion of the branch-and-cut method is given in

Ref. [162].
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7.8 Results and discussion

Figure 7.2 gives the trade-o� solutions for fuel consumption vs. power output of a fuel

cell micro-cogeneration plant at a thermal power rating of 9 kWth. The highest point

is the optimal solution for the single-objective maximisation of the net electrical power

output without taking the fuel consumption into account. Conversely, the lowest point

is the optimal solution for the single-objective minimisation of the fuel consumption

regardless of the power output. The results indicate that the lowest fuel consumption

occurs when the system is operating in �boiler only� mode, i.e., the net electrical power

output is zero. In this case, the system is still generating some electrical power but all

of this is used to service the parasitic loads such as the blower and the water pump.

It can also be observed from Figure 7.2 that at power output below 7 kWe, the power

output trades almost linearly with the fuel consumption. In this region, roughly 0.85 We

additional power is produced for every W of extra fuel. At power output above 7 kWe,

it is not economically practical to operate the system because there are no signi�cant

gains in power output with increase in fuel consumption. The limit on the maximum

attainable net power output can be attributed to the �xed size of the fuel cell. In this

study, the total active area of the membrane electrode assembly is considered to be 1.6

m2 (e.g., 40 cells, each with active area of 20×20 cm2).
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Figure 7.2: Pareto set showing the trade-o�s between the net electrical power output
(Wdel) and fuel consumption (Wfuel).
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Figure 7.3 shows the overall e�ciency plotted against the fuel consumption. The �gure

indicates that placing more importance on the net power output as an objective leads

to a decrease in the overall e�ciency. Furthermore, the micro-cogeneration system can

achieve an overall e�ciency as high as 93%. The lowest overall e�ciency is about 65%

which is still higher than the 50-60% overall e�ciency of a modern combined cycle

power plant [98].
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Figure 7.3: Values of the overall e�ciency corresponding to the Pareto set in Figure
7.2.

Figure 7.4 shows the values of the electrical and thermal e�ciencies corresponding to

the Pareto set in Figure 7.2. It can be observed that a maximum value of the electrical

e�ciency occurs for a particular value of the weighting factor. Interestingly, the solution

of the single-objective maximisation of the power output does not necessarily result in a

maximum electrical e�ciency. Finally, there is a trade-o� between the thermal e�ciency

and the electrical e�ciency. At high thermal e�ciency, the electrical e�ciency is low

and vice versa. This clearly demonstrates the ability of the fuel cell to operate with a

variable heat to power ratio.
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Figure 7.4: Values of the individual e�ciencies, (a) electrical e�ciency and (b) thermal
e�ciency, corresponding to the Pareto set in Figure 7.2.

7.9 Conclusions

A system-level mathematical model for a system, which builds up on the PEFC model,

suitable for multi-objective optimisation is presented. Sub-systems, such as the fuel cell

stack, the fuel processing, the thermal and the power management, necessary to operate

the system as a residential heat and power generator are modelled. There is a trade-o�

between the net power output and the fuel consumption when the system is operated

in a heat-led manner to deliver a particular thermal demand. For the net power output

below 7 kW, the net power output trades almost linearly with the fuel consumption,

speci�cally ∼ 0.85 Watt additional net power output is produced for every Watt of
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extra fuel. For some values of the weighting factors, a surplus or a shortage in the net

power output may result. Economic factors such as costs of natural gas and electricity

and the buy-back rate of electricity exported to the grid determines whether this power

is exported to or imported from the grid.
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Chapter 8

Model application: investigation of the

e�ectiveness of di�erent fuel cell

micro-cogeneration operating

strategies

This chapter illustrates the use of the fuel cell micro-cogeneration system model devel-

oped in Chapter 7 in informing manufacturers and designers as to the relative bene�t

of three of the various operating strategies: constant-output mode, restricted-output

mode and continuous-output mode. The e�ects of the di�erent operating modes are in-

vestigated by using the gas and electricity consumption data of UK households recorded

on a �ve-minute interval throughout a representative day.

This chapter does not investigate the total investment cost of a fuel cell micro-cogeneration

system. The capital cost of the plant is deliberately not included to maintain the focus

on the operating cost of each strategy. Therefore, this is not an investigation into the

overall economy of a fuel cell micro-cogeneration investment, and only relates to how

the system is to be operated. Some works that considered the total system cost and per-

formance include Refs. [58,206�208]. Also, in this chapter no attempt was made to sim-
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ulate the transient performance (e.g., during startup, shutdown or part-load/overload)

of the fuel cell micro-cogeneration system. In practice, however, micro-cogeneration

systems will be subjected to heat and power requirements that emerge in real time

and this will have a considerable e�ect on the operating mode and controllability (e.g.,

on/o�/turndown decisions) of a micro-cogeneration system.

8.1 Energy demands

Accurate and detailed demand data for electricity and heat are necessary to appro-

priately investigate the e�ectiveness of the di�erent operating strategies a fuel cell

micro-cogeneration system. This section and the next describe the key characteristics

of the electrical and thermal demands occurring within UK dwellings.

In the UK domestic sector, average annual heat and power demands amount to approx-

imately 17 MWht and 4.6 MWhe, respectively [102]. The total energy consumption per

dwelling per unit time changes signi�cantly, and depends on a broad range of factors

such as geographical location, building design, the e�ciency of the space heating sys-

tems, the stock of domestic applicances, occupancy patterns, attitudes towards energy

use and disposable income [169,209]. For these reasons, , it is di�cult to correlate the

house size and the heating demand. Therefore, de�ning a �typical home� for investiga-

tion is not a trivial task, nor determining an optimal micro-cogeneration design for UK

homes in general.

The energy demand data collected by the IEA Energy Conservation in Buildings and

Community Systems [198] was employed. The database consists of daily electricity and

gas consumption data 1, which were recorded on a 5 minute time base for 69 detached

dwellings in the UK. Analyses of this database indicated that the average electrical

load of each home was in the range 0.3�1.0 kWe and that the daily peak electrical loads

varied from 0.6�15 kWe. The database was searched to �nd representative daily demand

1The gas consumption data applies only to central-heating boilers and excludes gas �res and gas
cookers.
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pro�les. The focus was placed on households employing mainly electrical appliances and

a gas-�red central-heating system (for meeting both space and water heating needs);

homes with electric space heating systems were not considered. Similarly, no attempt

was made to analyse the in�uence of future trends in domestic energy usage.

A household's thermal demand may be considered to consist of three components:

1. Space heating

This depends to a great extent on the season/weather, house design, and occu-

pancy pattern. If all occupants are absent during the day the heating system

tends to be employed only in the morning and evening; but if not, space heat-

ing may be required for one relatively long period, for example, from morning to

midnight [168].

2. Domestic hot water

This is usually met by the central heating boiler, but may be satis�ed by electric-

ity. Excluding those who use an o�-peak electricity tari�, about 12% of households

utilise electric immersion heaters throughout the year, while approximately 20%

do so in summer [168]. In general, hot water is used irregularly in wide-ranging

amounts for several di�erent purposes. However, unlike requirements for space

heating and electricity, the hot water load can be decoupled from the demand in

most homes by means of the conventional hot water storage tank.

3. Cooking

This may be fuelled by gas, electricity, oil, or solid fuel. Micro-cogeneration de-

sign solutions do not usually extend to utilising the recovered heat to satisfy

the thermal load due to cooking, because (unlike domestic hot water and space

heating), cooking is characterised by requirements for small heat inputs at high

temperatures for relatively short durations. However, if the thermal loads due

to cooking are met by electricity (which applies for approximately half of UK
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homes and signi�cantly greater proportions in most other EU nations [210]), rel-

atively large �uctuations in the electrical demand pro�le tend to occur during

peak periods. Households that prefer non-electric cooking and a traditional ket-

tle (i.e., gas heated) will place a much smoother electrical demand pro�le on a

micro-cogeneration system [209].

8.2 Transient demand characteristics of an individual

dwelling

From the dataset of houses that were monitored for one year, one house was randomly

identi�ed for detailed investigation. The total annual electricity and gas consumptions

for this detached house were 8.5 MWhe and 20.9 MWht, respectively. Individual days

exhibited signi�cant variations in both the thermal and electrical demand, but a moving

average shows that the daily electricity consumption over the year is fairly consistent,

whilst the heat requirement exhibits considerable seasonal variation, with much higher

daily consumption during winter (Figure 8.1). For this home, the minimum and max-

imum daily electricity consumptions were 6.98 kWhe on a Thursday in July and 43.46

kWhe on a Saturday in January, respectively. The minimum and maximum daily ther-

mal demands were 0 kWht on a Tuesday in August, and 178.48 kWht on a Wednesday

in December. Approximately 15 kWht per day is almost always present throughout

the year and this represents domestic water heating (that is, the base load), whilst the

space heating load dominates during the winter season.

A simple classi�cation of days may be derived from the distribution of daily thermal

demand across the year (Figure 8.2): (A) days with thermal demand of 10 kWht and (B)

days with thermal demand 80 of kWht. Type A days amounted to 36% of the sample

with an average thermal demand of 10.9 kWht, whilst the remainder were characterised

by an average of 79.60 kWht. On an annual basis the variations in the daily thermal

and electrical demands were large, having coe�cients of variation (COV) of 80% and

186



J
F

M
A

M
J

J
A

S
O

N
D

02040608010
0

12
0

14
0

16
0

Ti
m

e 
of

 y
ea

r

Daily consumption (kWh)

El
ec

tri
ci

ty
El

ec
tri

ci
ty

 - 
ro

lli
ng

 a
ve

ra
ge

H
ea

t
H

ea
t -

 ro
lli

ng
 a

ve
ra

ge

F
ig
u
re

8.
1:

T
re
n
d
s
in

th
e
d
ai
ly

an
d
30
-d
ay

ro
ll
in
g
av
er
ag
e
h
ea
t
an
d
p
ow

er
d
em

an
d
s
fo
r
a
si
n
gl
e
h
ou
se

fr
om

J
an
u
ar
y
an
d
D
ec
em

b
er
.

187



40%, respectively.The spread of thermal demand in summer (COV = 39% for A days)

is lower than that of the heating season (COV = 44% for B days). This indicates that

the daily electrical demand �uctuates but exhibits little seasonal change, while thermal

requirements tend towards a minimum value of 36% for the year.
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Figure 8.2: The daily thermal vs. electrical demand values on a log-log scale for the
household with demand shown in Figure 8.1.

The daily electrical demand pro�le demonstrates a base load of about 100 We, irrespec-

tive of season. Some contributors to the base load include refrigeration appliances and

other items on standby, most of which have a low power requirement. The remaining

components of the demand pro�le tend to be of varying magnitude and may be cate-

gorised loosely as irregular, elective, or biased [209]. Biased loads are those that likely to

happen on most days at similar times, or a reasonably predictable time, for instance, use

of lighting and televisions. The majority of appliances in a household may be classi�ed

as elective loads as they are operated mainly at the user's discretion (such as an electric

kettle, washing machine, or lawn mower); predicting when these demands will occur is

very di�cult to ascertain [211]. Large cyclic loads such as immersion heaters and tum-

ble dryers may be considered irregular, although they may be biased by a timeswitch

to take advantage of o�-peak electricity tari�s [209]. Di�erent combinations of these
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loads exist throughout any given day, but a relatively high degree of coincidence occurs

during peak period(s). Much of a day's electricity consumption occurs when the use of

lighting and domestic appliances coincides, resulting in noticeable �uctuations in the

demand pro�le from ∼100 We to several kilowatts. A representative electrical demand

pro�le (for a day in January 2008) for this home was selected for assessing prospective

micro-cogeneration systems (Figure 8.3).
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Figure 8.3: The daily electrical demand pro�le employed for simulation purposes.

The heat-to-power ratio of a micro-cogeneration system needs to agree with the house-

hold's heat-to-power demand ratio. A household's heat-to-power demand ratio changes

markedly during a 24 hour period, displaying numerous sudden increases and decreases.

Analysis of daily pro�les of the heat-to-power ratio when time-averaged month of the

year, indicates that values can easily reach 50:1, while daily averages lie mainly in

the range 2:1 to 8:1 [211, 212]. Thus, matching the output of a micro-cogeneration

system to this demand characteristic throughout the year is very challenging without

relying on network electricity and supplementary heating, and/or appropriately sized

energy-storage facilities.

Matching the size and operation of a micro-cogeneration unit to the demand charac-
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teristics of an individual household is important both for the system designer and the

operator. Table 8.1 considers di�erent combinations of daily heat and power demands.

Similarly there are several behavioural factors that occur on a short-time base, which

will in�uence the heat and power demands that can be captured by a micro-cogeneration

system on a given day. For instance, the thermal demand during the early part of a

winter's day may be very high whilst the electrical demand is low (due to the inactivity

of the occupants), and although two successive days may have similar total electricity

consumptions the patterns of electricity use may di�er signi�cantly [169]. Such factors

serve to complicate the estimation of the cost savings for a given micro-cogeneration

system design.

The currently accepted parameters for the successful adoption of a micro-cogeneration

system include the requirement for heat-to-power ratio of approximately 4:1, and a

consistent electrical base load for about 17 hours per day [213]. Given the irregular

demand characteristics of an individual dwelling, it is challenging to reconcile this

general objective with the requirements for supplying a single home. Amongst the many

design problems are the following: What micro-cogeneration size will be best? What

e�ciency is desirable? What cost saving might be achieved for a micro-cogeneration

implementation? How much electricity/heat will be required to supplement the micro-

cogeneration system? To investigate these issues, the model developed in Chapter 7

was used to predict the cost savings associated with a micro-cogeneration system at

di�erent prospective operating modes.

The model described in Chapter 7, which was implemented in the GAMS modelling

language, was used to minimise the operating cost for a given micro-cogeneration sys-

tem capacity speci�ed according to the operating mode being considered. The results

were subsequently applied to a 5-minute daily demand pro�le such as the one presented

in Figure 8.3. The designated operating period of the micro-cogeneration system and

the unit energy prices are speci�ed. No attempt was made to simulate transient perfor-

mance (e.g., during startup, shutdown or part-load/overload performance). In practice,
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micro-cogeneration systems will be subjected to heat and power requirements that un-

fold in real time, so the operating mode and controllability of a micro-cogeneration

system (e.g., on/o�/turndown decisions) will have a considerable e�ect on savings.

8.3 Operating modes

To frame the analysis, the following six modes of operation are discussed (modes 1, 2,

and 3 being associated with network-connected systems, and modes 4, 5, and 6 with

autonomous variants):

1. Constant-output mode

A fuel cell micro-cogeneration system operates at a steady electrical power output

for a single period per day, exporting excess electricity to the network when de-

mand is less than the micro-cogeneration output and importing it when demand

exceeds output.

2. Restricted running-time mode

The fuel cell micro-cogeneration system operates at a constant output for a small

number of periods per day as a function of the household's requirements (e.g.,

breakfast time and evening). This mode makes no attempt to capture all of

the household's energy demand; it would tend to have a prime mover of greater

electrical capacity than that of a constant-output system.

3. Continuous-output mode

A simple system operating continuously at a steady output, which is sized to

supply only a modest electrical load, with all other electrical requirements being

met by network electricity. The prime mover will be of smaller electrical capacity

than those associated with the other modes.

4. Load-following mode
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An ideal system that e�ectively follows the electrical demand, the rationale being

to avoid exporting or importing electricity. By implication, an imperfect load-

following system would capture a high proportion of the electrical demand, but

require imports during high peaks and make exports during deep valleys.

5. Autonomous mode

A fuel cell micro-cogeneration system that operates at a steady output, usually

for one or two periods per day, with the electrical output being used to charge

a large battery store. All of the household's electrical demand is satis�ed by

the battery store via an inverter. The thermal demand is met mainly by heat

recovered from the micro-cogeneration unit. The micro-cogeneration system will

have a signi�cantly greater electrical capacity than those associated with the other

modes.

6. Energy-diverting mode

A fuel cell micro-cogeneration system, which operates at a steady output, with

the electrical output being used primarily to supply the electrical demand, whilst

any excess electricity is diverted to suitable energy-storage loads (rather than

exported) [211]. Thermal stores (e.g., an electrical heater in a hot water tank)

and electrochemical stores (e.g., a battery bank) may be employed, but these must

be designed to meet at least the daily variation if importing is to be avoided.

At present, it appears that modes 1, 2, and 3 are considered for the potential mass

market in the UK. Mode 5 may be most appropriate for households in rural and remote

areas where security of supply and the absence of mains gas are important factors. The

energy diverting system (mode 6) has been proposed for engineering development [169]

and the load-following system (mode 4) is included here simply as a reference (i.e., it

is an idealised rather than a practical arrangement).
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8.4 Network interaction

To investigate the interaction between micro-cogeneration operating modes 1, 2, and

3 and the electricity network, a preliminary analysis was performed. A representative

daily pro�le for a house was selected from the database and Figure 8.4 shows a simple

illustration of the operating modes as might be applied to the demand pro�le shown

in Figure 8.3. It was assumed that the household's thermal demand on the considered

day exceeded the heat output of the micro-cogeneration system (i.e., operation was not

inhibited by a heat limit). Also, this example is based on superimposing periods of op-

eration onto a daily pro�le with the objective of achieving a reasonable supply/demand

match. Although no attempt was made to optimise the periods of operation, it may well

prove di�cult in practice for a micro-cogeneration system to realise an optimal (start

and stop) match with an unknown pro�le (i.e., one that is emerging in real time).
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Figure 8.4: Example of applying the considered operating strategies for a micro-
cogeneration system (as speci�ed in Table 8.2) to a daily electrical demand pro�le.

The characteristics of the considered operating modes are shown in Table 8.2. The

constant-output, restricted running time and continuous modes capture approximately
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50% of the electrical demand, and clearly fall far short of the idealised load-following

system. They also require a portion of the generated electricity to be exported (i.e.,

7�13% of the demand). An increase in the proportion of demand satis�ed by the micro-

cogeneration system likely results in increased exports. Amongst the three strategies,

the continuous-output mode has the highest electrical generation, which despite this

still imports a substantial amount of electricity from the grid. The constant-output

mode, on the other hand, generates the least electrical power, and thus requires the

greatest amount of import from the electricity network.

The export and import pro�les for each of the considered strategy di�er considerably

(Figure 8.5). The constant-output mode meets signi�cant proportions of the morning

and evening demand, but exports electricity for much of the daytime. The restricted

running-time mode satis�es higher proportions of the morning and evening demands,

whilst avoiding export during the daytime and exporting some quantities at useful

times in the morning and in the evening. The continuous-output mode e�ectively takes

away the base load from the electricity network and focuses the household's import

requirements into two distinct periods per day.
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Figure 8.5: The import and export pro�les (shown above and below the time-axis,
respectively) for the three operating modes de�ned in Figure 8.4 and Table 8.2: (a)
constant-output mode, (b) restricted running-time mode and (c) continuous-output
mode.
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Figure 8.6 shows the resulting heat pro�les for the three dispatch strategies considered

in this chapter. The blue line represents the amount of energy in the thermal store, the

red line corresponds to the heat demand, the green line indicates the heat generated by

the supplementary boiler and the dashed grey line shows the heat output of the micro-

generation system. For all the considered strategies, 62�70% of the daily heat demand

is met by the supplementary boiler; the remaining heat demand is met by the micro-

cogeneration unit. In the constant-output mode, shown in Figure 8.6 (a), the majority

of the heat demand during the peak periods in the morning and evening is supplied by

the supplementary boiler. The heat generated by the micro-cogeneration unit at times

of low demand during the day goes to a thermal store, which is subsequently used up

in the early evening. In the restricted running-time mode, presented in Figure 8.6 (b),

the heat produced by the micro-cogeneration unit supplies a signi�cant portion of the

required heat during the high demand periods. The supplementary boiler ful�lls the low

heat requirement when the micro-cogeneration is not operating during most times in the

day. In the continuous-output mode, given in Figure 8.6 (c), the micro-cogeneration

system meets the low heat demand during the day whilst the supplementary boiler

satis�es the high heat requirement in the morning and evening.
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Figure 8.6: The heat pro�les for the three operating modes de�ned in Figure 8.4
and Table 8.2: (a) constant-output mode, (b) restricted running-time mode and (c)
continuous-output mode.
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The characteristics of the considered micro-cogeneration operatings modes with regards

to heat utilisation and generation are given in Table 8.4. The performance of the three

considered micro-cogeneration operating strategies are comparable with respect to the

electrical and thermal e�ciencies. The constant-output mode has the lowest heat-

to-power ratio, followed by the restricted running-time mode and continuous-output

mode. The thermal e�ciency of all three considered strategies are high, having values

between 72 and 75%. Correspondingly, the electrical e�ciency drops from 21 to 18%,

but overall, the total e�ciency is very high at roughly 92.5% in all cases. The heat

satis�ed by the micro-cogeneration is between 30 and 38% so it is not probably not

feasible to satisfy all of the demand. Furthermore, it is interesting that the restricted

running-time mode operates for fewer hours but satis�es more of the demand. This may

be because it operates when it is most needed. Amongst the three operating strategies,

the continuous-output mode may require the largest thermal store, which is more than

double the capacity of the constant-output mode. This can be attributed to the build-

up of heat in the store overnight. Also, the spike in the blue curve in Figure 8.6 (b)

is the cause of the need to have a large thermal store in the restricted running-time

mode. Finally, the extra heat demand that is satis�ed by the continuous-output mode

is because it's allowed to run overnight. In the other two cases, the overnight heat

demand is satis�ed by the burner alone; in the continuous-output mode the burner is

o� most of the night.

8.5 Impact on operational economics

For the householder, it is the value of electricity generated that provides the potential

economic bene�ts of micro-cogeneration. The electricity generated and used in the

house reduces the electricity bought from the grid and hence can be valued at the normal

retail price. For the results presented in Table 8.4, the retail price of gas is assumed to

be 3p/kWh and the retail price of electricity is assumed to be 10p/kWh [102].
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To date, export tari�s have not been widely available, although many energy suppliers

are now o�ering these. Where available, such tari�s are currently thought to be worth

up to a maximum equivalent to half of the retail price. Currently, some customers are

rewarded for electricity which is exported to the grid whilst other householders receive

nothing. The Carbon Trust, in their 2007 interim report [102], proposed three di�erent

export reward tari� options as follows:

• No export reward � the householder receives no payment for exported electricity,

• Half export reward � the householder receives half of the retail price (5p/kWh),

• Full export reward � the householder receives the full price (10p/kWh).

The operating costs and carbon savings potential at di�erent export reward tari� op-

tions for various micro-cogeneration strategies considered in this chapter, applied to the

electricity and heat demand pro�le shown in Figures 8.3 and 8.6, are summarised in

Table 8.4. The daily energy savings is the di�erence between the daily cost of operat-

ing a condensing boiler and importing electricity from the grid to satisfy the electricity

and heat demand, which is calculated to be ¿4.19 for the daily energy demand pro�le

considered in this chapter, and the cost of running a micro-cogeneration unit using a

speci�c strategy. Table 8.4 indicates that the constant-output mode is the most attrac-

tive strategy in terms of the daily savings. As expected, the daily savings increases as

reward for export rises.

Finally, Table 8.5 presents a summary table for the comparison of the three considered

operating strategies. It can be concluded that amongst the three considered strategies,

the constant-output mode may be the most favourable strategy because it has the

highest daily savings and requires the smallest thermal storage. The continuous-output

mode may be the least attractive strategy for because it resulted in the highest operating

cost and needs the largest thermal storage.
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Table 8.5: Summary table for the comparison of the three considered operating strate-
gies.

Highest Lowest
Electricity generated Continuous Constant-output
Electricity imported Constant-output Restricted
Electricity exported Continuous Restricted
Heat-to-power ratio of the
micro-cogeneration system

Constant-output Continuous

Thermal e�ciency Continuous Constant-output
Electrical e�ciency Constant-output Continuous
Heat generated by the
micro-cogeneration system

Continuous Constant-output

Heat generated by the
supplementary boiler

Constant-output Continuous

Number of daily operating
hours of the
micro-cogeneration system

Continuous Restricted

Number of daily operating
hours of the supplementary
boiler

Restricted Continuous

Size of the thermal store Continuous Constant-output
Daily savings Constant-output Continuous

8.6 Implications of energy demand variation

The approach adopted here uses the model developed in the previous chapter to predict

the performance of a speci�c operating strategy in satisfying the energy demands of

one home on a representative day, and from this derive estimates of the cost savings.

In reality, however, the exact pattern of energy use (e.g., daily consumption, peak

demand, heat-to-power ratio and duration of peaks/valleys) is very di�cult to predict.

Therefore, a micro-cogeneration system is subject to a considerable demand variation

with time, variations in the concurrency of heat and power demands, and variations

between households (which are due partly to user preferences with respect to type of

cooker, washing machine, kettle, and water heater). For these reasons, the actual daily

cost savings achieved by a micro-cogeneration system will be a strong function of the

demand pro�les that unfold in real time on a given day, and so savings will �uctuate
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throughout the week/year.

On days when the thermal demand is particularly high (e.g., during midwinter) the

delivery of more heat per unit time will be necessary. This is not a substantial design

problem as generating heat at high e�ciency is relatively straightforward. The supple-

mentary boiler integrated with the micro-cogeneration unit will serve the purpose in this

situation. However, on days of moderate or low thermal demand (e.g., during summer

and mild spring/autumn days) the feasible operating period for a micro-cogeneration

unit of a certain size will be restricted in relation to a household's emerging thermal de-

mand. Once the thermal demand has been met, it may be disadvantageous to continue

energy generation unless the electrical e�ciency of the system is greater than that of

grid electricity, (e.g., > 40%). Note that the electrical e�ciency of the three operating

strategies considered in this chapter have values between 18 and 21%, so on days of

moderate or low thermal demand it may be bene�cial to use network electricity in satis-

fying the electrical demand. In general, operating a micro-cogeneration system to meet

the electrical demand on a summer day may not be economical because of this `heat

limit ' e�ect. A micro-cogeneration system will therefore save less money in summer

than in winter. This also has implications on the control, reliability and maintenance

of the system which is related to the run times and number of starts/stops .

8.7 Conclusions

The fuel cell micro-cogeneration model developed in Chapter 7 can be used to make

informed predictions and obtain valuable information for the improvement of the design

and operation of the system. This chapter presents an example of how the model can

be applied to evaluate three of the various micro-cogeneration operating strategies,

namely: constant-output mode, restricted-output mode and continuous-output mode.

In principle, a successful design and operation of a micro-cogeneration system requires

understanding of the energy consumption of a household, and so this chapter provides
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a thorough discussion of the key characteristics of the electrical and thermal demands

of UK dwellings. Using a representative daily energy demand pro�le, this chapter

examines the interaction between the considered operating strategies and the electricity

network.

In meeting about 50% of the daily electricity demands, the three strategies resulted in

distinct import, export and heat characteristics. The results indicate that amongst the

three considered operating strategies, the constant-output mode results in the highest

daily savings and requires the smallest thermal storage. The continuous-output mode,

on the other hand, gives the least daily savings and needs the largest thermal storage.

To reiterate, this chapter is an illustration of how the fuel cell micro-cogeneration model

developed in Chapter 7 can be applied to investigate the e�ectiveness of the various

operating modes. The results presented in this chapter may vary depending on the

energy consumption pro�le of a household on a particular day.
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Chapter 9

Conclusions and further work

This chapter summarises the work presented in this thesis and outlines some of the

main conclusions that can be gained from the results. The �nal section discusses some

area for improvement and some directions for future work.

9.1 Conclusions

This thesis illustrates the application of model-based design approaches in improving

the design and operation of fuel cell systems by aiding the designer in making informed

predictions and obtaining valuable information about the behaviour of the system.

This thesis also highlights the use of modelling and optimisation in informing system

design by generating di�erent design alternatives, thus allowing design engineers to

make decisions in a quantitative and rational way. Although the approach should

be applicable to any type of fuel cell, polymer electrolyte fuel cells were particularly

considered to demonstrate the procedure.

The design of a fuel cell system is a decision-making process, which involves identi�-

cation of possible design alternatives and selection of the most suitable one. A good

design is one that satis�es the design requirements and represents a trade-o� amongst

the di�erent design objectives. In this thesis, the role of modelling and optimisation in
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the design of fuel cell systems was examined. A typical fuel cell system design process

was discussed and the use of modelling and optimisation in generating di�erent design

alternatives was demonstrated. Criteria for comparing these alternatives are neces-

sary and identifying the important ones and those that can be disregarded is a critical

step in the design. Therefore, some examples of application-speci�c criteria and design

variations amongs applications were explored.

The existing models for portable, stationary and transportation applications were iden-

ti�ed and characterised by approach, state, system boundary, spatial dimension, and

complexity or detail. System-level models are necessary for the investigation of speci�c

applications of fuel cells such as portable, stationary and transportation. A system-

level model predicts the behaviour of a fuel cell system, which is composed of di�erent

subsystems such as fuel cell stack, fuel supply, oxidant supply, water management, heat

management, power conditioning, instrumentation and controls, and in some cases, hy-

brid components. System-level models are also preferred for use in optimisation because

individual components perform di�erently when operated as part of a system. To date,

the majority of the available system-level fuel cell models are lumped, semi-empirical,

steady-state and based on either PEFC or SOFC.

Three model-based design approaches commonly used in fuel cell systems design were

discussed: parametric study, single-objective optimisation and multi-objective optimi-

sation. In a parametric study, the design solutions are speci�c to the parameter com-

bination used during the analysis, thus there is no guarantee that an optimal solution

is obtained. Single-objective optimisation can identify an optimum value of a single

objective but it cannot provide a set of alternative solutions that trade di�erent objec-

tives with each other. Multi-objective optimisation determines a set of trade-o� optimal

solutions that simultaneously considers con�icting design objectives, also known as a

Pareto set.

A two-dimensional, non-isothermal mass and heat transfer model of a single-cell PEFC

was �rst presented. The model describes the water transport across the membrane by
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electro-osmosis and di�usion, heat transfer from the solid phase to the gas phase and

latent heat associated with water evaporation and condensation in the �ow channels.

The model can be used to obtain essential information about appropriate water and

heat management. An example that illustrates the use of the model to evaluate the

e�ectiveness of a conventional humidi�cation design was presented This approach can

be used to examine the e�ect of other humidi�cation and heat removal designs on the

performance of a PEFC.

The single-cell model was then extended to a fuel cell stack. This model was intended

to use within a multi-objective optimisation framework, which requires evaluation of a

large number of design alternatives with correspondingly high computational require-

ments. A reduced-order model was derived from the original two-dimensional problem.

The reduced-order model has an acceptable accuracy and is complex enough to di�er-

entiate between design alternatives, whilst being simple enough to allow for repeated

calculations during optimisation. The water balance was modi�ed to correct the incon-

sistency of the model at saturation. A simulation of the model for a base case shows

that for a given power output, a more e�cient system is bigger and vice versa. The

results of the multi-objective optimisation highlights the importance of formulating the

problem as a multi-objective optimisation. Maximisation of the e�ciency without tak-

ing the size into account will result to a possibly impractically large system. Conversely,

a signi�cantly small system but with very low e�ciency will result if the only objective

is size. This chapter presents a method of determining the PEFC stack optimal design

such that for a particular application, a balance between e�ciency and size is achieved.

A fuel cell micro-cogeneration model was developed by integrating the fuel cell stack

model with the model for fuel processing subsystem, thermal management subsystem

and power management subsystem. Similar to the problem encountered in the design

of a fuel cell stack, the design of a micro-cogeneration system also involves con�ict-

ing objectives. The use of the model to investigate how fuel consumption trades with

electrical power output was demonstrated. The results indicate that for power output
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below 7 kWe, the electrical power output trades almost linearly with the fuel consump-

tion, speci�cally ∼ 0.85 We additional power is produced for every Watt of extra fuel.

For some values of the weighting factors, a surplus or a shortage in electrical power may

result. Economic factors such as costs of natural gas and electricity and the buy-back

rate of electricity exported to the grid determines whether this power is exported to or

imported from the grid.

Additional examples of application of the fuel cell micro-cogeneration model in inform-

ing system design and operation were presented. Three operating strategies, namely

constant-output mode, restricted-running time mode and continuous-output mode, were

evaluated based on a representative energy consumption pro�le of a UK household.

Overall, the three strategies resulted in distinct import, export and heat characteristics

in meeting approximately 50% of the daily electricity demands,. Amongst the three

operating strategies, the constant-output mode results in the highest daily savings and

requires the smallest thermal storage. The continuous-output mode, on the other hand,

gives the least daily savings and needs the largest thermal storage.

Finally, it is important to note that as with any models used in a decision-making

process, it is important to ensure that the model correctly represents the behaviour of

the actual fuel cell system. The design solutions are only useful within the limitations

of the model assumptions, and their quality depends on how well the model has been

formulated. When properly formulated and validated, modelling and optimisation are

useful tools in fuel cell systems design as they provide means by which design engineers

can obtain valuable information about the behaviour of the system, make informed

decisions, generate di�erent design alternatives and identify good designs.

9.2 Future directions

Despite the signi�cant improvements in fuel cell systems modelling and optimisation,

there are areas that need further study. For instance, most of the fuel cell system models
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have not been fully validated against experimental data: only speci�c components of

the system (e.g., a single fuel cell or a stack) were validated. More demonstration sites

and experimental studies considering the entire fuel cell system are essential so that

researchers can fully validate their model.

This thesis has also identi�ed that the majority of the fuel cell system models are

lumped, steady-state and semi-empirical. Further studies are required to assess the

consequence of using lumped models, i.e. evaluate how realistic it is to treat a fuel cell

system as a black box, especially when modelling phenomena such as mass and heat

transport. More studies that compare lumped and distributed models for the same

system are needed. Furthermore, there is a need for more dynamic models in order

to explore the performance of the system under transient conditions (such as startup,

shutdown and load changes) and evaluate control strategies. However, using distributed

and dynamic models may prolong computational time. Hence, it is suggested that

further trade-o� studies be performed to �nd a model that exhibit a balance between

accuracy and computational e�ciency.

The models presented in this work provide the base on which to develop a full economic

model which would allow one to estimate the payback period for the equipment and

its installation in a typical domestic scenario. A full economic analysis, including both

operating and capital costs, will be necessary for the selection of the best trade-o�.

Also, the models presented can be adapted for investigation of other con�icting design

objectives such as cost savings versus environmental impact, cost savings versus safety

cost, amongst others. Furthermore, the model for the PEFC stack can be extended to

a vehicle fuel cell system, which can then be used for multi-objective optimisation (e.g.,

investigation of the trade-o� between drivability and fuel economy).

Finally, by evaluating the uncertainty associated with a fuel cell system model, decision-

makers are made aware of its limitations. The uncertainty in the model may be caused

by imprecise knowledge of the parameter values (parameter uncertainty) or even of the

phenomena governing the behaviour of the system (structural uncertainty). Therefore,

211



performing sensitivity and uncertainty analyses and developing models that can be used

for design under uncertainty (or robust design) are amongst the future directions that

can be taken in this area.
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