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Key Points.

◦ Sandwaves under low-angle waves are favoured by bathymetric undula-

tions that are more pronounced than the associated shoreline undulations.

◦ Large wave angle, large closure depth and small wave period favour shore-

line sandwave formation.

◦ A statistical model for the probability that the critical angle for instability

equals ∼ 42◦ is set up.

Abstract. The instability mechanisms for self-organized kilometre-scale4

shoreline sandwaves have been extensively explored by modelling. However,5

while the assumed bathymetric perturbation associated with the sandwave6

controls the feedback between morphology and waves, its effect on the in-7

stability onset has not been explored. In addition, no systematic investiga-8

tion of the effect of the physical parameters has been done yet. Using a lin-9

ear stability model, we investigate the effect of wave conditions, cross-shore10

profile, closure depth and two perturbation shapes (P1: cross-shore bathy-11

metric profile shift; P2: bed level perturbation linearly decreasing offshore).12

For a P1 perturbation, no instability occurs below an absolute critical an-13

gle θc0 ≈ 40 − 50◦. For a P2 perturbation, there is no absolute critical14

angle: sandwaves can develop also for low-angle waves. In fact, the bathy-15

metric perturbation shape plays a key-role in low-angle wave instability: such16

instability only develops if the curvature of the depth contours offshore the17

breaking zone is larger than the shoreline one. This can occur for the P2 per-18

turbation, but not for P1. The analysis of bathymetric data suggests that19

both curvature configurations could exist in nature. For both perturbation20
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types, large wave angle, small wave period and large closure depth strongly21

favour instability. The cross-shore profile has almost no effect with a P1 per-22

turbation, whereas large surf zone slope and gently sloping shoreface strongly23

enhance instability under low-angle waves for a P2 perturbation. Finally, pre-24

dictive statistical models are set up to identify sites prone to exhibit either25

a critical angle close to θc0, or low-angle wave instability.26
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1. Introduction

Sandy shorelines often exhibit alongshore undulations at different length scales. Well27

known examples are beach cusps (typical alongshore wavelength, L ∼ 1 − 50 m) and28

megacusps (typically L ∼ 100 − 1000 m), which are associated with swash zone pro-29

cesses and to surf zone rhythmic bars, respectively [Ribas et al., 2015]. However, there30

are larger scale shoreline undulations with L ∼ 1− 10 km that are not directly linked to31

surf zone rhythmic bars but to similar undulations in the bathymetric contours up to a32

certain depth in the shoaling zone [Ruessink and Jeuken, 2002; Davidson-Arnott and van33

Heyningen, 2003; Medelĺın et al., 2008; Ryabchuk et al., 2011; Kaergaard et al., 2012; Idier34

and Falqués , 2014]. We will call them kilometre-scale shoreline sandwaves or simply shore-35

line sandwaves. Some of these submarine geomorphic features can be forced by offshore36

bathymetric anomalies or by antecedent geological constraints [Riggs et al., 1995; Bender37

and Dean, 2003; Valvo et al., 2006]. Others, suspected to result from self-organisation38

processes, exhibit an alongshore migration. This migration is sometimes visually obvious39

(see e.g. Davidson-Arnott and van Heyningen [2003]; Kaergaard et al. [2012]), or is sug-40

gested by the observation of migrating zones of erosion and accretion (see e.g. Ruessink41

and Jeuken [2002]). Here, we focus on self-organized shoreline sandwaves.42

The self-organized origin of coastal morphological patterns is widely accepted in case43

of beach cusps and rhythmic surf zone bars (see, e.g., Coco and Murray [2007] or Ribas44

et al. [2015]). In case of shoreline sandwaves, it has been hypothesized that they could45

emerge from a feedback between the morphology and the wave field involving: i) the wave46

driven longshore sediment transport and ii) the cross-shore sediment exchange between47
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the surf and shoaling zones that is responsible for the cross-shore equilibrium profile.48

This feedback mechanism was proposed by Ashton et al. [2001] and later confirmed and49

refined in a number of modelling studies [Falqués and Calvete, 2005; Ashton and Murray ,50

2006a; van den Berg et al., 2012; Kaergaard and Fredsoe, 2013a]. These studies show that51

sandwaves develop for (deep water) wave angle with respect to shore normal larger than52

a certain threshold, θc, with θc ≥ θc0 and θc0 ∼ 42◦. In the present paper, θc will be called53

the critical wave angle and θc0 the absolute critical wangle. However, Idier et al. [2011]54

found that for particular bathymetric profiles and wave conditions this positive feedback55

could also occur for low wave angles. These instabilities have been called High-Angle56

Wave Instability (HAWI) and Low-Angle Wave Instability (LAWI), respectively.57

These modelling studies have extensively explored the basic instability mechanism, how58

it depends on the wave angle and its consequences on sandwave formation. Some of59

them have investigated the effect of wave height, wave period, bathymetric profile and60

closure depth on the growth rate (when there was instability) or wavelength of shoreline61

instabilities. For instance, after Ashton and Murray [2006b], an increase of wave height62

H and period T leads to an increase of the diffusional time scale (∝ H12/5T 1/5), i.e.63

speeds up the sandwaves development in case of high-angle waves. Kaergaard and Fred-64

soe [2013a, b] investigated the effect of wave directional spreading, the closure depth Dc65

and the shoreface steepness and showed that sandwave wavelength increases with increas-66

ing directional spreading and Dc, while it decreases with increasing shoreface steepness.67

However, these studies did not investigate the effect of these parameters on the insta-68

bility onset. Falqués and Calvete [2005] made a first investigation of the effect of wave69

conditions on this onset. They essentially found that instability develops only for large70
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wave angle and is favoured by small H and small T . These authors explored the effect71

of 7 equilibrium profiles, showing that large slope at the shoreline and large bathymetric72

gradients on the shoreface favour instability onset. However, this exploration has been73

done for a limited number of bathymetric profiles and a single closure depth value was74

considered. Idier et al. [2011] made a systematic exploration of the effect of the wave75

height, the wave direction and the surf zone slope: they showed that small wave height76

and steep surf zones (e.g. a surf zone slope βs ≥ 0.04) could lead to instability onset77

for small angles. Thus, although previous modelling studies investigated the effect of78

wave conditions, bathymetric profile and closure depth, a systematic exploration of the79

instability onset for the whole range of realistic values of such parameters (with the same80

model) is lacking.81

Another important issue is the bathymetric perturbation associated with the shoreline82

perturbation. It is indeed essential to capture the feedback between the morphology and83

the wave field. In morphodynamic models where the coastline evolves as a result of the84

changes in bathymetry driven by the sediment transport, both are linked in a natural way85

[van den Berg et al., 2012]. However, in models based on the one-line concept, a link must86

be explicitly set up between shoreline and bathymetric perturbations. Both from observa-87

tions and from physical principles, little is known on the perturbed bathymetry associated88

with self-organized sandwaves. Therefore, considering that sandwaves have a large time89

scale O(1 − 10 yr) in comparison with the short term event scale of storms for instance,90

the assumption of a bathymetric perturbation corresponding to a cross-shore shift of the91

equilibrium profile following the shoreline displacement has been used (see e.g. [Ashton92

et al., 2001; Ashton and Murray , 2006a]). Some studies (see e.g. [Falqués and Calvete,93
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2005; Kaergaard and Fredsoe, 2013a]) assumed this profile shift but by imposing a zero94

perturbation beyond the closure depth Dc. Falqués and Calvete [2005] considered other95

perturbations which are exponentially or linearly decreasing from a maximum value at the96

shoreline to 0 at Dc. Although some tests looking at different perturbation shapes have97

been done [Falqués , 2006; Idier et al., 2011], there has been no systematic investigation of98

the effect of the various types of perturbation, and no analysis on the characteristics of the99

associated perturbed bathymetry, and especially on the bathymetric contour curvature,100

which, as we will show, plays a key role in the development of shoreline sandwave.101

The present paper aims to systematically investigate the conditions which can lead to102

the emergence of km-scale shoreline sandwaves from instabilities driven by the alongshore103

sediment transport. The relative contribution of the physical parameters and the effect104

of the bathymetric perturbation shape on the instability onset are investigated, with a105

particular focus on the role of the bathymetric contour curvature and on the critical angle106

θc above which shoreline instability develops. First, the model is presented, the considered107

bathymetric perturbation shapes are introduced and their key properties are analysed,108

before describing the computer grid experiment (section 2). Then results are presented109

and the relative contributions of the physical parameters to the instability onset are110

analysed using statistical methods (section 3). Section 4 mainly discusses the sensitivity111

of the results to the considered perturbation shapes, the associated shoreline sandwave112

wavelengths, the shoreface slope effect, the plausibility of the perturbation shapes, and113

the probability to observe the absolute 42◦ critical angle in nature. Conclusions are drawn114

in section 5.115
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2. Model and methods

2.1. Model overview

The 1D-morfo linear stability model is used to investigate the conditions under which116

shoreline sandwaves can emerge from a morphodynamic instability. The model is fully117

described in Falqués and Calvete [2005] and only the main concepts are presented here118

along with some details on the shape of the assumed bathymetric perturbation (section119

2.2).120

A small undulation is imposed on an initially rectilinear shoreline being defined as:121

ys(x, t) =
a

2
eσt+iKx + c.c. (1)122

with x, y being cartesian coordinates in the alongshore and cross-shore directions (re-123

spectively), t the time, a the amplitude of the shoreline perturbation, K the alongshore124

wavenumber (L=2π/K), c.c. the complex conjugate and σ=σr + iσi the complex growth125

rate (see Figure 1). The model aims at providing σ, from which the characteristic growth126

time σ−1
r and the migration celerity V = σi/K can be computed. A positive growth rate127

σr means that the shoreline perturbation of wavelength L develops.128

Regarding the unperturbed state, the main inputs of the model are the cross-shore129

bathymetric profile, zb(y) = −D0(y), and the significant wave height, peak period and130

angle at a certain depth: Hs (in meter), Tp (in second), θ (in degree). Regarding the131

perturbation, the main inputs are its alongshore wavelength, L, the depth of its offshore132

reach, Dc, and its cross-shore shape function, f(y), so that f(0) = 1 and f(y ≥ yc) = 0,133

where D0(yc) = Dc. Thus, the perturbed bathymetry associated with the sandwave134

defined in Equation (1) is given by:135

zb(x, y, t) = −D0(y) +
a

2
βsf(y)e

σt+iKx + c.c. (2)136
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To compute the growth rate, σ, equation (1) is inserted into the one-line sediment137

conservation equation [Komar , 1998]:138

∂ys
∂t

= − 1

D̄

∂Q

∂x
(3)139

where D̄ is a mean depth of the morphodynamic active zone and Q is the total alongshore140

sediment transport rate. It should be noted that the one-line approximation presupposes141

that the response of the bathymetry to shoreline changes is instantaneous. Such assump-142

tion is justified only on time scale long enough for the sediment accumulation or deficit in143

the surf zone due to gradients in alongshore transport to be spread to the shoaling zone144

by the cross-shore exchange until the closure depth Dc. Such approach makes sense only145

in a long time scale, not in an event time scale, meaning that the model cannot describe146

the response to individual events such as storms. However, storms still play a significant147

role in the model behaviour as they affect the closure depth Dc, but in a statistical way148

[Hallermeier , 1978].149

In Equation (3), Q is computed with the Coastal Engineering Research Center (CERC)150

formula [Komar , 1998]:151

Q = µH
5/2
b sin 2αb (4)152

where Hb, αb are the wave height and wave angle with respect to the local shore normal153

at breaking and µ is an empirical constant. The constant µ (typical values of ≈ 0.1-0.2154

m1/2s−1) is proportional to the empirical parameter K1 of the original CERC formula. It155

is set up to µ = 0.15 m1/2 s−1, which corresponds to K1 = 0.525 (see [Idier et al., 2011]).156

The value of µ has an effect only on the time scale, such that the sign of the growth rate157

σr (i.e. the shoreline instability onset) is insensitive to the magnitude of this parameter.158
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Computing the left hand side of equation (3) is straightforward from equation (1) but159

estimating the right hand side requires calculating the perturbed Hb and αb. This is done160

by linearizing (with respect to a) the equations describing refraction and shoaling over161

the perturbed bathymetry and computing Hb and αb numerically.162

On many beaches, the long term averaged equilibrium profile can be represented by163

a Dean profile [Dean, 1977]. Thus, for the present analysis, we use a shifted Dean-164

type bathymetric profile, D0(y) = A((y + y0)
2/3 − y

2/3
0 ), which is characterized by the A165

coefficient and the y0 parameter that introduces a small shift to avoid an infinite slope166

at the shoreline [Falqués and Calvete, 2005]. We compute y0 by prescribing the shoreline167

slope βs, so that the bathymetric profile is fully defined by the two parameters A and168

βs. Although βs is (in the model) the slope right at the shoreline, its real meaning is the169

mean slope of the area where the littoral drift takes place (i.e. roughly the surf zone)170

since 1D-morfo is a one-line model so that this area collapses in a single line.171

2.2. Bathymetric perturbation: description and role of the associated

curvature

First, the cross-shore shape function (Equation 2) is such that f(0) = 1 and f(y ≥

yc) = 0 (see section 2.1). Second, as highlighted in the introduction, different types of

bathymetric perturbation have been used in previous studies. The investigated pertur-

bation shapes can be split in two classes : one based on profile shift assumptions, one

based on a prescribed decay of the bed level perturbation. Two examples of bathymetric

perturbations are provided in Figure 2, for low and high bathymetric gradients profiles.
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The associated perturbation shapes can be written as follows:

P1 : f(y) =
1

βs

dD0

dy
(5)

P2 : f(y) =1− y

yc
(6)

The shape function P1 (Equation 5) was defined and used by Falqués and Calvete172

[2005]. By inserting it in Equation (2) and considering Equation (1) it is readily seen that173

it corresponds to horizontally shifting the profile by the same amount as the shoreline dis-174

placement. The shape function P2 is based on a linear decay of the bed level perturbation175

(Equation 6). Such perturbation is obtained as a limit of the exponential perturbation176

used in [Falqués and Calvete, 2005] in case of very large value of the e-folding distance177

controlling the seaward decay, i.e. the distance over which the bed level perturbation178

decays by a factor exp(1) ≃ 2.7.179

For the high bathymetric gradient, both options show similar (but not exactly equal)180

horizontal patterns (Figure 2b), whereas for the low bathymetric gradient, P2 exhibits181

significant differences with a curvature of the bathymetric lines which reaches a maximum182

at a certain distance from the coast (Figure 2a).183

We here make a preliminary analysis of this curvature property on shoreline sandwave184

development. First, wave refraction by slowly varying depth contours can be represented185

by wave rays, which are locally perpendicular to the wave fronts [Mei , 1989]. In case186

of curvilinear depth contours, the bathymetry can be locally approximated by circular187

contours. Then, the following generalized Snell law kr sin θ = C0 is valid, where C0 is a188

constant, k is the wavenumber, r is the distance to the center of curvature and θ is the189

angle between wave rays and the local normal to the contours [Mei , 1989]. Then, if θ ̸= 0190
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in deep water, it can never be 0 in shallower water and, as a result, wave rays approaching191

with certain angle can never cross the normal to the bathymetric lines.192

One of the main differences between the work of Idier et al. [2011] and other shoreline193

sandwave studies is the existence (or not) of a critical angle, or in other words, if LAWI194

is active or not. Therefore, it is useful to focus on the case of offshore waves characterised195

by an incidence angle normal to the coast (θ = 0◦). In this case the growth of a bump196

in the shoreline needs a sediment flux, Q, directed towards the tip at both sides of the197

bump. If the depth contours are parallel to the shoreline (P1), this means that the wave198

rays should cross the normal to the depth contours, which is impossible according to the199

generalized Snell law. Therefore, LAWI can never occur if a P1 perturbation is assumed.200

The situation is different in case of a P2 perturbation, because the depth contours are201

no longer parallel to the shoreline and their undulations could in fact be more pronounced202

than the shoreline undulation (see Figure 2a). If this is the case, the rays can cross the203

normal to the shoreline without crossing the local normal to the depth contours during204

refraction. In this case the sediment fluxes converge at the tip so that LAWI could occur.205

To examine this possibility, we compute the maximum angle (ϕ) between a perturbed206

bathymetric contour and the mean shoreline. By linearising with respect to a the real207

part of Equation (2) for t = 0, this angle is given by:208

tanϕ = aβsK
f(y)

D′
0(y)

(7)209

By inserting the Dean type profile D0(y) and the P2 shape function f(y) one obtains:210

tanϕ =
3a

2

βsK

Ayc
F (y) (8)211
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where F (y) = (yc − y)(y + y0)
1/3. This function has a maximum at ym = (yc − 3y0)/4.212

If ym > 0 there is a region between the shoreline, y = 0, and a certain offshore location213

y1 (> ym), where the curvature of the depth contours is larger than the curvature of the214

shoreline. By using Equation (27) of Falqués and Calvete [2005] that gives y0 as a function215

of A and βs and after some algebra, one obtains the location ym of maximum bathymetric216

curvature :217

ym =
1

4

(
Dc

A

)3/2(
(1 +

4

9
Ω)3/2 − 32

27
Ω3/2

)
(9)218

where, Ω = A3/Dcβ
2
s is a dimensionless parameter. It can be seen that ym > 0 for:219

Ω =
A3

Dcβ2
s

<
9

4− 210/3
≃ 1.48 (10)220

Thus, Equation (10) provides a necessary condition for having LAWI in case of a P2221

perturbation and shows that LAWI should be favoured by small A, large Dc and large222

βs. Such result is consistent with the conclusion of Idier et al. [2011] who found that223

instabilities can develop in cases of low-angle or shore normal incidence under the condition224

of large enough beach slope and large enough cross-shore extension of the bed perturbation225

(i.e. large enough closure depth in the case of a P2 perturbation). As soon as Ω ≥ 1.48,226

ym is located at the shoreline, as for the P1 perturbation. Figure 2 illustrates the effect227

of an increase of A (i.e. Ω) on the bathymetric undulations. For the small A value228

(Ω = 0.043, panel a), bathymetric undulations are maximum at a certain distance from229

the coast, while for large A (Ω = 0.86, panel b), they reach a maximum closer to the230

shoreline such that the P2 bathymetric contours are quite similar to the P1 ones. This231

analytical development suggests that we should observe similar results (e.g. similar critical232

wave angle θc) between the P1 and P2 perturbations for large A and small βs. As soon233

as Ω ≥ 1.48, only HAWI can develop in the case of a P2 perturbation. To illustrate234
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the physical conditions corresponding to the critical value Ω = 1.48, assuming physical235

ranges for Dc and A, we compute the slope βs(Ω = 1.48) (Figure 3). For given A and Dc236

values, if βs is smaller than βs(Ω = 1.48), then there is no possibility to observe low-angle237

instability (as ym is located at the shoreline).238

The Ω condition is necessary but not sufficient to trigger LAWI: another necessary con-239

dition is that y1 > yb (yb is the position of the unperturbed breaking line), i.e., the region240

where the curvature of the depth contours is larger than the curvature of the shoreline241

extends offshore the surf zone such that the refractive bending of the rays before breaking242

can be stronger than the rotation of the shoreline. This second necessary condition of a243

narrow (enough) breaking zone depends on both the wave conditions and the A coeffi-244

cient. The above analysis suggests that the conditions prone to sandwave formation for245

any wave angle (i.e. also for low angles) are large βs, small A and large Dc (i.e. small Ω),246

but also small wave period and wave height.247

2.3. Computer experiment set-up

To confirm this analysis and investigate the effect of the physical and model parameters248

on the instability onset, a systematic analysis is done by performing a model grid exper-249

iment in the space (θ, βs, A,Dc, Hs, Tp). A wide range of physically possible parameter250

values on sandy coasts is explored (Table 1).251

For each configuration (θ, βs, A,Dc, Hs, Tp) we computed the growth rate with the 1D-252

morfo model for shoreline perturbations of wavelengths L ranging from 10 m to 50 km,253

with a step of 100 m (i.e. for 500 different wavelengths). The shoreline is considered254

unstable when at least one perturbation within the wavelength range is amplified (i.e.255

max(σr(L)) > 0). A large enough wavelength range is considered in order to ensure cap-256

D R A F T July 18, 2017, 12:14pm D R A F T



IDIER, FALQUES, ROHMER, ARRIAGA: SELF-ORGANIZED SHORELINE SANDWAVES X - 15

turing the unstable wavelengths at their initiation stage. It should be noted that this257

study focuses on the conditions leading to shoreline instability, rather than on character-258

istics of the linearly most amplified modes such as the wavelength (for further information259

on these characteristics, see for instance the study of Idier et al. [2011] which covers the260

entire range of wave incidence angle, but for a limited number of configurations, and sec-261

tion 4.2 for a statistical analysis of the wavelengths of the linearly most amplified modes262

obtained from the grid experiment).263

The range of the parameters Hs and Tp are representative of yearly averaged wave264

conditions encountered along the world coasts. They are estimated using global wave265

model results analysis. The wave data come from a global wave hindcast done using the266

CFSR wind data and the WW3 model (spatial resolution of 0.5◦, temporal resolution267

of 3 h), within the IOWAGA project [Rascle and Ardhuin, 2013]. This wave hindcast268

is also used, to estimate the range of possible Dc values on a decade scale by using the269

Hallermeier formula [Hallermeier , 1981]. The values of A and βs are selected based on270

existing literature and physical considerations. We choose a maximum value of A = 0.3271

m1/3 based on the Dean [1987] relationship between the fall velocity and A, which for272

coarse sand of 2 mm gives A = 0.25 m1/3. As a comparison, existing shoreline sandwave273

studies using a Dean profile [Falqués and Calvete, 2005; Kaergaard and Fredsoe, 2013a, b;274

Uguccioni et al., 2006; van den Berg et al., 2012; Idier et al., 2011] considered A coefficients275

falling in the range 0.08− 0.2 m1/3. For the maximum value of βs, a value of 0.2 would be276

justified according to the literature (e.g.,Wright and Short [1984]). However, to account277

for the inherent degree of uncertainty and some possible extremely steep surf zones, we278

extend the βs range to 0.5. In addition, to ensure considering physical values, three279
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constraints have been taken into account in the computer grid experiment design: (C1)280

the critical wave steepness, (C2) the consistency between surf zone slope and shoreface281

shape, (C3) the closure depth versus the wave conditions. Indeed, waves are characterized282

in nature by a maximum steepness, such that the wave period Tp cannot be smaller than a283

given value for a given wave height Hs. The Pierson and Moskowitz [1964] criteria is used284

to estimate the minimum wave period versus the wave height (constraint C1). Regarding285

the bathymetric profile, the mean surf zone slope βs cannot be smaller than the mean286

shoreface slope Dc/yc (constraint C2, see Figure 1). This leads to the constraint that the287

minimum value of βs depends on A and on Dc . Finally, the closure depth Dc (obtained288

considering the wave conditions corresponding to the 12 hours exceeding wave height289

over a given time span, see [Hallermeier , 1981]), by definition, cannot be smaller than290

the closure depth that we would obtain using mean wave climate conditions (constraint291

C3). These constraints imply that the grid experiment is not uniform, i.e. the number292

of simulations per bin is not constant (as shown by the non-uniform colors in each panel293

of Figure 4). For instance, focusing on the distributions of the computations versus the294

slope βs (Figure 4, left panel), the number of simulations per bin (nb) is not constant (nb295

is constant for βs ≥ 0.04 but not for smaller βs values). This is due to the C2 constraint.296

The grid experiment dataset represents 1 004 652 (i.e. about 1 million) simulations per297

bathymetric perturbation type. Each run costs 1.2 s of computation on one CPU (Central298

Processing Unit), such that the computational effort, in CPU unit, represents 14 days for299

each perturbation type. The computations have been done on 40 CPU’s.300

3. Results

3.1. General trends
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For each configuration (βs, A,Dc, Hs, Tp, θ), the model provides the maximum growth301

rate (max(σr(L))) for the explored range of wavelength (10 m − 50 km), i.e. a single302

deterministic value. If this value is positive, then there is instability (shoreline sandwaves303

develop).304

Analysing results in the 6 dimensions space of the input parameters (βs, A,Dc, Hs, Tp, θ)305

raises the issue of the visualisation for high dimension problems. To tackle this issue,306

we analyse the results in terms of probability of shoreline sandwave development in 2307

dimensions spaces. This is done by defining the probability ps(θ,Xi) (with i = 1 to 5 and308

X = (βs, A,Dc, Hs, Tp)) as the ratio of the number of experiments for which instability309

develops for a given bin (θ,Xi) to the total number of experiments done in this bin. For310

instance, the probability ps(θ = 85◦, Dc = 25 m) is equal to the number of cases where311

instability develops in the space (βs, A,Dc = 25 m, Hs, Tp, θ = 85◦) divided by the total312

number of runs done in this space (see Figure 5a3).313

As highlighted in section 2.3, the grid experiment is not uniform (Figure 4). To better314

highlight the general trend avoiding side effect due to the non-uniformity, in addition to315

the ”all grid” dataset, we consider two uniform subsets. Both subsets include the entire316

range of wave angle and shoreface slope, but exclude the surf zone slopes smaller than317

0.04. Subset 1 includes the entire range of wave height Hs but includes only the largest318

values of Dc ([10-27.5] m) and Tp ([8-16] s), while Subset 2 includes the entire range of319

Dc and Tp but includes only the lowest wave height values ([0.25-1]m).320

Figure 5 shows the probability of shoreline sandwave development ps(θ,Xi) for the P1321

and P2 perturbations. First, although the perturbation shapes P1 (profile shift) and P2322

(linear bed level decay) may be relatively similar in some cases (see e.g. Figure 2b),323
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the probability patterns strongly differ when comparing the a) and b) panels of Figure324

5. The most crucial difference is that for P1, there is an (absolute) critical angle θc0325

(∼ 42.5◦ ± 2.5◦), below which ps = 0 whatever the physical parameters, whereas for P2,326

even though ps increases with the angle, there is no critical angle. 33% of the runs done327

over the entire space (θ, βs, A,Dc, Hs, Tp) exhibit the same results (instability/stability)328

for both perturbation shapes, i.e. max(σr(L)) > 0 or max(σr(L)) ≤ 0.329

In addition to the effect of the perturbation shape, Figure 5 allows analysing the de-330

pendency of the instability onset on the physical parameters. To avoid misinterpretation331

of the results, we now consider the ps values obtained for the uniform subsets 1 and 2.332

Focusing on perturbation shape P1 in areas of potential instability (i.e. where ps > 0), the333

probabilities are overall smaller than for the P2 shape (Figure 5a and b). The probability334

tends to 1 only for oblique waves characterised by small wave periods, meaning that in335

such case, there would be instability whatever the values of the other parameters. The336

probability ps increases with Dc, while there is a slight influence of A and no influence of337

the surf zone slope βs and wave height Hs. Figure 5 suggests the following ranking (from338

dominant to minor) of the parameters contributions: θ and Tp, Dc, A. The null effect of339

βs can be readily seen by replacing the P1 perturbation shape function f(y) provided by340

Equation (5) in the model Equation (2), as βs cancels in this case.341

Regarding the P2 perturbation, βs and A have a positive and negative effect, respectively342

(Figure 5b-1,2). Thus the two parameters characterizing the bathymetric profile play343

opposite roles. Indeed, small A values lead to stronger wave refraction, whereas large surf344

zone slope βs leads to a smaller surf zone width. According to Idier et al. [2011] who345

assumed perturbations similar to the P2 type, large refraction and small surf zone width346
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favour shoreline sandwave development, especially for low incidence angle. The negative347

effect of A for the P2 perturbation will be further discussed in section 4.3. Regarding348

the closure depth Dc, it has a positive effect (Figure 5b-3), while the wave period Tp349

and height Hs have a negative effect on shoreline instability development (Figure 5b-4,5).350

In terms of relative influence of the parameters, the variations of probability induced351

by each parameter suggest that βs, θ, A and Dc have significant effects while Hs and Tp352

have minor effects on the instability onset. These results overall confirm the findings of353

previous work. For example, Falqués and Calvete [2005] found, for the same perturbation354

type, that increasing the wave steepness or decreasing wave height tend to strengthen355

instability. Idier et al. [2011] showed that increasing βs or Dc favour instability. Both356

papers provided an explanation of the related physical mechanisms. But what was not357

clearly identified before is the relative effect of the bathymetric profile (βs and A) and the358

relative contribution of the other parameters.359

The negative (A) and positive effects (βs and Dc) drawn form the numerical computa-360

tions are consistent with the preliminary analysis done in section 2.2 which highlights the361

necessary condition for instability in case of normal wave incidence Ω = A3/Dcβ
2
s < 1.48362

(i.e. a curvature of the bathymetric contours larger than the one at the shoreline). In363

addition, the analysis of the grid experiment results shows that the Ω values of the unsta-364

ble configurations range between 0 and 0.3, and that the critical value of Ω below which365

instability occur also depends on Dc, Hs, Tp (see Figure S.1 in Supplementary Material).366

This is consistent with our conclusion of section 2.2: instability should be triggered only367

when the bathymetric curvature offshore the breaking line is larger than the shoreline368

one (i.e. under the necessary condition that Ω is smaller than 1.48 and a narrow enough369
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breaking zone). Considering the entire range of wave direction, only 32 configurations over370

the 829921 instability cases exhibit an Ω value larger than 1.48. These 32 configurations371

exhibit a wave incidence angle θ ≥ 60◦.372

To summarize, the perturbation shape and the related bathymetric curvature play a key373

role, while instability onset is favoured by large wave incidence (θ), large closure depth374

(Dc) and small wave period (Tp), whatever the perturbation type.375

3.2. Relative influence of the parameters versus wave angle

The effect of the physical parameters depends on the wave angle (as shown in Figure376

5). To better assess this dependence, we compute the ratio RXi
(θ) = (ps(θ,max(Xi)) +377

1)/(ps(θ,min(Xi)) + 1), for each parameter Xi, with X = (βs, A,Dc, Hs, Tp). RXi
(θ) > 1378

(RXi
(θ) < 1) means that, for a given wave angle, an increase of Xi leads to an increase379

(decrease) of the probability of shoreline sandwave development. RXi
(θ) = 1 means that380

for this θ value the Xi parameter has no effect. A constant RXi
(θ) means that the effect381

of the parameter Xi is independent of θ. Thus if RXi
(θ) goes close to 1 for increasing θ,382

this means that the effect of the parameter Xi is decreasing with θ. RXi
(θ) is computed383

for the entire grid experiment (set called ”all grid”) but also for subsets 1 and 2.384

First, we focus on the results obtained with a P2-type perturbation for subset 1. In385

agreement with the results of section 3.1 (Figure 5b-S1), βs and A have the largest effects386

(positive for βs, negative for A) while Dc, Hs and Tp have smaller effects (Figure 6b,387

bottom panel). Hs has a negative effect whose amplitude decreases with θ. In addition, the388

effects of the cross-shore profile (βs and A) and the closure depth Dc are enhanced by low389

wave angles. Finally, the amplitude of the contribution of Tp increases with increasing wave390

angle until θ = 60◦ and then decreases, whereas the amplitude of the other contributions391
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mainly decreases with the wave angle. In terms of relative contribution, it should be392

reminded that the above analysis is done for subset 1 where the smallest values of Dc and393

Tp of the grid experiment are not included (see section 3.1). Selecting the subset 2, which394

includes these small values but excludes the large values of Hs, leads to similar curves, but395

with larger RDc values and larger variations of RDc with θ. These results are confirmed396

when taking into account the entire grid experiment (Figure 6b, top panel): in case of a397

P2 perturbation, the dominant parameters appear to be βs, A and Dc.398

The P1 perturbation exhibits a different behaviour (Figure 6a, top panel). First, con-399

sistently with the existence of an absolute critical angle 40◦ < θc0 < 45◦ observed in400

section 3.1, RXi
= 1 until θ = 40◦. Focusing on subsets 1 and 2, Figure 6a (bottom panel)401

also shows that: A has a positive effect (contrary to P2) which increases with θ; Dc has402

a significant positive effect (as P2) mainly increasing with θ (contrary to P2); Tp has a403

significant negative effect (as P2), whose amplitude increases with θ (as P2 for θ ≤ 60◦);404

βs and Hs have no effect (contrary to P2). The more striking difference with the case of405

a P2 perturbation is the positive effect of A. This will be discussed in section 4.3.406

3.3. Critical wave angles θc and θc0

The variations of the ps = 0 contours with the parameters Xi (see e.g. subsets 1 and 2407

on Figure 5) indicate that for a P1 perturbation, changes in βs and Hs do not affect the408

critical angle θc, while the increase of Dc, of Tp, and to a smaller extent of A, leads to a409

decrease of θc. For the P2 perturbation, the changes in ps indicate that θc decreases with410

βs and Dc, while it increases with A and Hs, and hardly changes with Tp.411

As highlighted above, in the P1 case, whatever the parameters (βs, A,Dc, Hs, Tp), there412

is an absolute critical wave angle over the entire experiment (θc0) of 42.5
◦ ± 2.5◦. Then,413
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what are the conditions prone for exhibiting a critical angle equal to the absolute one414

(θc = θc0) in case of a P1 perturbation? Contrary to the P1 case, in the P2 case, there415

is no absolute critical angle and shoreline sandwaves can develop for low-angles under416

certain conditions. Then, what are the conditions prone for exhibiting no critical angle417

(i.e. that instability develops for θ = 0◦) in case of P2 perturbation?418

To tackle these questions and quantify the relative importance of the parameters Xi,419

first, we compute the critical angle θc for every combination (βs, A,Dc, Hs, Tp) (for an420

example, see Figure S.2 in Supplementary Material). Cases where the critical wave angles421

are strictly equal for perturbations P1 and P2 represents about 8.32% of the experiment,422

in the space (βs, A,Dc, Hs, Tp). Then, we use a logistic regression method (see Hothorn423

and Everitt [2014], Chapter 7), focusing on the probability p that θc = θc0 in the P1 case,424

and that θc does not exist in the P2 case. The Logit function is defined as Logit(p) =425

log(p/(1− p)) = log(odds ratio) and Logit(p) is approximated by a linear combination of426

the parameters, i.e. in the present case (βs, A,Dc, Hs, Tp), such that:427

Logit(p) = a0 + aβsβs + aAA+ aDcDc + aHsHs + aTpTp (11)428

The obtained logistic regression model exhibits a good fit with the data (R2 ∼ 89%429

and ∼ 75%, for the P1 and P2 perturbations, respectively) and a good prediction skill430

(with an area under the ROC curve of 99.6% and 96.3%, respectively ; see Metz [1978]431

for details on the ROC analysis principle).432

First, the logistic regression coefficients (Table 2) show that p(θc = θc0, X) only depends433

on A, Dc and Tp in case of a P1 perturbation (consistently with the results of the previous434

subsections). Figure 7a shows, in the space (A,Dc, Tp), the restricted number (8% of435

the explored combinations (βs, A,Dc, Hs, Tp)) of cases where θc = θc0. In case of a P2436
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perturbation, the regression coefficients (Table 2) show that p(θc does not exist, X) only437

depends on βs, A, Dc and Hs (indeed Tp has a non significant effect as indicated by the438

high p-value of the Wald statistics). The distribution of the configurations of the grid439

experiment leading to the non existence of θc0 in the space (βs, A,Dc, Hs) shows that the440

number of such configurations is high (Figure 7b, in black) .441

Second, the sign of the coefficients (Table 2) indicate that, for P1, A and Dc increase442

the odds ratio for observing the absolute critical angle θc0, while Tp decreases it. For P2,443

βs and Dc increase the odds ratio for not observing any critical angle θc, whereas A and444

Hs decrease these odds, consistently with the results of section 3.2.445

Third, one interest of the statistical analysis is that the obtained normalized coefficients446

(Table 2) allow to rank the effect of the parameters. In case of the P1 perturbation, the447

relative effect of Tp is larger than the one of Dc, which is much larger than the one of448

A. From the largest to the smallest, we can also rank the parameters for the case of a449

P2 perturbation: βs, A, Dc, Hs. However, this should not be interpreted as an absolute450

result as it is sensitive to the range of Xi (Table 1). The dimensional coefficients can be451

used to compute the dimensionless ones when different parameters ranges are considered,452

and thus to rank the contributions for the considered ranges.453

Finally, this logistic approach allows to estimate the probability p, using the relationship454

p = 1/(1 + e−Logit(p)) and Equation 11 to compute Logit(p). Then, in a given site, if the455

parameters (i.e. the vector X) are known, the probability p can be estimated using the456

dimensional regression coefficients, and thus without requiring any additional model run457

(see section 4.5 for an example).458
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For instance, for a P1 perturbation, considering different ranges for βs ([0.02,...,0.1]459

or [0.02,...,0.2]), A ([0.05,...,0.1] or [0.05,...,0.2] m1/3), Dc ([5,...,10] or [5,...,20] m) and460

assuming Hs ∈ [0.5,...,3] m and Tp ∈ [5,...,15] s, we find that p(θc = θc0) is most of the461

time equal to 0, confirming the low probability to observe θc = θc0. Equation (11) can also462

be used to identify the sites prone to θc = θc0 by estimating one of the three significant463

parameters (e.g. Dc) as a function of the two others (e.g. A and Tp) for a given value of464

the probability p :465

Dc = c0 + cpLogit(p(θc = θc0)) + cTpTp + cAA (12)466

with c0 = −a0/aDc , cp = −1/aDc , cTp = −aTp/aDc , cA = −aA/aDc , such that c0 =467

−15.848 m, cp = 1.695 m, cTp = 6.085 m/s and cA = −24.407 m2/3. A is one to two orders468

of magnitude smaller than Tp while cTp and cA have similar order of magnitude. This469

illustrates the minor effect of A, compared to Tp, as shown in Table 2. Equation (12) is470

used to identify the combinations prone to exhibit the absolute critical angle, for instance471

with a probability p(θc = θc0) = 0.95 (Figure 8). Taking into account that large closure472

depths are not expected to be much larger than about 30 m, sites where the absolute473

critical angle is likely to be observed should be characterised by wave period smaller than474

7-8 s (as shown in Figure 8), and even smaller (e.g. ∼ 4 s) when considering smaller475

closure depths (e.g. ∼ 10 m). Thus, if we assume that in nature, perturbations could be476

of type P1, there should be a low probability to observe the absolute critical angle θc0 and477

the sites prone to exhibit it would be those characterised by a small wave period and/or a478

large closure depth. Using Equation (12) with a large p value could help identifying such479

sites, and thus, if θ ≥ θc0, sites prone to HAWI.480
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In the case of P2 perturbation, considering the same parameters ranges as in the previous481

paragraph, the probability p that there is no critical angle appears to be quite large, almost482

never equal to zero. Depending on the considered ranges, each of the parameters Hs, Dc,483

A or βs may be the dominant parameter. If we assume that in nature, perturbations could484

be of type P2, then there should be a strong probability to observe shoreline sandwaves.485

4. Discussion

4.1. Sensitivity to the bathymetric perturbation

The instability onset has been investigated for two bathymetric perturbation shapes.486

The sensitivity of the results to this choice is investigated considering the following addi-487

tional perturbation shapes:488

P3 : f(y) =
1

βs

dD0

dy

(
1− D0

Dc

)
(13)

P4 : f(y) =1 if y ≤ yb, f(y) = 1− y − yb
yc − yb

otherwhise (14)

First, as stated in [Falqués and Calvete, 2005], strictly speaking, the profile shift per-489

turbation P1 is incompatible with the concept of closure depth since in this case there490

is a bathymetric perturbation which decays offshore but which extends up to infinity,491

i.e., beyond the closure depth. As a consequence, the profile shift perturbation has the492

drawback to present a discontinuity at yc. Even if the jump in bed level at Dc is small,493

the depth contours are all parallel to the undulating shoreline until Dc and then suddenly494

straight, which is unrealistic. To address these drawbacks, a second shape function (P3) is495

considered, characterised by a gradual decrease in the perturbation of the depth contours496

to straight lines at Dc (Equation 13). Second, the 1D-morfo model does not resolve the497
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surf zone, which, in one-line models, collapses into the ”shoreline”. For this reason, a498

perturbation that starts to decay already in the surf zone seems questionable. Following499

this idea, a fourth shape function (P4) is defined such that P4 is equal to 1 in the surf500

zone and decreases linearly from 1 at the breaking point to 0 at D = Dc (Equation 14),501

as in [Idier et al., 2011].502

The probability of instability onset (ps) obtained with the P3 and P4 perturbations503

(Figure S.3 in Supplementary Material) exhibits similar patterns as those obtained with504

the P1 and P2 perturbations, respectively: in case of a P3 perturbation, an absolute505

critical angle θc0 = 47.5◦ ± 2.5◦ is found, whereas for a P4 perturbation, instability cases506

occur for the entire range of θ values. This suggests that there are two types of bathymetric507

perturbations: those where the curvature of the bathymetric contours is always smaller508

than (or equal to) the shoreline curvature (P1,P3) and those where the curvature can be509

larger than the shoreline curvature (P2,P4). The first type leads to the existence of an510

absolute critical angle θc0, while the second type leads to the absence of such absolute511

critical angle. However, P3 leads to much smaller probabilities (2 to 3 times smaller) than512

P1 but also to a smaller range of parameters leading to instability. Regarding P4, the513

quantitative results are quite close to the ones obtained considering a P2 perturbation:514

the areas of instability are the same and the probabilities are only slightly larger, with515

differences smaller than 10 %.516

4.2. Shoreline sandwave wavelength

The modeling results highlight the key role of the bathymetric perturbation shape on517

the instability onset. In addition to this information, the 1D-morfo model provides the518

wavelength of the Linearly Most Amplified mode (LMA) for each investigated configura-519
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tion (see section 2.3). For both perturbation shapes P1 and P2, the LMA modes exhibit520

wavelengths ranging from few hundred meters to several tens of kilometres (Figure 9),521

i.e. correspond to km-scale shoreline sandwaves. The main difference is that for a P1522

perturbation the quartiles of the wavelengths of the grid experiment decrease with the523

wave incidence angle, while for a P2 perturbation these statistical moments first increase524

(until θ ≃ 50◦) and then decrease with θ. In addition, the overall LMA wavelengths are525

larger for a P1 perturbation, while for very oblique waves (θ ≥ 70◦), the wavelengths are526

of the same order of magnitude (1 ± 0.5 km) for both perturbation shapes. Thus, the527

bathymetric perturbation shape plays a key role not only on the instability onset, but528

also on the wavelength of the associated Linearly Most Amplified mode.529

4.3. Shoreface slope effect

As shown in section 3.1, the overall shoreface slope, characterized by A, has a positive530

effect on the instability in case of P1 and negative in case of P2. The reasons for this531

can be investigated by looking at the expression of the complex growth rate provided532

by Idier et al. [2011], equation (7). By examining the e2 and the e3 terms, related to533

the perturbation in wave angle and in wave height, respectively, it turns out that only534

e2 = 2θ′bi/Ka, where θ′bi is the imaginary part of the perturbed wave angle at breaking,535

exhibits opposite trends when increasing A (we here adapted the expression to the notation536

and the definition of the amplitude, a/2, in the present paper). It increases (decreases)537

with A in case of a P1 (P2) perturbation. This term is related to refraction and is always538

positive as a result of wave rays tending to rotate in the same direction as the bathymetric539

contours. Thus, for both perturbation shapes, the behaviour with respect to A is related540

to wave refraction.541

D R A F T July 18, 2017, 12:14pm D R A F T



X - 28 IDIER, FALQUES, ROHMER, ARRIAGA: SELF-ORGANIZED SHORELINE SANDWAVES

The influence of A and of the shape of the bathymetric perturbation on wave refraction542

(here on the θ′i variable) can be understood by focusing on normal wave incidence and543

looking at equation (A3) in [Falqués and Calvete, 2005]. Taking the water depth, D =544

D0(y), as independent variable, this equation can be cast into:545

d

dD
(k0(D)θ′i(D)) = −K

Φ(D)

β(D)
ĥ(D) (15)546

where β(D) = dD0(y)/dy, k0(D) is the wavenumber of the water waves, Φ(D) collects547

various functions of D defined from linear water wave theory and ĥ(D) = aβsf(D)/2.548

Notice that this equation is linear, with homogeneous boundary condition, θ′i(Dc) = 0.549

Therefore, if the forcing term is multiplied by a constant, the solution θ′i(D) will be the550

same but multiplied by this constant.551

In case of a P2 perturbation, ĥ(D) does not depend on A since it cancels out from the552

ratio y/yc in Equation (6). On the other hand, β(D) is proportional to A3/2 for each553

D. Then, the dependence on A is only present in the forcing term through β(D) and554

therefore, the solution θ′i(D) decreases by increasing A, and so will do θ′bi(D) = θ′i(Db).555

Therefore, the instability is favoured by decreasing A.556

In case of a P1 perturbation, ĥ(D) = aβ(D)/2, so that the forcing term does not depend557

on A with the result that θ′bi(D) does not depend on A either. Thus, the instability558

should be insensitive to A. In the case of oblique wave incidence, another term appears in559

Equation (A3) of [Falqués and Calvete, 2005]. The analysis in this case is not simple but560

it turns out that the additional term makes θ′bi(D) to increase with A, i.e. that instability561

is favoured by large A.562

4.4. Bed perturbation in nature?
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To find out whether these types of perturbation shape do represent sandwave563

bathymetry, we should analyse bathymetric data in coastal areas exhibiting shoreline564

sandwaves. However, we face two difficulties: (1) detailed observations of self-organized565

sandwaves are scarce and this is even worse regarding the bathymetry associated with566

the sandwaves, (2) when sandwaves are observable they can hardly be considered in the567

early stage of formation for Linear Stability Analysis to be applicable. As a first attempt568

to characterise the curvature of perturbation shape from real cases in nature, we analyse569

three shoreline sandwave sites where processed bathymetric data are available (Figure570

10): Holmslands Tange [Kaergaard et al., 2012], the distal end and tow of the Long Point571

spit of Lake Erie [Davidson-Arnott and van Heyningen, 2003].572

The Holmslands Tange site is characterised by sandwaves of small amplitude (a/L =573

0.008, with L = 5 km). We use the filtered isobathymetric lines digitized from [Kaergaard574

et al., 2012] (Figure 12 herein, where the bars have been removed). The depth contours575

stop at 5 m depth (Figure 10a). However, Kaergaard et al. [2012] and Falqués et al. [2017]576

suggest that Dc would be substantially larger than 5 m.577

The Long Point sandwaves are characterised by larger relative amplitudes578

(a/L = 0.1, with L ∼ 1 km, after Davidson-Arnott and van Heyningen579

[2003]). We use the bathymetric contours provided by NOAA (data available at580

http://www.ngdc.noaa.gov/mgg/greatlakes/erie.html)(Figure 10b,c). These contours do581

not include the shoreline D = 0 m. Thus, the analysis focuses on the depth contours582

D = 1 m to D = Dc, with Dc ∼ 11 m (see section 4.5 for the estimation of Dc).583

To avoid any effect of small features (e.g. sandbars) or larger features (e.g. the spit584

related curvature), small and large wavelengths are filtered out from the bathymetric585
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contours (for Holmslands Tange, L < 200 m and L > 7000 m are filtered out ; for the586

Long Point site, L < 200 m and L > 2000 m are filtered out). Then, we compute587

C(D, x) = |dy/dx| along each depth contour. As the depth contours are undulating,588

for a given wavelength, the mean (C̄(D)) of C(D, x) and the linear regression prediction589

Ĉ(D) (obtained by minimising the least mean square error over the entire dataset) can590

be considered as indicators of the maximum curvature associated with a water depth D.591

Both indicators are increasing (decreasing) in the offshore direction for Holmslands Tange592

(Long Point sites) (Figure 10).593

Thus, the observed bathymetry at Holmslands Tange supports the essential curvature594

characteristics of a perturbation of type P2, i.e., a maximum curvature of the bathymetric595

lines away from the shoreline. This suggests that the type of bathymetric perturbation596

observed on this site is prone to instability even for wave incidence angles smaller than ≃597

42◦. At Long Point, the observed bathymetry would support the curvature characteristics598

of the P1 or P3 type, suggesting that this site is not prone to LAWI but prone to the599

existence of an absolute critical angle. This is one reason for observing θc ≃ 42◦ on this600

site (as in [Ashton and Murray , 2006b]).601

In this analysis, we assumed that: (1) in the chosen wavelength range (e.g. 200 m to602

2000 m for the Long Point sites), all the dominant bedforms are related to sandwaves,603

(2) the shoreline sandwaves have a small enough amplitude for assuming that sandwaves604

are at their initiation stage (this could be the case for Holmslands with a/L = 0.008,605

while this is not the case at Long Point spit with a/L ∼ 0.1). Both assumptions are606

debatable. However, it is still remarkable to observe that both cases could happen in607

shoreline sandwaves area: increase or decrease of depth contour curvature in the offshore608
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direction. Further systematic investigations on other sandwave sites are necessary to609

confirm this preliminary analysis, but they require detailed bathymetric data which are610

still lacking in such areas.611

As a preliminary analysis, it seems that several factors could favour bathymetric anoma-612

lies supporting the essential curvature characteristics of a perturbation of type P2. First,613

it is worthwhile to notice that offshore tidal and current sandwaves have been observed614

off the Holmsland coast, at depths ranging from 8 to 18 m [Anthony and Leth , 2002].615

Second, after the study of Limber et al. [2017] on the Rodanthe shoreline (USA), shoals616

could trigger the development of shoreline sandwave under waves of low incidence angle.617

On the Rodanthe site, as a consequence of the shoal, the depth contours reach a max-618

imum curvature larger than the one of the shoreline. This effect of shoal on shoreline619

sandwave developement under low incidence angle is consistent with the theoretical work620

of Idier et al. [2011]. Thus, there are indications that offshore morphodynamic and/or621

geological features could favour perturbations of type P2. However, further investigations622

are required to better understand which conditions favour which perturbation.623

4.5. Critical Angle for HAWI

All modeling studies [Ashton et al., 2001; Falqués and Calvete, 2005; Ashton and Mur-624

ray , 2006a; van den Berg et al., 2012; Kaergaard and Fredsoe, 2013a] with the exception625

of Idier et al. [2011] have found the existence of a critical angle for HAWI and, indeed,626

observations suggest that high-angle wave climates correlate with sandwaves existence627

[Ashton et al., 2001; Ashton and Murray , 2006b; Medelĺın et al., 2009; Idier and Falqués ,628

2014; Kaergaard and Fredsoe, 2013b]. However, to our best knowledge, the value of the629

critical angle has only been tested in the spit of Long Point (Lake Erie, Canada) by Ashton630
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and Murray [2006b]. This site is characterised by a coastal stretch without sandwaves in631

between two stretches with sandwaves. The overall shoreline orientation is changing such632

that, under the same deep water wave angles, the incidence angles relative to the local633

shoreline exhibit spatial differences of about 25◦. In addition, section 4.4 suggests that634

the bathymetric perturbation is prone to the existence of an absolute critical angle. Ash-635

ton and Murray [2006b] defined a dimensionless ”instability index”, Γ, which assesses the636

competition between diffusion and antidiffusion for a wave climate. This index depends637

on deep water wave height, period and direction and is based on the underlying assump-638

tion that the bathymetric contours are parallel to the shoreline, i.e., our P1 perturbation.639

When using the CERC formula, this index is antidiffusive (Γ < 0) if the weigthted pro-640

portion of angles θ larger than 42◦ is higher than those smaller than 42◦. In other words,641

it is based on the absolute critical wave angle θc0, but not on the critical wave angle which642

also depends on Dc, A or Tp (in case of a P1 perturbation). Ashton and Murray [2006b]643

computed the local instability index along the spit and they found a good correlation644

with the existence or not of sandwaves, i.e., sandwaves show up when Γ < 0 and they are645

not present when Γ > 0. This is a clear indication that sandwaves form on that coast646

whenever deep water waves approach at angles greater than about 42◦ with respect to the647

shoreline.648

Such value nearly equals the absolute critical angle θc0 that we obtain for the P1 pertur-649

bation and using also the CERC formula. To assess the probability that the critical wave650

angle for Long Point spit coincides with the absolute critical angle, we use the probability651

function p(θc = θc0) introduced in section 3.3. This function depends on A, Dc and Tp.652

To estimate Dc and Tp, we use the wave hindcast [Hubert , 1992] of the WIS project of653
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USACE (data available at http://wis.usace.army.mil/). The analysis of the time series of654

hourly wave conditions at the station 92193 (42.48◦N, −80.32◦E, 20 m depth) over the655

period 1979-2014 provides a mean peak period of 3.7 s and a closure depth of 11.2 m656

using the formula of Hallermeier [1978]. It should be reminded that Lake Erie is very657

elongated such that the fetch at Long Point spit can be larger than 200 km. This explains658

the large obtained closure depth, together with a small mean peak wave period. For the659

estimation of A, we use the same bathymetric data as in section 4.4 and found values in660

the range 0.06 − 0.08 m1/3. With these values, a high probability, p(θc = θc0) = 0.97, is661

obtained, suggesting θc ≈ θc0 on Long Point spit. The wave climate being not steady,662

p(θ = θc0) is computed also at each time step of the wave time series and a probability663

p(θ = θc0) > 0.9 during 70% of the time is obtained (meaning that θc ≈ θc0 most of the664

time on Long Point spit). This would explain why Ashton and Murray [2006b] found a665

good spatial correlation between their instability index and the sandwave occurrence on666

this site.667

In general, our grid experiment and the analysis of the results (see section 3.3) show that668

the probability to be in a configuration such that θc = θc0 is small when considering the669

range of all possible parameter values and that observing θc0 (e.g., with a 0.95 probability,670

Figure 8) requires very specific conditions (small wave period and large closure depth).671

The initial purpose of the instability index developed by Ashton and Murray [2006a]672

was to provide general guidances rather than exact conditions for predicting shoreline673

stability/instability. However, the above analysis highlights that under certain conditions,674

this index should be more than a general guide: when negative, the index appears as a675

necessary (but not sufficient) condition for shoreline instability, but converge to sufficient676
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condition for small wave period and/or large closure depth. This comment holds for a677

bathymetric perturbation corresponding to a profile shift (P1).678

5. Conclusions

For the first time, a systematic model exploration of the relative contribution of wave679

conditions, shoreface shape and closure depth to self-organized shoreline sandwave gen-680

eration is done. Since the analysis is based on the one-line approximation, a shape for681

the bathymetry associated with the sandwaves must be defined and the sensitivity to this682

shape is investigated. Two perturbation shapes are considered: one defined from a shift683

in the cross-shore equilibrium bathymetric profile, the other one defined from a linear684

seaward decay in bed level perturbation. Importantly, these definitions imply that the685

curvature of the depth contours cannot be larger than the one of the shoreline in the686

former case, whereas it can be larger in the latter case if A3/Dcβ
2
s < 1.48 (assuming a687

Dean profile), i.e. if the shoreface slope is small enough and the closure depth and surf688

zone large enough.689

As a consequence of these curvature properties, the critical wave angle for instability is690

highly sensitive to the shape of the perturbation. For a given profile shift perturbation,691

there is an absolute critical angle, θc0 ≈ 40− 50◦, below which there is no instability for692

any condition (HAWI). Observing the absolute critical angle should be exceptional: the693

Long Point site is one example illustrating the required specific conditions (high-angle694

waves, small wave period and large closure depth). A bed level perturbation linearly695

decreasing in the offshore direction does not exhibit any absolute critical angle, such696

that, depending on the physical parameters, the critical angle can span the whole range697

0 ≤ θc ≤ 90◦ and instability can develop also for relatively low angles (LAWI). This is698
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related to the amplitude of the bathymetric undulations being larger than that of the699

shoreline. The effect of two other perturbation shapes on the instability onset has also700

been analysed, confirming that the bathymetric perturbation and the related curvature701

of the depth contours play a key role in the instability onset, especially for low angles. In702

fact, the bed perturbation could be classified into two types: those with depth contour703

curvatures smaller or equal to the shoreline one, those with depth contour curvature that704

can be larger than the shoreline one offshore the breaking zone. The analysis of three705

shoreline sandwave sites suggests that both could exist in nature. This key effect, for the706

first time identified, explains some differences in the results of previous studies.707

The main results of the exploration of the physical parameters are summarized in Table708

3. Interestingly, some properties of shoreline instability are insensitive to the shape of709

the bathymetric perturbation: (1) the wave angle θ is the dominant parameter for the710

instability onset, (2) large Dc favours instability and reduces the critical wave angle θc,711

(3) the effect of Tp mainly increases with θ, (4) small Tp favours instability and decrease712

θc and (5) Dc and Tp have the largest effect on θc value. The most striking difference713

is the effect of the cross-shore profile which depends on the perturbation shape: while714

perturbations of type ”profile shift” show little sensitivity to it, bed level perturbations715

linearly decreasing are highly sensitive to surf zone mean slope and bathymetric gradient,716

with large βs and small A favouring instability.717

The data produced in the present paper provide quantitative elements which could help718

to identify sites prone to shoreline sandwaves (at least in areas of low variability in the719

wave climate). In any case and thinking on future field work, the coasts the most prone to720

shoreline sandwaves are those characterized by high-angle waves, large closure depth and721
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small wave periods. For relatively low angles, additional conditions for instability are a722

small enough bathymetric gradient of the shoreface and a large enough surf zone slope. For723

field studies, as the bathymetric anomaly associated with the sandwaves has a significant724

effect on the critical angle, it will be essential to analyse the existing bathymetric data725

(or undertake surveys), from the coast to the closure depth.726

Notation

a Shoreline sandwave amplitude, m.

A Shoreface slope coefficient, m1/3.

αb Wave angle at breaking, ◦.

βs Surf zone slope.

C Horizontal slope of depth contours.

D Water depth, m.

D0 Water depth of the unperturbed

bathymetry, m.
Dc Closure depth, m.

f Shape function.

ϕ maximum angle between the per-

turbed bathymetric contour and the

mean shoreline, ◦.
H Wave height, m.

Hb Wave height at breaking, m.

Hs Significant wave height, m.

K Shoreline sandwave wavenumber, m−1.
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L Shoreline sandwave wavelength, m.

p Probability.

ps Ratio between a number of simulation

for which instability develops and the

number of total simulation, for a given

set of parameters.
Q Longshore sediment flux, m3s−1.

RXi
Ratio (ps(max(Xi), θ)+1)/(ps(min(Xi), θ)+

1).
σ Growth rate, s−1.

T Wave period, s.

Tp Peak wave period, s.

θ Wave incidence angle, ◦.

θc Critical wave incidence angle below

which no shoreline sandwave develops,

◦.
θc0 Absolute critical wave incidence angle

below which no shoreline sandwave de-

velops whatever the physical parame-

ters, ◦.
yb Cross-shore wave breaking position, m.

yc Cross-shore position such thatD(yc) =

Dc, m.
ym Cross-shore location of the maximum

bathymetric curvature, m.
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ys Cross-shore position of the shoreline,

m.
zb Seabed level, m.
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Table 1. Design of computer experiments. The range (Min to Max), the sampling

step (∆) and the grid size (N) are provided for each of the following input parameters

used for the stability analysis computations done with the 1D-morfo model: wave angle θ,

surf zone slope βs, shoreface slope coefficient A, closure depth Dc, wave height Hs, wave

period Tp.

θ (◦) βs A (m1/3) Dc (m) Hs (m) Tp (s)

Min 0 0.01 0.05 2.5 0.25 4

Max 85 0.5 0.3 27.5 4 16

∆ 5 0.01 to 0.1 0.05 to 0.1 2.5 0.25 1

N 18 16 4 6 16 13

Table 2. Regression coefficients of the logistic regression in dimensional and normalized

(*) space of the parametersXi, for the perturbation shapes P1 (profile shift) and P2 (linear

decay of bed level perturbation). The normalized space corresponds to Xi parameters

scaled between 0 and 1. ”NS” refers to non significant effect.

f Coef. value a0 aβs aA aDc aHs aTp

P1
Dimensional 9.35 NS 14.4 0.589 NS -3.59

Normalized -2.8 NS 3.6 14.8 NS -43.1

P3
Dimensional -0.32 36.02 -29.46 0.25 -0.62 NS

Normalized -0.94 17.65 -7.37 6.40 -2.32 NS
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Table 3. Results synthesis for the P1 and P2 perturbation shapes in terms of probability

of shoreline development (ps), relative effect of the physical parameters versus the wave

angle (RX), probability that the critical angle is either equal to the absolute critical angle

p(θc = θc0) or does not exist (p(θc ̸ ∃)), and the critical angle itself. The trend of these

5 types of results are given versus the wave angle θ, the surf zone slope βs, the shoreface

slope coefficient A, the closure depth Dc, the wave height Hs and wave period Tp. The

+,=,− symbols mean positive effect, no effect, negative effect, respectively. * indicates

dominant parameters. N.C. yields for ”Not Concerned”. The underline cells are cells

showing similar conclusion for both the P1 and P2 perturbations.

f Indicator θ βs A Dc Hs Tp

P1

ps +* = + +* = −*

RX N.C. | → | | ↗ | | ↗ | | → | | ↗ |

p(θc = θc0) N.C. = + +* = −*

θc N.C. = − −* = +*

P2

ps +* +* − +* − −

RX N.C. | ↘ | | ↘ | | ↘ | | ↘ | |↗|
|↘|

p(θc ̸ ∃) N.C. +* −* +* − =

θc N.C. − + −* + +*
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Figure 1. (a) Shoreline sandwave example (location: 23.8 ◦ N, 14.5◦ E) and (b) model geometry

(cross and top view).

827

828

829
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Figure 2. Basic state (cross-shore), perturbation shapes (cross-shore) and perturbed bed level

(plan view) for two basic profiles: (a) A = 0.047 m1/3 and (b) A = 0.190 m1/3, with βs = 0.02

for both profiles. In addition, the shown perturbations are such that Dc equals 6 m and 20 m

for cases (a) and (b), respectively. The corresponding Ω value is 0.043 (a) and 0.86 (b).
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Figure 3. Critical surf zone slope βs(Ω = 1.48) for given values of the closure depth Dc and

shoreface slope coefficient A. For given values of Dc and A, a necessary condition for low-angle

instabilities is βs > βs(Ω = 1.48)
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Figure 4. Number of simulation per pair of values (θ,Xi). In each panel, the total is equal to

1 004 652.
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Figure 5. Probability ps(θ,Xi) of shoreline sandwave development for the P1 (a) and P2

(b) perturbation shapes, and for the ”all grid” experiment (AG), the subset 1 (S1) and the

subset 2 (S2). ps(θ,Xi) is equal to ni/nt with ni the number of simulations for which instability

develops and nt the total number of simulation, ni and nt being computed over the experiment

subset (θ,Xi). For instance, ps(θ = 30◦, βs = 0.2) = ni/nt with ni and nt computed over the

experiment subset (βs = 0.2, A,Dc, Hs, Tp, θ = 30◦). On the ”AG” plots, some discontinuities

can be observed. They are related with the non-uniformity of the grid experiment (see section

2.3). For instance, the discontinuity observed on panel b1 is due to the constraint C2, while the

discontinuities observed on panel b4 are due to both constraints C1 and C3.
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Figure 6. Probability Ratio RXi
versus wave angle θ considering each parameter Xi, and

for perturbation shapes P1 (a) and P2 (b). Top panel: RXi
is computed using the entire grid

experiment results (”All grid”). Bottom panel: RXi
is computed using the subsets 1 and 2

(described in section 2.3) such that, within each subset, for any parameter Xi, exactly the same

combinations of parameters Xj are considered with j ̸= i. This figure shows how the effect of

each parameter varies with the wave incidence angle: a decrease (increase) in |RXi
− 1| means

that the effect of the Xi parameter decreases (increases) with the angle.
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(a)

(b1)

(b2) Figure 7. (a): for the P1 perturbation, grid experiment points (in red) corresponding to

the configurations (A,Dc, Tp) leading to θc = θc0. (b1 and b2): for the P2 perturbation, grid

experiment points (in blue) corresponding to the configurations (βs, A,Dc, Hs) leading to the

absence of any θc.

Figure 8. Dc at a probability p(θc = θc0) = 0.95 (Equation 12) plotted in the parameter space

(Tp, A). The red and black lines indicate the 10 m and 30 m isovalue contours of Dc, respectively.
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Figure 9. Boxplot of wavelength L of the Linearly Most Amplified modes, for the entire

grid experiment, i.e. 55814 runs per wave direction θ: median (circle), 0.25 and 0.75 quantiles

(vertical bar), and values above the 0.75 and below the 0.25 quantiles (vertical line).
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Figure 10. Bed level contours, bathymetric curvature indicators (C̄, Ĉ), and distribution of

horizontal slope of depth contours (C(D, x) = |dy/dx|) versus the water depth for the Holmslands

site (a), the distal end (b) and the toe (c) of the Lake Erie Long Point spit. Depths contours are

plotted every meter. The black contours are used in the curvature analysis. For the Holmsland

Tange site, the depths contours have been digitized on Figure 12 of [Kaergaard et al., 2012]. For

the Long Point sites, the contours come from the NOAA database. The coloured surface has been

obtained by interpolation (natural neighbour method) of the plotted bathymetric contours. In

the white area, the natural neighbour provides no bathymetric value. C(D, x) is computed along

each bathymetric contour of depth D and every 5 m in the x-direction. C̄(D) is the mean of

C(D, x) for the depth D, i.e. C̄(D) = (1/nx)
nx∑
i=1

C(D, xi). Ĉ(D) is obtained by linear regression

of C(D, x).
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