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EXTENDED ABSTRACT 

An important aspect of High-performance Computing 

(HPC) system design is the choice of main memory capacity. 

This choice becomes increasingly important now that 3D-

stacked memories are entering the market. Compared with 

conventional DIMMs, 3D memory chiplets provide better 

performance and energy efficiency but lower memory 

capacities. Hybrid memory systems, that combine 3D-stacked 

DRAM with standard DIMMs, should bring the best of two 

worlds — the bandwidth, latency and energy-efficiency of 

3D-stacked DRAM together with the capacity of DIMMs. 

However, they are still difficult to manage, so 3D-memories 

will only be employed in HPC if enough applications have 

sufficiently small memory footprints to fit inside 3D 

memories exclusively. 

This study analyzes the memory capacity requirements of 

important HPC benchmarks and applications. We find that the 

High Performance Conjugate Gradients benchmark could be 

an important success story for 3D-stacked memories in HPC, 

but High-performance Linpack is likely to be constrained by 

3D memory capacity.  

The study also emphasizes that the analysis of memory 

footprints of production HPC applications is complex and that 

it requires an understanding of application scalability and 

target category, i.e., whether the users target capability or 

capacity computing. In HPC, capability computing refers to 

using large-scale HPC installations to solve a single, highly 

complex problem in the shortest possible time, while capacity 

computing refers to optimizing system efficiency to solve as 

many mid-size or smaller problems as possible at the same 

time at the lowest possible cost. 

The results show that most of the HPC applications under 

study have per-core memory footprints in the range of 

hundreds of megabytes, and these applications represent use 

cases in HPC that require memory capacities that could be 

provided solely by 3D memories, which is a first step toward 

their adoption in HPC. 

We also detect applications and use cases in capacity 

computing that still require gigabytes of memory per core, and 

for these use cases we propose scaling-in, i.e. reducing the 

number of nodes for the execution. We show that scaling-in 

leads to significant energy savings and we propose upgrading 

the memory capacity which enables greater degree of scaling-

in. We show that additional energy savings, of up to 52%, 

mean that in many cases the investment in upgrading the 

memory system would be recovered in a typical system 

lifetime of less than five years. 
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