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Abstract. This paper evaluates the behavior of the Microsoft Azure
G5 cloud instance type over multiple Data Centers. The purpose is to
identify if there are major differences between them and to help the users
choose the best option for their needs. Our results show that there are
differences in the network level for the same instance type in different
locations and inside the same location at different times. The network
performance causes interference in the applications level, as we could
verify in our results.
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1 Introduction

Cloud Computing offers an interesting alternative for High Performance Com-
puting (HPC) applications, due to the pay-per-use cost model and the elastic-
ity [7] to provide any amount of resources in little time. However, due to the
virtualized environment, there are some aspects of the Cloud that still remain
as a barrier for the large adoption of Cloud Computing by the HPC community.
It is clear that the CPU virtualization is not a problem, because the CPU per-
formance in the Cloud is the same as in a traditional machine. Memory accesses
and disk I/O are in an earlier stage of development to be used in the cloud, but
they do not represent a big issue at this time. The main bottleneck of Cloud
Computing is the network performance, a very important aspect for HPC.

In this paper, we provide an extensive evaluation of the network performance
in the Microsoft Azure public Cloud. Since MPI is an important standard for
HPC communication [10], we evaluate its performance using three different com-
munications patterns: Single Transfer, Parallel Transfer and Collective Commu-
nications. We used the same type of virtual machine (VM) instance among four
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different Azure Data Centers and used the machines at different times, during
working hours and during the night. The purpose was to verify if the time of
the day of each allocation causes a performance impact in the machines and if
they have different performance levels among different Data Centers. We used a
traditional cluster as a baseline for comparison purposes.

Our results shown that the execution during the night has lower performance
than when executed during the day. We also conclude that there a slightly differ-
ence in the application performance when compared the execution times between
the different Data Centers.

2 Motivation

The Cloud Computing model offers an interesting alternative as an environment
for HPC applications, due to the pay-per-use cost model and the elasticity of
resources. The public Cloud could provide any amount of resources in little time,
without upfront costs. Theoretically, when the user sends his applications and
data to the cloud, they could be stored anywhere on earth, the user does not
have control over this. Moreover, the major cloud providers give the user the
option on which Data Center location the application and data will be stored.
This is necessary because there are some situations where the user needs to know
and decide where his application is, due to regulations or data confidentiality.

However, the same VM instances could present different performances when
executing in different locations. This could be caused by the different behavior
of the users of the Data Center, more or less load, or even by the Data Center
configuration itself. There is a lack of research that compares the same VM
instances among the same provider.

Our proposal is to provide a comparison among different Data Centers to
verify if they present significant differences when executing the same application
using the same type of VM instance. This is important to help the user that could
execute his application anywhere as well as could help the user with location
restrictions. We intend to help the users to choose the machines and locations
with the best performance among all available in Microsoft Azure.

3 Methodology

This section describes the hardware and software environments as well as the
MPI and NAS benchmarks that were used in our evaluation. The scientific HPC
application used is explained as well.

3.1 Cluster and Cloud Environments

We performed experiments on one traditional cluster system as well as four
Data Center locations of Microsoft Azure using the G5 VM instance. The G5
instance is a VM with 32 cores, composed of a E5-2698v3 CPU running at
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Table 1. Configuration of the cluster and cloud environments used in the experiments.

Machine Processor Cores per Price/hour ($)
name model Freq. instance Network Location for all instances

Econome E5-2660 2.2 GHz 16 10 Gbit/s France —

G5 E5-2698 v3 2.3 GHz 32 — 4 DCs 69.52

2.3 GHz with 448 GB of RAM, there is no precise information about the network
interconnection. The traditional cluster is the econome machine from GRID 5000
and is composed of two 8-core processors, the network interconnection is 10 Gbit
Ethernet.

In all environments, we create systems with 128 cores in total to maintain a
comparable baseline. The total number of nodes were four, for the G5 machines,
and 8 for the econome cluster. The locations of Microsoft Azure used were: West
Europe (WEU), West USA (WUS), East USA (EUS) and Southeast Asia (SAS).
To the best of our knowledge, all systems are running without Hyper-Threading.
All environments use Intel processors of recent generations, at least the Sandy-
Bridge family.

Table 1 contains an overview of the machines used in the evaluation. Al-
though main memory sizes vary between different instance sizes, all amounts
were sufficient for our experiments and are therefore not mentioned in the table.

All the tests were executed using two allocations in the cloud to compare
the differences among the day. We allocate the machines and executed the tests
around 2 AM and 2 PM on business days. The cluster was evaluated just once,
because it consists of isolated machines that did not show significant variability
during the day.

3.2 Intel MPI Benchmarks

We use the Intel MPI Benchmark communication tests. This benchmark allows
us to measure the performance of the most important MPI functions. There are
three classes of benchmarks named single transfer, parallel transfer and collective
benchmarks. We have selected the PingPong benchmark of the single transfer
class, this benchmark entails just two process into communication. The Sendrecv
of the parallel transfer class was used, this is based on the MPI Sendrecv func-
tion. For the Sendrecv, each process of a periodic communication chain sends
a message to its right neighbor and receives one from its left neighbor. For the
collective benchmark, the Reduce and AllToAll were used, the first based on the
MPI Reduce function performs a reduction operation on all processes, and the
second based on the MPI AllToAll function which is a data movement opera-
tion, where each process sends data from all to all processes [4]. Each one of the
experiments was performed with different message sizes, 0, 1, 2, 4, 8, 16, 32, 64,
128, 256, 512, 1024, 2048, 4096, 8192, 16384, and 32768 bytes.
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3.3 NAS

The NAS Parallel Benchmarks (NPB) are a set of benchmarks developed to
help evaluate the performance of parallel environments. The benchmarks are
derived from computational fluid dynamics (CFD) applications and consist of
nine applications with different needs. They cover all major aspects of parallel
systems. We used the MPI version of NAS.

3.4 Alya

Alya is a simulation code for multi-physics problems, based on a variational
multi-scale finite element method for unstructured meshes. It is used in ar-
eas, such as wind energy, aerospace, oil and gas, biomechanics and biomedi-
cal research, environment and automotive industry, among others. Developed at
Barcelona Supercomputing Center, written in Fortran 90/95 combining MPI and
OpenMP. Parallelization of the work is mainly performed using MPI, the origi-
nal mesh is partitioned into sub-meshes that are executed for MPI processes [8,
9].

4 Results

We classified the results of our experiments into two parts. The first subsection
has the MPI results, to analyze the network performance. The second subsection
has the applications results, then we could analyze the performance of the NAS
benchmarks and the application Alya.

4.1 MPI Benchmarks

The MPI results are divided into three different groups: Single Transfer, Paral-
lel Transfer, and Collective Communications. The single transfer results shows
the measured performance between two nodes. The parallel transfer shows the
results of all the nodes communicating at the same time. Finally, the collective
communications results show the behavior of MPI collective operations. These
three groups cover the majority of communication patterns used in HPC appli-
cations.

Single Transfer Single Transfer tests are communication between two different
processes, all other processes in the cluster wait. We executed the PingPong test
from the Intel MPI benchmarks, running each process in a different machine.
The purpose was to identify the network performance of a point-to-point com-
munication without interference of other communications. We present results for
both Latency and Bandwidth of this test.

Figure 1 shows the latency results of the PingPong test. The line in the lower
part of the Figure show the cluster results, as we can see there is practically no
latency when varying the package size from 0 bytes to 32 KB. In the other hand,
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Fig. 1. Latency Results for PingPong benchmark.

we could conclude that latency in the cloud are less predictable, because there
is no such clear tendency for all cloud. In some cases, when the package size was
increased, the latency in the cloud decreased and we expect the opposite, using
the cluster results as the baseline. Almost all the clouds have a spike when the
package size was changed to 2KB, this could mean that in the cloud infrastruc-
ture exists some kind of network optimization for smaller packages. Most of the
cloud instances showed the same pattern, with acceptable variability. However
the EUS day, SAS day and WUS night executions exhibited some undesirable
high latency for the 16 KB and 32 KB packages sizes.

Figure 2 shows the bandwidth results for the PingPong test in logarithmic
scale. We could observe that in this case, the cloud instances have the same
pattern with little variation between them. The growth of the bandwidth usage
is following the pattern of the cluster as well. However, the instances were able
to achieve a bandwidth (for package size of 32 KB) of just 140Mb/sec and
the cluster achieved a bandwidth of 4,248Mb/sec. This points out the network
bottleneck of the cloud compared to physical clusters. Despite performance itself,
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Fig. 2. Bandwidth Results for PingPong benchmark.

the user could use the predictable pattern of the cloud network bandwidth to
create an application to take advantage of this characteristic.

Parallel Transfer Parallel Transfer tests measure the communication between
more than two processes, in our case we used one process per node. We executed
the SendRecv test from the Intel MPI benchmarks. With this test, we are able to
identify the network performance when the network has a much higher utilization
rate than on the Single Transfer test. We show both Latency and Bandwidth
results for SendRecv test.

Figure 3 shows the latency results for the SendRecv test. It is possible to ver-
ify that the cluster latency is slightly different from the PingPong test, because
in this test the latency has a small increase when the package size increases. This
behavior could mean a level of network contention, the reason could be that this
test performs a lot more concurrent communication in the network. On the other
hand, the cloud results are better than in the PingPong test, they showed less
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Fig. 3. Latency Results for SendRecv benchmark.

latency and a more predictable behavior, all the cloud instance allocations dis-
played the same pattern. It is interesting to note that all of the cloud allocations
present a spike when the package size is 1KB, and then all of them return to the
standard pattern. This could be explained for a possible SDN network configu-
ration. The network is configured to handle a certain number of bytes at same
time, for optimization, and when this number is reached the switches need to
go to the controller to get a new configuration. This took same time, then the
latency increases a little and in the next interaction, with the new configuration,
the latency returns to the normal behavior.

Figure 4 shows the bandwidth results of the SendRecv test in logarithmic
scale. As in the PingPong test, the cloud instances have the same pattern of
increasing the bandwidth when the package size increases. We could observe that
we have a small decrease of the bandwidth when the package reaches 1 KB. This
remarks the explanation of the latency behavior with the same package size. The
bandwidth achieved by the cluster was 3,451Mb/sec when the cloud allocations
were around 250 Mb/sec for a 32 KB package. Comparing these numbers with
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Fig. 4. Bandwidth Results for SendRecv benchmark.

the PingPong test, we could observe that the cluster achieved a lower bandwidth
in this test and the cloud allocations attained a higher bandwidth. This indicates
that the cloud network scales better than the cluster network when there is more
communication in the network.

Both the predictable latency behavior and the bandwidth increase of the
cloud allocations could benefit the user when configuring his application to be
executed in the cloud.

Collective Communications The Collective Communications tests are de-
signed to measure the performance of the MPI collective operations. There are
several collective operations in the MPI standard, due to space restrictions we
present the results of the Reduce and AlltoAll tests from Intel MPI Benchmarks.

Figure 5 shows the results of the Reduce test, it measures the performance
of the MPI Reduce operation. The results are displayed in time, showing the
average time of an operation. We could observe that the cluster has a time for
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Fig. 5. Results for Reduce benchmark.

this operation close to zero and the cloud allocations present a higher time. The
cloud allocations have the same behavior with decreasing the time when the
package size reaches 2 KB. The WUS during the day presented slightly lower
performance then the other instances, but this did not impede the usage of this
Data Center. According to the results we obtained, it is difficult to recommend
using the MPI Reduce function often in applications in the cloud, because the
execution time of the application will be affected.

Figure 6 shows the results of the AlltoAll test, the vertical axis shows the
time to execute the operation. In this test, all the processes send a message
to all other processes and receive a message from all the other processes. The
test was performed varying the package size. The time needed for the cluster to
perform this operation is very short. The cloud allocations are very predictable
and showed a good performance as well. Using a package size from 4 Bytes up to
8 KB, the time for all cloud allocations is around 200 uSec, that is acceptable.
The package size has a key role in this operation.
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Fig. 6. Results for All to All benchmark.

For package sizes up to 8 KB, both the cluster and the cloud allocations
presented the same behavior, with a constant time. When the package was in-
creased from 8 KB to 16 KB, the time in the cluster was increased 3 times and
the cloud allocations increased the time by 4 times. The reason for this could be
the TCP frame used in the network or some aspect of the MPI implementation.
Despite the reason, it is clear that this operation presents good performance until
a certain package size. If the application uses several MPI AlltoAll operations,
it is necessary that the user measures the performance of this operation in his
network to optimize the application performance by adjusting the package size.

4.2 Applications

We used both NAS benchmarks with the sizes B and C, that represents medium
input sizes, and Alya application to measure the performance in the Cloud allo-
cations against the physical cluster execution.
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Fig. 7. Performance Results for NAS Class B.

NAS

Figure 7 shows the performance results of NAS-MPI benchmark class B,
for multiple nodes on a cluster and four Microsoft Azure data centers. Cluster
was faster than Azure’s data centers in most cases. The cluster was faster for
all the benchmarks, except for DT and EP. These two benchmarks have little
communication and they are CPU-bound, as the CPU of the cloud instances is
faster then in the cloud.

Comparing the execution during day and night, we did not observe much
variability between these experiments. We can conclude that there is no dif-
ference between executing HPC applications during day or night in the Azure
Cloud. Additionally, we did not observe a huge variation among the four differ-
ent data centers. We could conclude again that a user could use any data center
that he wants, or needs, without significant performance loss.

Figure 8 shows the results for NAS class C. The behavior was practically the
same as in the class B results, without big changes.
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Fig. 8. Performance Results for NAS Class C.

The conclusion that we have is that the G5 instances of the Azure Cloud
present an excepted performance degradation according to the size of the prob-
lem. Also, we could conclude that the main bottleneck of these instances, and
possibly in the whole provider, is the network interconnection. This is supported
by the network results and the knowledge of the NAS applications. The appli-
cations with little communication, DT and EP, presented better performance in
the cloud and all the other presented a performance loss in the cloud, because
they all depend on the network performance in different levels.

Alya

Figure 9 illustrates the results of the Alya application among four Azure Data
Centers. Due to the NAS results, we decided to not execute Alya during night
and day, because the differences between them are low. The results present low
variability among the four Azure locations, showing that a real HPC application
with a heterogeneous behavior does not depend of the Data Center configuration.
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Fig. 9. Performance Results for Alya

Compared with the cluster results, the clouds presented 2 times performance loss.
This was expected and it is similar to the NAS performance results.

5 Related Work

Marathe et al. and Awad et al. [6, 1] compare a virtualized cloud cluster against a
physical cluster. However, the authors do not provide a comprehensive evaluation
of public clouds, because they only used a single Data Center and do not provide
a evaluation of the behavior of the different locations of the same provider. Since
scientists may have the need to execute their applications in their country, due
to legal restrictions, an evaluation of multiple locations is necessary.

The work of He et al. and Iosúp et al [3, 5] provide a comparison between three
public clouds and compare the results against a physical machine. However, the
authors compared aspects of the machines and does not provide a comparison
with focus in HPC needs.

Ekanayake and Fox [2] compared several different applications with a focus on
communication patterns. They observed that the applications with more commu-
nication presented more degradation when executed in the cloud, which echoes
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our analysis of the network performance. Our work provides a deeper analysis,
because we explore the possibilities inside the cloud providers Data Centers, us-
ing the same VM among Data Centers and using two different allocations for
each one.

6 Conclusions and Future Work

With our results, we could notice that the network is still the main bottleneck
in the Cloud. We saw that there is little variability between the executions
during day and night in the same Data Center, with slowdowns during the night
execution. Among different Data Centers, we did not observe much variation
between them. Regarding to the real HPC application, Alya, we observed that
the variation is low among the four Data Centers and it performed well on all
of them.

As future work, we intend to compare more aspects of the machines, such
as disk I/O and memory bandwidth, that are important components of HPC
environments.
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