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This work presents various models developed and implemented within the SOPHIA European project in
order to thermally characterize PV modules in a rooftop BIPV configuration. Different approaches have
been considered, including a linear model, lumped elements models and models that make use of com-
mercial software solvers. The validation of the models performed by comparing the results of simulations
with experimental data recorded on a test bench over an entire year is presented and discussed on a sea-
sonal basis. The results have shown that all the models implemented allow achieving a good prediction of
the PV modules back surface temperature, with the minimum value of the coefficient of determination R2

around 95% on a yearly basis. Moreover, the influence of season weather conditions and of the incident
solar irradiance magnitude on the accuracy of the considered thermal models is highlighted. The major
result of the present study is represented by the fact that it has been possible to perform a better thermal
characterization of the BIPV module by tuning some of the heat transfer coefficients, such as those rela-
tive to the effects of the wind velocity, and to the evaluation of sky temperature.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

Building-integrated photovoltaic (BIPV) systems ensure many
functions normally covered by buildings construction materials,
with the additional value represented by the production of electri-
cal energy. In the last years, many countries have offered addi-
tional incentives for building-integrated photovoltaics, with
respect to the support schemes (E.g. feed-in tariffs) relative to
the non-integrated solutions, with the aim of spreading the use
of such systems also at urban level. Moreover, many efforts have
been made numerically and experimentally by engineers and
researchers in order to sweeten the architectural impact of these
systems (Stamenic et al., 2004; Aste et al., 2016). Nowadays, differ-
ent solutions of BIPV systems characterized by different shapes and
functions are present in the market. Nevertheless, these PV sys-
tems generally reach higher temperatures than stand-alone ones,
and as a consequence they can lead to a loss in electrical perfor-
mance and a reduction of photovoltaic PV modules lifetime. For
these reasons, a suitable and accurate thermal modelling of BIPV
systems is of fundamental importance in order to evaluate their
contribution to the reduction of building energy needs, aiming
Net Zero Energy Building. Indeed, the accuracy of the thermal mod-
elling of BIPV systems may have a considerable influence on the
accuracy of their electrical energy output prediction.

BIPV systems temperature depends on several parameters, such
as the thermal and optical properties of their constituting materi-
als, the cells technology, the PV module configuration and installa-
tion methods and, of course, the environmental conditions. Thus,
many models of different levels of complexity have been devel-
oped in the last years (Lamnatou et al., 2015; Debbarma et al.,
2017).

Many models rely on the use of correlations which express the
operating temperature of BIPV panels as a function of the irradi-
ance, the ambient temperature, and the nominal operating cell
temperature (TNOCT). This nominal temperature represents the
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Nomenclature

Symbols
a, b, c, k parameter
AC alternative current
c cloudiness factor
DC direct current
dwind wind direction
e Euler number
f view factor between the module front surface and the

sky
FPV-ground view factor between the module front surface and the

ground
FPV-sky view factor between the module front surface and the

sky
G tilted irradiance
glass PV modules front glass
h, hi heat transfer coefficient
INOCT Installed Nominal Operating Cell Temperature condition
IQE internal quantum efficiency
Jsc short-circuit current
kair conductivity of air in the air gap
L characteristic length of the air gap
MAE mean absolute error
MBE mean bias error
MBE on energy output mean bias error on the electrical energy

prediction
MPP maximum power point
N number of temperature values considered
NOST nominal Operating Specific Temperature condition
Nu, NuL Nusselt number
Pr Prandtl number
Q elementary charge
qr radiative heat flow
R2 coefficient of determination
RaL Rayleigh number
rcell internal reflectivity at encapsulation material – cell

optical interface
Rb back reflectance

Rf front reflectance
RMSE root mean square error
rs reflectivity of glass cover
Sky related to sky
STC standard test conditions
T energy transmittance
Tc cell temperature
Ti PV modules temperature
TNOCT nominal operating cell temperature
vwind, v0wind, w wind velocity
WMBE weighted mean bias error

Greek
acell absorptance of PV cell, –
b slope of the solar collector,�
D Difference between two values
� emissivity
g efficiency of the PV module
k radiation wavelength
r Stephan Boltzmann constant (5.67 � 10�8 W/m2 K4)
sL transmissivity of the polymeric interlayer
ss transmissivity of the glass cover
a photon flux

Subscripts
airout air at the outlet of the gap
amb, e ambient
back PV modules backside
convective related to convective heat transfer
forced forced convection
front PV modules front surface
meas measured
natural natural convection
pv photovoltaic
sim simulated
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average temperature of PV modules for free-standing outdoor
applications under Standard Operating Conditions (SOC), namely
solar radiation of 800 W/m2, ambient temperature of 20 �C, tilt
angle of 45�, wind speed of 1 m/s, and open circuit operation (Lu
and Yang, 2010; Drif et al., 2012; Masa-Bote and Caamaño-
Martín, 2014; Pantic et al., 2016). Other models rely on the use
of empirical correlations which also include the effect of wind
speed in order to calculate the operating temperature of the BIPV
panel (Davis et al., 2003; Kaiser et al., 2014). A wide set of correla-
tions employed for the calculation of operating temperatures of PV
panels can be found in the work of Skoplaki and Palyvos (Skoplaki
and Palyvos, 2009).

In other studies, the cell temperature is evaluated by imple-
menting a lumped element model in order to solve the energy bal-
ance equation relative to the BIPV panel (Yoo, 2011; Chae et al.,
2014; Wang et al., 2005; Chow, 2003; Assoa et al., 2013).

In some studies, the temperature field relative to BIPV panels is
evaluated by means of commercial CFD solvers. This was made by
Gan (2009), who used the commercial CFD solver Fluent 2005 for
modelling of fluid flow and heat transfer around BIPV modules,
and by Zhang et al. (2017), who derived a correlation for the con-
vective heat transfer relative to a BIPV panel on the basis of the
results of a CFD model realized using ANSYS Fluent 15.0.
Comparative studies of thermal models were also realized. Trin-
uruk et al. compared the accuracy of two commonly used thermal
models developed for rack-mounted PV module in temperate cli-
mates when applied in different operating conditions, namely the
SANDIA model and a NOCT model. Their application to three BIPV
configurations in the tropical climate of Thailand showed that, in
general, the SANDIA model gives better results than the NOCT
model. (Trinuruk et al., 2009). Chatzipanagi et al. showed that
the NOCT model and the Equivalent Cell Temperature model
applied to various technologies and configurations of BIPV mod-
ules give good accuracy of temperature prediction (Chatzipanagi
et al., 2016). Tuza and Mahieddine used four thermal models to
determine the temperatures of free standing PV modules in the
United Arab Emirates environmental conditions, and to evaluate
the impact of the two best of them on power energy prediction.
The Ross temperature model, two thermal models used by com-
mercial software (Homers and PVSYST) as well as a three dimen-
sional thermal model in COMSOL software were considered.
Results indicate that all models underestimate the PV module tem-
perature. The best results were obtained with the three dimen-
sional model and the Homer model which gives the most
accurate electrical power output of the PV modules when used in
a two-diode electrical model (Tuza and Mahieddine, 2014).
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Sprenger et al. compared the results of two different models for
the evaluation of the cell operating temperature of a BIPV system,
one based on a linear correlation and the other one consisting in a
lumped element model solving the energy balance equation rela-
tive to each layer composing the PV panel, with experimental ones.
Further, as to the lumped element model, they also analyzed
whether or not the variation of the external heat transfer coeffi-
cient with the measured wind speed and direction has sensible
effects on results. They showed that the lumped element model
produces better results than the linear model, and that, on average,
the advantage of considering wind speed and direction is not large,
except for particular days with high wind loads (Sprenger et al.,
2016).

In this context, this study presents a comparison between the
results of nine thermal models of a rooftop polycrystalline partially
integrated BIPV system mounted on a test bench at INES site (Le
Bourget du Lac). These models include a linear model, lumped ele-
ments models and models that make use of commercial software
solvers. The experimental validation over an entire year of these
models is presented and discussed on a seasonal basis. The main
contribution of this work is represented by new insights on the
thermal modelling of BIPV systems, coming from the comparison
between the results relative to the different thermal modelling
approaches used. Moreover, new correlations are proposed for
the convective heat transfer coefficients based on the measured
wind velocity, and the sky temperature evaluation as concerns
the radiative heat transfer derived by comparing the numerical
and experimental values in order to improve the accuracy of the
thermal results.

2. Experimentation

2.1. Description of the BIPV test bench

The models implementation and the validation of numerical
results have been accomplished by using the experimental data-
base obtained by CEA INES at Le Bourget du Lac in France on a BIPV
system composed of nine PV modules with polycrystalline silicon
technology of about 2 kWp (See Fig. 1).

The selected test bench is tilted at 15�, facing towards south.
The experimental facilities reflect a partial integration configu-

ration of BIPV system in France. Compared to a fully integrated
BIPV system, according to the French regulations in 2010, a BIPV
system is said partially integrated if PV modules replace the
Fig. 1. Some BIPV test benches at CEA INES site (Le Bourget du Lac, France).
existing roof tiles but have low contribution to the sealing function
of the roof. Fig. 2 shows a cross-section of the test bench.

Two air layers separated by the integration structure exist
between the PV modules and the roof insulation layer composed
of nearly 30 cm of polystyrene. The upper air layer, namely the
one between the modules and the integration structure, is 8 cm
thick and it is open at the upper and the lower sides of the roof.
It also presents very narrow apertures between the lateral sides
of the modules. As to the lower air layer between the integration
structure and the roof insulation layer, it is 12.2 cm thick and it
is open in all the four sides.

The module dimensions are 166 cm � 95 cm � 0.475 cm.
Table 1 reports the material and the thickness of the layers consti-
tuting each PV module.

The experimental temperature data used were measured in
2011 on one PV module. Each PV module is equipped with a ther-
mocouple (T-type thermocouples of JUMO with an uncertainty less
or equal to 2%) stuck at the center of the backside layer. Apart from
these temperatures measurement, the instrumentation permitted
to monitor the ambient temperature (PT100 sensors of TC direct
with an uncertainty of more or less 0.1 �C, placed close to the test
bench, on a higher plane), the global solar radiation on the test
bench plane and on the horizontal plane (CMP11 of Kipp&Zonen
with an uncertainty of more or less 1.4%), the wind velocity and
direction close to the test bench at about 4.7 m above the ground
(Windsonic with uncertainties of more or less 2% for wind velocity
at 12 m/s and 3� for wind direction at 20 m/s), and the DC/AC elec-
tricity production (Hall-effect sensors or shunts of SOLEA with an
uncertainty of 1%) over the entire year, except at night time, with
a time-step of one minute (Assoa et al., 2013).

2.2. Performance assessment of thermal models

The comparison between the measured temperatures and the
simulated ones has been done by means of statistical parameters
described by Eqs. 1–5. In particular, for each model the mean bias
error (MBE), mean absolute error (MAE), the root mean square error
(RMSE), the weighted mean bias error (WMBE) and the coefficient
of determination R2 have been calculated as follows:

MBE ¼ 1
N
�
XN
i¼1

ðTi
sim � Ti

measÞ ð1Þ

MAE ¼ 1
N
�
XN
i¼1

jTi
sim � Ti

measj ð2Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðTi
sim � Ti

measÞ
vuut ð3Þ

R2 ¼ 1�
XN
i¼1

ðTi
sim � Ti

measÞ
2
=
XN
i¼1

ðTi
sim � TmeasÞ

2 ð4Þ

where Ti denotes the PV module temperature and N the number of
temperature values considered.

WMBE ¼

XN
i¼1

ðTi
sim � Ti

measÞ � Gi
meas

XN
i¼1

Gi
meas

ð5Þ

Note that this parameter, with respect to the mean bias error,
gives more weight to the performance of thermal modelling at
higher values of the irradiance, namely when there is a higher elec-
tricity production.



Fig. 2. Sketch of a section of the test bench.

Table 1
Layers of the PV module.

Layers of the PV module Thickness (mm)

Glass 3.2
Silicon 0.2
EVA 0.1
Tedlar 0.25
Polymer 1
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3. Thermal models description

The thermal behavior of the BIPV test bench was simulated
using nine different approaches. Each model takes into account
Table 2
Main characteristics of thermal models.

Model Main features

1 Linear model: one temperature value representing the entire PV
panel; the difference between the PV panel operative temperature
and the ambient temperature is a linear function of the measured
irradiance

2 Lumped element model: the temperature of each layer of the PV
panel is simulated by solving energy balance equations; the inertia
terms relative to the thermal capacities of the layers materials are
neglected; heat transfer coefficients are constant values

3 The same approach of model 2 with the inclusion of inertia terms.
4 The same approach of model 3, but with convective heat transfer

coefficient relative to the panel front surface expressed as a function
of the measured wind velocity

5 The same approach of model 4, taking also into account the
measured wind direction

6 Lumped element model: the temperature of each layer of the PV
panel is simulated by solving unsteady energy balance equations;
the measured wind velocity is taken into account for the evaluation
of convective heat transfer, while the measured wind direction is
ignored

7 Lumped element model: the temperature of each layer of the PV
panel is simulated by solving unsteady energy balance equations;
the sky temperature, and the convective heat transfer coefficients as
a function of wind velocity evaluated through optimization

8 Dynamic 2D model realized using the commercial software
TRNSYS17 and Fortran 2010. The two air gaps layers of the test
bench are considered as one; only a ‘‘slice” of collector along the roof
is modelled from the very top to the very bottom of the roof; each PV
module is represented by a single temperature node

9 Dynamic 2D model constructed using the commercial software
COMSOL Multiphysics; the geometry of the test bench was
simplified to a two air channels system with a 2 mm steel barrier
between the air channels, glass/PV on the front channel and an
insulated adiabatic wall at the back of the bottom channel
some specific parameters (such as wind velocity and sky tempera-
ture) or correlations and might neglect some other ones. Table 2
reports the main characteristics of each model.

The considered models are described in the following
subsections.
3.1. Linear model (Model 1)

One of the most used models to evaluate the temperature of PV
modules is the linear approach (Skoplaki and Palyvos, 2009). In this
model, for each irradiance measurement a unique temperature
value is calculated for the entire module by supposing that the dif-
ference between the module operating temperature and the ambi-
ent temperature DT can be expressed as a linear function of the
measured irradiance (see Eq. (6)):
DT ¼ k � Gmeas ð6Þ
Fig. 3 shows the difference between the experimental PV module
temperature and the ambient temperature according to the solar
irradiance measured in the tilted plane.

Data shown in Fig. 3 have been used to evaluate the parameter k
in Eq. (6), by optimizing the mean bias error. The resulting value is
0.02818 K.m2/W.
Fig. 3. Irradiance in the tilted plane versus DT.
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3.2. Lumped elements models

3.2.1. Model 2
At each time step, this model permits to evaluate the tempera-

tures of the PV module layers by solving the energy conservation
equations. It is based on the following assumptions: the radiation
is absorbed only by the silicon layer; the percentage of the mea-
sured tilted irradiance that hits the silicon layer is constant and
equal to 96%, this last corresponding to the estimated transmission
coefficient of the PV module glass at normal incidence. The effi-
ciency of the PV module is equal to 12.5%. In the energy balance
equations, the inertia terms relative to the thermal capacities of
the layers materials are neglected, thus only the terms relative to
the conduction heat transfer are considered for the internal layers.
The heat transfer coefficients relative to the module front and back
surfaces include the effects of the convective and radiative heat
transfer mechanisms.

With reference to the European standard EN 674:2011, they are
considered constant (see Eqs. (7) and (8)).

hfront ¼ 25W=m2
=K; ð7Þ

hback ¼ 7:7W=m2
=K: ð8Þ
3.2.2. Model 3
This approach consists of model 2 with the addition of the iner-

tia terms in the energy balance equations of the PV module layers,
and the time step relative to the discretized time derivative of tem-
perature is the same of the measurements recording, i.e. 60 s.

3.2.3. Model 4
As compared to model 3, in this case a further improvement has

been applied to the solver, namely the convective heat transfer
coefficient relative to the module front surface has been considered
to be a linear function of the measured wind velocity, while the
radiative component of hfront remains constant and equal to 5 W/
m2/K, which corresponds to the assumption that the sky tempera-
ture is equal to the ambient one. The Jürges correlations (Jürges,
1924) have been adopted for the purpose (see Eqs. (9) and (10)):

for vwind < 5m=s : hfront;convective ¼ 4:0 � vwind þ 5:6W=m2
=K ð9Þ

for vwind > 5m=s : hfront;convective ¼ 7:1v0:78
windW=m2

=K ð10Þ
3.2.4. Model 5
This approach is the same of model 4, except that also the mea-

sured wind direction dwind is taken into account, by using the fol-
lowing modified velocity in the Jürges correlations (see Eq. (11)):

v�
wind ¼ vwind � ða � ð1=aþ sinðdwind � p=2ÞÞÞ ð11Þ

In Eq. (10), the measured wind direction is expressed in radiant,
with the zero at north, and with increasing values in the clockwise
direction. Considering the small tilt angle of 15�, the parameter a
has been set to a value of 0.1.

3.2.5. Model 6
In this model, the system of unsteady energy balance equations

relative to the PV module layers has been solved by means of a
numerical code written in C++ that makes use of the PETSc solver
as sparse matrix solver for the steady state simulations, and of
an explicit scheme for transient ones.

The photovoltaic cell has been modelled considering the MPP
(maximum power point) efficiency taken from the module data-
sheet and equal to 17% at STC, and considering the MPP power
temperature coefficient constant and equal to 0.46%/K. Light trans-
port within the module is assumed to follow the Beer-Lambert
laws (Bouguer, 1729). Additionally, primary reflection losses due
to changes of the refractive index for near-normal incident angles
have been considered.

As to the convective heat transfer on the module front surface,
in the present model the wind direction is ignored. In previous
publications (Kubicek and Berger, 2011) parameterized 2d fluid
dynamic simulations were performed, in which a table of PV mod-
ule is situated in the calculation domain. The fluid dynamics calcu-
lation was performed, and on the multiple locations (surface
element centers) the convective cooling coefficient was evaluated
and exported for front and back surface independently. Multiple
parameters such as wind speed (also from the backward direction),
the height above ground, the tilt angle and the total height of the
table were varied, to obtain a multidimensional discrete function
of the front and backside heat transfer coefficients. Using numeri-
cal optimization, the unknown parameters of an approximate poly-
nomial function of second order were fitted to the simulation data.
This polynomial function was evaluated for the geometric setup to
obtain the velocity dependent front and backside heat-transfer
coefficients used in this publication. For calculation time limita-
tions, no 3d expansion of this model (Wagner, 2014) was
performed.

Radiative cooling is assumed to follow the Planck black body
radiation for the surface temperature with a spectral constant
emission coefficient. For the specific case of a roof-integrated sys-
tem, the backside thermal radiation has not been modelled. Under
the assumption of a homogenous ground temperature, the radia-
tive heat flow exchanged between the module front surface and
the environment is given by Eq. (12):

_qr ¼ e � r � fT4
glass � f � T4

sky � ð1� f Þ � T4
groundg ð12Þ

In Eq. (11), the parameter f represents the view factor between the
module front surface and the sky, and it is given by Eq. (13):

f ¼ FPV�sky ¼ 1
2
� ð1þ cosbÞ; ð13Þ

where b denotes the tilt angle. The view factor between the module
front surface and the ground is (see Eq. (14)):

FPV�ground ¼ 1
2
� ð1� cosbÞ ¼ 1� f ð14Þ

The ground temperature has been assumed equal to the ambi-
ent temperature, as highly sophisticated ground temperature mod-
els would need to include the draining and evaporation cooling of
the earth. Additional accuracy could be gained by regarding differ-
ent view factors to shaded and illuminated ground, as well as radi-
ation from visible module areas in the next module raw, for the
case of non-building integrated generators. The sky temperature
could be measured using a so-called ‘‘pyrgeometer”. As this data
in photovoltaic setup is typically not available, approximations
based on other sites data were assumed: In clear sky conditions,
the sky temperature can reach temperatures of �20 �C, whereas
for full cloud cover, the assumption that the clouds backscatter
the ground temperature radiation is a common approximation.
As pointed out by Martin and Berdahl (1984), one possible option
is to set the sky temperature equal to the ambient temperature
minus a constant offset, the so called ‘‘depression”. The problem
with such an approach is that this depression should be related
to the amount of clouds.

Hence, in this model, the GPS position is used to calculate a the-
oretical irradiance value onto the module plane, which is com-
pared to the experimentally measured irradiance. The fraction
between the theoretical and experimental irradiances is called
‘‘cloudiness factor” c. If it equals one, clear sky conditions could
be assumed, while for small values, the cloud cover is dense.
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Using this cloudiness factor and an assumed depression value
found for a different location, the sky temperature has been
assumed as (see Eq. (15)):

Tsky ¼ Tamb � 18 � c ð15Þ
Model 6 could have a decreased accuracy at low irradiance in case
of a not precise evaluation of the sky temperature, of an horizontal
shading of surrounding mountains or of the glass reflections at flat
incident angles or of dew.

3.2.6. Model 7
In this case, the adopted physical model takes into account the

thermal inertia of the various layers, and considers the absorbed
radiation as heat generated inside the silicon layer.

In order to evaluate the heat generation, the glass transmittance
and silicon layer absorbance have been both considered equal to
0.9, with a resulting heat flux absorbed by the silicon layer equal
to the 81% of the measured irradiance. The heat flux absorbed by
the silicon layer has been further lowered by considering the panel
efficiency. For the radiative boundary conditions, the glass surface
emissivity has been assumed equal to 0.87, the ground emissivity
equal to 0.9, and the values of emissivity of the polymer back sur-
face and of the roof beneath equal to 0.8. The ground and roof tem-
peratures have been set equal to the ambient temperature, while
the sky temperature has been calculated following an approach
similar to the one adopted by Jones and Underwood (Jones and
Underwood, 2001) and by Siddiqui et al. (Siddiqui et al., 2012):

Tsky ¼ Tamb � 12 ð16Þ
View factors have been calculated and included. Relatively to

the convective boundary conditions, the effects of wind direction
have not been modelled. Indeed, at the glass front surface and
the polymer back surface, the convective heat transfer coefficient
has been calculated as a linear function of the wind velocity (see
Eqs. (17) and (18)):

hfront;convective ¼ 0:74 � vwind þ 12:24 ð17Þ

hback;convective ¼ 1:77 � vwind þ 1:55 ð18Þ
The integer value subtracted to the ambient temperature in the

right side of Eq. (16), and the coefficients in Eqs. (17) and (18) have
been estimated from the application of an optimization tool based
on a genetic algorithm, minimizing the root mean square error
RMSE relative to the model back panel temperatures resulting from
the simulation of four days selected randomly, namely 2011-02-07
(day 1), 2011-05-08 (day 2), 2011-08-23 (day 3), and 2011-11-03
(day 4). Many other similar linear correlations taken from the liter-
ature (Armstrong and Hurley, 2010) have been tested, none of
them producing better results when used in the present model.

The energy balance equations relative to the different layers
have been solved numerically by means of the implicit Euler
method, and the non-linear boundary conditions have been han-
dled using an iterative approach. Each day has been simulated sep-
arately, and for each day the initial module layers temperatures
have been set equal to the first module temperature measured in
the same day.

Fig. 4 shows a comparison between the experimental and the
simulated temperatures relative to the above four days. In the pre-
sent model, only 235 days of 365 have been simulated.

3.3. Models using commercial solvers

3.3.1. Model 8
This model has been implemented by using the solver of the

commercial software TRNSYS (Klein et al., 1996). In this case, the
dynamic heat balance has been performed in Fortran 2010 soft-
ware and is based on a 2D nodal approach considering the follow-
ing assumptions (Assoa et al., 2007; Assoa and Ménézo, 2014). The
insulation layer at the underside of the air gap is assumed to be
adiabatic. The two air gaps layers are considered as one. Only a
‘‘slice” of collector along the roof is modelled from the very top
to the very bottom of the roof. Each PV module is represented by
a single temperature node, and the air gap is uniformly discretized
along the roof by means of a finite volume method. As simplifying
assumption, the aerodynamic behavior in the air gap is supposed
to be close to fully developed laminar flow in forced convection
(with an air velocity at 0.4 m/s and thus, a Reynolds number Re
lower than 2300) in a duct with constant surface heat flux. Thus,
the convective heat transfer coefficient depends on a constant local
Nusselt number (Incropera et al., 1990) (see Eq. (19)):

Nu ¼ 4:36 ð19Þ
The convective heat transfers coefficient between the ambient

air and the surface of the PV modules depends on the wind velocity
(MacAdams, 1954) (see Eq. (20)):

he;pv ¼ 5:7þ 3:8 �w ð20Þ
As to the radiative heat transfer, the sky temperature has been

evaluated by means of the Eq. (21) (Swinbank, 1963):

Tsky ¼ 0:0552 � ðTambÞ1:5 ð21Þ
where, the ambient temperature Tamb is in Kelvin. In the air gap, the
radiative heat transfer coefficient depends on the mean radiant
temperature.

3.3.2. Model 9
A dynamic 2D model was constructed using the commercial

software COMSOLMultiphysics, which is based on a Finite Element
Method (FEM) solver. The geometry of the test bench was simpli-
fied to a two air channels system with a 2 mm steel barrier
between the air channels, glass/PV on the front channel, and an
insulated adiabatic wall at the back of the bottom channel. The
channel is 3 m long, representing the 3 landscape mounted mod-
ules along the height of the system. The flow field due to buoyancy
in the two channels is simulated.

The convective heat transfer coefficient relative to the front of
the module has been calculated as the overlap of two contributions
in parallel, namely the forced convection and the natural convec-
tion (see Eq. (22)):

hfront;convective ¼ hforced þ hnatural ð22Þ
where the coefficient relative to forced convection has been evalu-
ated using the correlation proposed by Sharples (Sharples and
Charlesworth, 1998) for the windward side of a PV module (see
Eq. (23)):

hforced ¼ 6:5þ 3:3 � vwind ð23Þ
The one relative to natural convection refers to the Eicker corre-

lation (Eicker, 2003) (see Eq. (24)):

hnatural ¼ 1:78 � ðTPV � TambÞ1=3 ð24Þ
As to the radiative cooling, the sky temperature has been eval-

uated by means of Eq. (25) (Anderson et al., 2009):

Tsky ¼ 0:037536 � ðTambÞ1:5 þ 0:32 � Tamb ð25Þ
The validation of the model results has been performed by using

test bench data taken only from two weeks, due to the very high
computational cost, including sunny and cloudy periods, namely
from May 23rd to 29th 2011, and from November 17th to 23rd
2011.



Fig. 4. Experimental and simulated temperatures.
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4. Analysis of results

4.1. Analysis of results over a year

Table 3 shows the statistical results relative to all the imple-
mented models (the night time is not included) over a year. For
each model, the coefficient of determination, the root mean square
error, the mean absolute error, the mean bias error, and the
weighted mean bias error are reported.

For models 7 and 9, it is important to notice that they have not
been obtained by using the entire set of experimental data. Thus,
their comparison with other models is limited.

It can be stated that all the models implemented over the entire
year on the considered polycrystalline BIPV system allow achieving
a good prediction of the PV module back panel temperature, with a
coefficient of determination R2 relative to the linear model equal to
about 95%. Analyzing the results relative to the models from 2 to 9,
it can be noticed that there is a gradual and consistent improve-
ment of results from model 2 (R2 = 95.1%) to model 4
(R2 = 97.2%). This is due to the addition, compared to model 2, of
the inertia effects in model 3 (increase of R2 of 0.9%), and of the
inertia effects and the wind velocity correlation for the convective
heat transfer at the front surface of the PV module in model 4
(increase of R2 of 2.1%). The comparison between the results of
model 4 and 5 indicates that the effects of wind direction on the
convective heat transfer at the front surface of the module leads
Table 3
Statistical results of all the thermal models over a year.

Model R 2 [%] RMSE [�C]

1 95.2 3.29
2 95.1 3.34
3 96.0 3.01
4 97.2 2.51
5 97.4 2.42
6 98.1 2.09
7 98.6 1.80
8 97.8 2.23
9 (1st week) 97.2 2.38
9 (2nd week) 91.1 3.17
to a reduced improvement of results (increase of R2 of 0.2% com-
pared to model 4 or 2.3% compared to model 2).

Considering empirical equations for the heat transfer coeffi-
cients between PV modules surface and the air in the gap (see
model 8) gives also reduced improvement of the results (R2

increases of 0.6%) compared to model 5 but a more important
improvement compared to model 2 (R2 increases of 2.7%).

The optimization of the heat transfer coefficients between PV
modules and the exterior (based on wind velocity and sky temper-
ature) realized in models 6 and 7 involves an improvement of
results. For model 6, R2 increases of 0.7% compared with model
5, and of 3% compared to model 2, while for model 7, R2 increases
of 1.2% compared with model 5, and of 3.5% compared to model 2.

The consideration of the results obtained with model 9 on the
two weeks highlights that models effectiveness can strongly
depend on the boundary conditions. Thus, a thermal model could
be very accurate in some periods with certain boundary conditions
and less accurate in other periods with different ones. By the way,
comparing the corresponding values of MBE and WMBE, it can be
noticed that, at high values of the irradiance, when electrical
energy production of the PV modules is most influenced by their
temperature, models from 1 to 6 are less effective including linear
model. Model 7 and model 8 present a better behavior and thus
could provide to engineers and researchers a more accurate predic-
tion of PV modules temperature in these periods and in the consid-
ered integration configuration.
MAE [�C] MBE [�C] WMBE [�C]

2.44 1.03 1.00
2.49 �0.17 �1.26
2.31 �0.26 �1.51
1.91 0.37 �0.77
1.82 0.46 �0.55
1.52 �0.04 0.36
1.40 0.44 0.15
1.79 �0.74 �0.07
1.92 1.53 –
2.30 1.60 –
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4.2. Analysis of seasonal results

The same statistical analysis was performed considering the
four seasons separately. Since model 9 has been implemented only
in two weeks falling in different seasons, its seasonal results are
similar to the statistics reported in the previous section and are
not reported in this one. Tables 4–8 show, for thermal models 1
to 8, the statistics relative to the winter season (from 21st of
December to 20th of March), the spring season (from 21st of March
to 20th of June), the summer season (from 21st of June to 21st of
September), the autumn season (from 22nd of September to 20th
of December), and the difference between the coefficients of deter-
mination relative to the entire year and the ones relative to the
four seasons, respectively.

Table 8 indicates that the linear model (model 1) exhibits a bet-
ter behavior in the autumn season, while its worst results are those
relative to the summer season. Similar considerations can be made
for model 2, namely the lumped element model without the inertia
terms. As stated in the previous section, the addition of the inertia
term in model 3 permitted to obtain an improvement of results,
and Tables 4–7 show that this improvement is obtained in all sea-
sons. Further, considering the results in Table 8 and those relative
to the spring and summer seasons in Tables 5 and 6, respectively, it
can be noticed that the addition of inertia terms in model 3 has
involved a sensible enhancement of simulation results during the
hot seasons, as compared to model 2, and this is the main reason
explaining the best performance of model 3 with respect to model
2 over the entire year. By comparing the results relative to models
3, 4 and 5, it can be argued that the improvement of simulation
results obtained by evaluating the heat transfer coefficient relative
to the module front surface as a function of the measured wind
velocity, as made in models 4 and 5, is sensible in all seasons. Nev-
ertheless, as already stated previously, the dependence of the con-
vective heat transfer on the wind direction considered in model 5
doesn’t involve a sensible improvement of results with respect to
model 4. Finally, as concerns the models presenting the best
annual results, namely models 6, 7, and 8, which also consider a
sky temperature different from the ambient temperature in the
evaluation of the radiative heat transfer, it can be noticed that they
exhibit a better behavior during the hot seasons. It can be also
observed that the results of model 9 are those presenting the lar-
gest difference between the hot seasons results and the cold sea-
sons ones (see Table 3).
5. Ongoing studies considering detailed optical modelling

For all thermal models considered in this work, the optical
properties of BIPV modules are supposed to be constant. With
the aim of further increasing the accuracy of the modelling, various
studies are being conducted in order to integrate the optical behav-
ior of BIPV modules within thermal models. The fundamentals of
an analytical model for this optical description are given in what
follows.
Table 4
Statistical results of all the thermal models in winter period.

Model R2 [%] RMSE [�C]

1 93.5 2.52
2 93.2 2.58
3 93.9 2.43
4 96.0 1.97
5 96.2 1.92
6 95.3 2.14
7 96.8 1.80
8 93.3 2.56
The absorptivity of encapsulated PV cells, acell is the key param-
eter to determine the cell temperature, Tc, which critically affects
the electrical performance of the cell. When a fundamental
approach is followed (e.g. Fung and Yang, 2008), the formulation
of the thermal balance and the determination of Tc requires solving
in advance the optical problem comprising the encapsulation
materials (glass, polymers and coatings). Cell absorptivity also
appears in alternative approaches, such as semi empirical formulae
or simplified modelling leading to correlations of the cell temper-
ature with standard weather variables and material or system
properties (Skoplaki and Palyvos, 2009 and references therein)
(Davis et al., 2011). Due to the complexity of the optical-thermal
problem, especially when time-dependent boundary conditions
(irradiation, weather variables) are considered and the angular
dependence is included in the physical equations, the use of
numerical analysis is needed, with several degrees of accuracy.
The absorptivity of the PV cell can then be estimated from different
modelling assumptions, ranging from a value based on a simplified
optical study and depending of the encapsulation materials (e.g., a
nominal value, (Davis et al., 2011), or a polynomial adjustment,
etc.), to be implicitly included in numerical analysis combining
ray-tracing and MEF techniques (Sprenger et al., 2016, or this
research).

However, it is possible to obtain an intermediate solution to the
optical modelling, giving closed analytical expressions for the
absorptivities (and also for the short-wave energy fluxes within
the system), improving the usual simplified solutions. This kind
of modelling has been recently revisited and applied to photo-
voltaic modules by Baenas and Machado (2016) and Machado
et al. (2016). In this particular case, the method is based on the
classic matrix transfer methods (limited to the modelling features
of the glazing standards EN 410, ISO 9050), which allow a system-
atic way to formulate and solve the equation system of an optical
system composed by glass substrates, interlayers and coatings. The
iterative calculation of the layer-by-layer absorption (Siegel, 1973)
(ISO 15099, standard) can be performed taking into consideration
the influence of coatings (e.g. anti-reflective coating in the encap-
sulation material-cell optical interface and/or in air-glass one),
which is generally ignored in simplified solutions. The method
requires the spectrophotometric (UV–Vis-NIR, at nearly normal
incidence) characterization of the different component layers, from
basic configurations (Rubin, 1998) (EN 410 standard). The optical
parameters of the system are then obtained depending on the
internal spectral properties of the components.

In particular, the acell absorptivity depends on the internal
reflectivity in the encapsulation material-cell optical interface, rcell
(see Eqs. (26) and (27)). In the general case, the available equation
system for a glazing system has three equations for each wave-
length (one for the energy transmittance T and front and back
reflectances, Rf and Rb respectively), allowing the spectral charac-
terization of a component. Given that a traditional PV module is
an opaque system, only the front reflectance is available in order
to obtain rcell, and the transfer matrix of the cell (opaque compo-
MAE [�C] MBE [�C] WMBE [�C]

1.79 0.78 0.58
1.85 0.02 �0.97
1.75 �0.02 �1.13
1.39 0.49 �0.22
1.35 0.54 �0.09
1.42 0.66 1.50
1.49 0.77 0.31
2.15 �1.49 �0.54



Table 5
Statistical results of all the thermal models in spring period.

Model R2 [%] RMSE [�C] MAE [�C] MBE [�C] WMBE [�C]

1 93.4 3.54 2.74 1.40 1.31
2 93.5 3.51 2.71 �0.08 �1.17
3 94.7 3.18 2.52 �0.17 �1.40
4 96.1 2.72 2.16 0.23 �1.09
5 96.4 2.60 2.04 0.37 �0.81
6 97.9 1.98 1.47 �0.01 0.34
7 98.4 1.76 1.32 0.17 0.15
8 97.7 2.10 1.62 �0.44 �0.18

Table 6
Statistical results of all the thermal models in summer period.

Model R 2 [%] RMSE [�C] MAE [�C] MBE [�C] WMBE [�C]

1 92.2 3.71 2.77 1.02 1.08
2 92.0 3.76 2.86 �0.37 �1.31
3 93.8 3.32 2.60 �0.49 �1.64
4 95.8 2.74 2.12 0.29 �0.75
5 96.0 2.65 2.02 0.39 �0.54
6 97.1 2.26 1.73 �0.74 �0.12
7 98.1 1.84 1.43 0.36 0.04
8 97.7% 2.02 1.61 �0.34 0.20

Table 7
Statistical results of all the thermal models in autumn period.

Model R 2 [%] RMSE [�C] MAE [�C] MBE [�C] WMBE [�C]

1 94.9 2.54 1.84 0.51 �0.22
2 93.8 2.80 2.01 �0.20 �1.76
3 94.7 2.58 1.87 �0.28 �1.95
4 96.6 2.06 1.52 0.67 �0.03
5 96.8 2.01 1.48 0.68 0.01
6 97.1 1.93 1.35 0.47 0.92
7 97.4 1.81 1.42 0.76 0.31
8 95.1 2.47 2.08 �1.34 �0.09

Table 8
Difference between the annual coefficient of determination2 and the ones relative to the four seasons.

Model DR2 [%] Winter DR2 [%] Spring DR2 [%] Summer DR2 [%] Autumn

1 1.7 1.8 3.0 0.3
2 1.9 1.6 3.1 1.3
3 2.1 1.3 2.2 1.3
4 1.2 1.1 1.4 0.6
5 1.2 1.0 1.4 0.6
6 2.8 0.2 1.0 1.0
7 1.8 0.2 0.5 1.2
8 4.5 0.1 0.1 2.7
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nent) is not defined. In such situation, the singular solutions of the
equation systems must be considered. For instance, considering a
typical PV module (consisting of uncoated glass, polymeric encap-
sulation with refractive index similar to that of the glass substrate,
and opaque PV cell), the following expressions are obtained
(Baenas and Machado, 2016).

rcell ¼ Rf � rs
s2s s2L ð1� 2rs þ Rf rsÞ

; ð26Þ

acell ¼ ð1� rsÞð1� rcellÞ sssL
1� rsrcells2s s2L

; ð27Þ

r and s being, respectively, the reflectivity and transmissivity
(due to Beer’s law) of the components glass substrate (s) and poly-
meric interlayer (L). This kind of expressions can also be achieved
by classic ray-tracing algorithm (Krauter and Hanitsch, 1996),
(Rubin et al., 1998), but the systematic treatment followed is
directly applicable to more complex PV cell encapsulation
schemes, and may be implemented in any all-purpose symbolic
computation system.

Once a specific optical modelling for the PV module is proposed,
and the components have been characterized by spectrophotome-
try, it is possible to perform an indirect experimental validation of
the model, through the measurement of the short-circuit density
current of the module, Jsc (ASTM E1021-15 standard). This avoids
the complex validation through thermal measurements (e.g.,
center-glass surface temperatures), and it is based in the relation-
ship between the PV module efficiency and the optical modelling
of its cover materials. The Jsc can be obtained from the original
incoming photon flux (/), the internal quantum efficiency of the
cell (IQE, measured in air) and acell parameter (Machado et al.,
2016).



Fig. 5. Integrands of short-circuit density current obtained from experimental and calculation procedures. Comparison between simulated and experimental EQE curves is
shown as an insert.
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Jsc ¼ q
Z k2

k1

/ðkÞIQEðkÞacellðkÞdk; ð28Þ

where [k1, k2] are the wavelength interval considered and q is the
elementary charge.

As an example, Fig. 5 (Machado et al., 2016) shows the good
agreement between the calculated and experimental spectral inte-
grand of Jsc and external quantum efficiency for a silicon cell encap-
sulated with low-iron glass and EVA polymer.
6. Conclusion

In this work, several models developed and implemented
within the European project SOPHIA in order to thermally charac-
terize PV modules in a partially integrated BIPV system configura-
tion have been presented. For this purpose, different simplified and
detailed approaches have been considered, including a linear
model. The validation of the thermal models, performed by com-
paring the simulation results with experimental data obtained on
a test bench over a year, indicates that all the models implemented
allow achieving a good prediction of the PV modules back surface
temperature, with the minimum value of the coefficient of deter-
mination R2 around 95%.

The observation of weighted mean bias error WMBE and the
accuracy analysis on a seasonal basis have also shown that the
accuracy of the considered thermal models strongly depends on
the season weather conditions and more precisely on the incident
solar irradiance magnitude.

In the present work, the obtained results have indicated that the
wind direction has a low influence on the accuracy of the thermal
results. New correlations are proposed for the convective heat
transfer coefficients based on the measured wind velocity, and
for the sky temperature evaluation as concerns the radiative heat
transfer. These correlations have been derived by comparing the
numerical and experimental values in order to optimize the accu-
racy of the thermal results.

As further studies, this thermal analysis will be applied to dif-
ferent BIPV system configurations and operative conditions. Also,
the impact of the accuracy of BIPV systems thermal models on
the accuracy of the prediction of the electrical energy produced
will be evaluated using an electrical model depending on solar irra-
diance and PV module temperature.
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