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Abstract
Localized propagation delay signals associated with line-

aligned convective cells were detected by the Synthetic Aperture 
Radar Interferometry (InSAR) technique on 25 August 2010 in 
Niigata prefecture. The maximum amplitude of the signal reached 
up to 22.5 cm, which was approximately equivalent to 29 mm 
anomaly in precipitable water vapor (PWV). The nationwide radar 
rainfall intensity captured the spatial distribution of hydrometeors 
on both land and sea, which was similar to that of the InSAR- 
derived water vapor field, suggesting that the convective cells 
were initiated on the Japan Sea to the west-southwest of the obser-
vation area. A numerical weather model (NWM) simulation with 
the grid spacing of 2.5 km reproduced line-aligned convective 
cells with 3 cm smaller maximum amplitude to that in InSAR. 
A NWM simulation that assimilates Global Navigation Satellite 
System (GNSS)-derived PWV data for four-dimensional varia-
tional assimilation enhanced the water vapor flux convergence at 
the surface, which improved the amplitude of the localized delay 
signals. The advantage of the unique water vapor observation by 
InSAR enabled us to assess the meso-gamma scale NWM repro-
ducibility in terms of water vapor, which is one of the fundamental 
prognostic parameter for NWMs.

(Citation: Kinoshita, Y., and M. Furuya, 2017: Localized 
delay signals detected by synthetic aperture radar interferometry 
and their simulation by WRF 4DVAR. SOLA, 13, 79−84, doi: 
10.2151/sola.2017-015.)

1. Introduction

Water vapor is one of the most important parameter for precise 
short-range weather prediction but is also known to be difficult to 
observe due to its high variability in both space and time (Mateus 
et al. 2013). In the end of the twentieth century, the Global Navi-
gation Satellite System (GNSS) has been demonstrated to be capa-
ble of estimating the precipitable water vapor (PWV) in the zenith 
direction (Bevis et al. 1992) with a precision comparable to that 
derived from radiosonde observations (Ohtani and Naito 2000). 
Although the recent development of the GNSS system contributed 
to improve the spatial resolution of the water vapor observation, 
the spatial resolution of the GNSS observation is a few tens of 
kilometers at best (Shoji et al. 2014), which is insufficient to 
resolve kilometer-scale phenomena such as individual convective 
cells. On the other hand, PWV mapping with 1 km resolution 
has been achieved by multi-spectrum infrared observations in the 
Moderate-Resolution Imaging Spectroradiometer and the Medium 
Resolution Imaging Spectrometer satellites (Li et al. 2012). They 
provide high-resolution PWV maps in global with a recurrence 
period of 1-2 days and 3 days, but the observation is limited to 
the cloud-free condition. Detailed water vapor distributions under 

extreme weather conditions such as a severe storm will often 
encounter the cloud-cover problems.

Interferometric Synthetic Aperture Radar (InSAR) is another 
microwave-based geodetic technique that can detect small- 
amplitude ground displacements with much higher spatial resolu-
tion than the GNSS system. InSAR image is called interferogram, 
and is derived by differencing the phase data in two SAR images 
acquired at different epochs. Initial interferogram consists of 
phase fringes due to the orbital separation, local topography, sur-
face deformation, ionospheric and tropospheric propagation delay 
(Rosen et al. 2000). After the removal of the orbital contribution 
and the topographic effect, InSAR phase signals contain contri-
butions due to ground deformation and atmospheric propagation 
effects including the ionospheric and tropospheric disturbance 
(e.g. Zebker et al. 1997). The tropospheric delay in InSAR is 
strongly related to the spatial heterogeneity of the integrated water 
vapor along radar line of sight. Therefore, in the absence of both 
of ground deformation and the ionospheric disturbance, InSAR 
can measure the spatial distribution of the integrated water vapor 
along the line-of-sight direction with the unprecedented spatial 
resolution (Hanssen et al. 1999). Kinoshita et al. (2013) detected 
the water vapor distribution during a heavy rain event in 2008 at 
middle Honshu, Japan, using emergency observation data of a 
Phased Array-type L-band Synthetic Aperture Radar (PALSAR), 
an L-band SAR sensor on board the Advanced Land Observing 
Satellite (ALOS). They performed numerical weather model 
(NWM) simulations to reproduce the localized water vapor signal 
detected by InSAR. In addition, Pichelli et al. (2015) performed 
a data assimilation experiment of the InSAR-derived PWV into 
the 1 km resolution mesoscale simulation at Rome (Central Italy), 
which showed statistically positive effects on the precipitation 
forecast. 

The objectives of this study are first to demonstrate water 
vapor signals associated with convective cells by InSAR, and 
secondly to validate the impact of the GNSS data assimilation for 
improving the reproductivity of NWM simulations of the convec-
tive systems detected by InSAR in terms of the water vapor field.

2. Data and model descriptions

2.1 InSAR data
The SAR data used in this study were acquired by ALOS/

PALSAR launched by the Japan Aerospace Exploration Agency 
(JAXA) at 01:14 UTC on 25 August 2010 and at 01:14 UTC on 
25 May 2010 from descending orbit (path 59, frame 2840). The 
perpendicular component of the baseline is 184.0 m, which is 
short enough to keep interferometric coherence. The interferogram 
was generated with the GAMMA software (Werner et al. 2000). 
The orbital and topographic fringes were modeled using precise 
orbit data from JAXA and the 10 m-mesh digital ellipsoidal 
height model generated by the GeoSpatial Information Authority 
of Japan, respectively. After subtracting orbital and topographic 
fringes from the initial interferogram, we used the minimum cost 
flow method (Constantini 1998) for phase unwrapping that could 
eliminate 2π ambiguities in the phase image and quantify the dis-
placements and propagation delays. The spatial resolution of the 
multi-looked InSAR image is approximately 40 m. 
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boundary values. Initial and boundary conditions were derived 
from the MSM objective analysis data with the horizontal grid 
spacing of 5 km at the surface and 10 km above the surface 3 
hourly from 18:00 UTC on 24 August to 03:00 UTC on 25 August. 
We performed the simulation with a single domain and we set the 
horizontal grid spacing of 2.5 km (Fig. 1a), which could resolve a 
whole picture of each convective cell dynamically. The horizontal 
grid numbers are 350 and 300 in north-south and east-west direc-
tions, respectively. The number of vertical layer was set to 50, and 
the model top was 100 hPa. The 30-arcsecond GTOPO30 model 
was used for the WRF topography. In WRF simulations, the WRF 
single-moment three-class microphysics scheme that includes the 
prognostic water substance variables of water vapor, cloud water/
ice, and rain/snow, the Dudhia shortwave radiation scheme and 
the rapid radiative transfer model long-wave radiation scheme 
were used. For the planetary boundary layer parametarization, the 
Mellor-Yamada-Janjic scheme was used. No cumulus parametar-
ization was used. The simulation period was set from 18:00 UTC 
on 24 August 2010 to 03:00 UTC on 25 August 2010.

In addition, we performed the four-dimensional variational 
data assimilation (4DVAR) implemented in the WRF data assim-
ilation (WRFDA, Huang et al. 2009) system with the aim of 
improving the reproductivity of numerical weather simulations. 
In this study we used the WRFDA version 3.4.1 and zenith total 
delay (ZTD) data derived from the Japanese dense GNSS network 
(GEONET) 3-hourly whose spatial density is approximately 
25 km (Fig. 1b). ZTD data were converted to PWV using surface 
pressure and temperature data derived from surface meteorological 
observations. Hereafter, we will refer the WRF simulation without 
assimilation as the control run (CNTL) and with assimilation as 
4DVAR. The grid spacings of the 4DVAR run were set to 10 km 
for the assimilation and 2.5 km for the convection-permitting 
simulation. The number of horizontal grids were set to 90 × 80 
and 273 × 245 for coarser and finer domains, respectively. In the 
4DVAR processing, we first initialized the MSM objective analy-
sis data in the outer domain, and then conducted the assimilation 
process in this domain. The assimilation window was set from  
18:00 UTC (simulation start time) on 24 August 2010 to 
00:00 UTC on 25 August 2010. According to the fundamentals 
of data assimilation theory, this assimilation window of 6-hr 
at 10-km grid spacing may not satisfy linearity. However, the 
4DVAR outputs described later showed reasonable results, indi-
cating the system worked appropriately. After the assimilation, 
we performed a 10-km WRF simulation and then downscaled 
the outputs to 2.5 km grid spacing to create initial and boundary 
conditions for the 2.5 km simulation. Finally, we performed the 2.5 
km WRF simulation using downscaled initial and boundary fields 
from 18:00 UTC on 24 August. Other settings in 4DVAR were 
same as those in CNTL. Both CNTL and 4DVAR simulations 
were performed on 25 May 2010 to calculate propagation delay 

2.2 Tropospheric delay
Tropospheric delay observed by space geodetic systems such 

as InSAR and GNSS is caused by the refractivity that deviates 
from the value in vacuum due to the presence of air molecules. 
Atmospheric refractivity below the ionosphere can be represented 
as the following theoretically-derived equation (Thayer 1974)

N n k P
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k P
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where n represents refractive index , T represents the absolute 
temperature in Kelvin (K), and Pd and Pv represent dry air and 
water vapor partial pressure in Pascal (Pa), respectively; k1, k2 
and k3 are experimentally-determined numerical constants of k1 = 
77.604 (K/hPa), k2 = 64.79 (K/hPa) and k3 = 3.776 (K2/hPa) (Bevis 
et al. 1992). The effects due to water droplet are not included 
in the above equation because they are minor contributor to the 
refractivity. In order to simulate the observed delay, the propaga-
tion delay Le from the satellite to the ground is derived by inte-
grating the refractive index n in equation (1) along the microwave 
path and can be expressed as,

L n ds ds dse atm atm vac
= − + −( )∫ ∫ ∫( ( ) ) ,r 1 	 (2)

where atm indicates the Earth’s atmosphere, r indicates the coor-
dinate of n, and vac indicates vacuum field. We use the NWM 
outputs in Eqs. (1) and (2). In Eq. (2), the first term in the right 
hand side represents the electromagnetic delay due to the change 
in the phase velocity and the second term represents the ray- 
bending effect (Hobiger et al. 2008). It is noted that the propa-
gation delay effect derived from InSAR is the relative difference 
between the master and slave observations. Hence, water vapor 
signals should be included in both of the acquisition dates. In 
addition, the hydrostatic delay component expressed in the right 
first term in Eq. (1) can be negligible because the dry partial pres-
sure Pd is almost homogeneous within a few tens of kilometers. 
The effect of temperature is negligible not only because its spatial 
heterogeneity is small but also because the sensitivity of the 
delay amount to temperature is only 0.003 cm to 1 K difference. 
Therefore the InSAR phase delay primarily reflects the spatial dif-
ference of water vapor distributions between the two observation 
epochs. 

2.3 Numerical weather model
We used the Weather Research and Forecasting (WRF) model 

version 3.4.1 (Skamarock et al. 2008) with Japan Meteorological 
Agency (JMA) Meso-Scale Model (MSM) objective analysis data 
and United States National Centers for Environmental Prediction 
high-resolution sea surface temperature data as the initial and 

Fig. 1. (a) The WRF simulation domain in the CNTL simulation. The red rectangle indicates the area of Figs. 2 and 3. The dashed black rectangle indicates 
the area of Fig. 5. (b) 4DVAR simulation domains. Blue dots indicate locations of GEONET stations used for the assimilation.
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differences for comparing with the observed InSAR image.
For assessing the reproductivity of CNTL and 4DVAR sim-

ulations, we calculated the propagation delay from WRF outputs 
based on Eqs. (1) and (2) with the ray-tracing method (Hobiger 
et al. 2008), which enables to directly compare model results 
with the derived interferogram. The modeled delay comparable 
with the InSAR image was derived by the difference of simulated 
delays on two epochs (in this case one is at 01:15 UTC on 25 
August 2010 and the other is at 01:15 UTC on 25 May 2010).

3. Results

3.1 Localized water vapor signals detected by InSAR
The unwrapped interferogram captured clear phase changes 

that had the maximum amplitude of 22.5 cm in the line-of-sight 
direction and extended from WSW to ENE (Fig. 2 left). At first 
we validated that there were no surface deformation signal during 
the ALOS/PALSAR observation interval by comparing Fig. 2 
with another InSAR image with the same spatial and temporal 
coverage and operational GNSS observation data, resulting in no 
significant surface deformation in the area (Supplements 1 and 2). 
In addition, we assume that the phase change in the interferogram 
is not due to the ionospheric effect but due to water vapor because 
the ionospheric effect in InSAR has spatially large wavelengths 
that are more than tens of kilometers (e.g. Gray et al. 2000). The 
detected water vapor signals included a few maxima with a hori-
zontal scale of around 8 km, whose characteristics resembles those 
detected by Kinoshita et al. (2013) in terms of the horizontal scale 
and amplitude, thus indicating the detected signals were indeed 
associated with convective cells. The corresponding zenith PWV 
can be approximately estimated by applying an equation PWVsar 
= Π ∙ Delaysar ∙ cos θ, where Π indicates a conversion factor used 
for GNSS PWV estimation and θ indicates the incidence angle 
(Fornaro et al. 2015). Applying this equation, the observed InSAR 
image indicated the maximum anomaly of PWV up to 29 mm 
higher than the background PWV average around high PWV 
anomalies. The PWV field derived from the MSM objective anal-
ysis data and the GNSS observation at 00:00 UTC on 25 August 
2010 did not show any localized increases corresponding to the 
localized PWV increase detected by InSAR (Supplement 3).

The rainfall intensity observed by the JMA operational radar 
network at 01:10 UTC on 25 August 2010 captured the convective 
systems with the rainfall intensity over 50 mm/hour, whose spatial 
distribution was similar to that detected by InSAR (Fig. 2 right). 

It is noted that the detectable of weather radar is different from 
that of InSAR: InSAR detects the integrated tropospheric water 
vapor along the line-of-sight, whereas the weather radar detects 
the intensity of hydrometeors. Therefore the accordance between 
locations of the localized large-amplitude delay signal in InSAR 
and the high rainfall intensity of weather radar echo strongly 
suggests that a precipitation system with high rainfall intensity 
accompanies large amount of water vapor. On the other hand, 
there were no rainfall signals in the JMA radar rainfall intensity at 
01:10 UTC on 25 May 2010 around the target area, thus suggest-
ing that the InSAR-derived water vapor signals can be attributed 
to the high rainfall intensity on 25 August 2010.

3.2 Numerical weather model simulations
The CNTL simulation successfully reproduced convective 

cells, which initiated on the Japan Sea to the west of the study 
area, and then moved toward the ENE direction, and finally 
reached the coast (Fig. 3). The maximum PWV value of the 
convective cell reached up to 68.5 mm, 18.9 mm higher than the 
reference point A. The CNTL simulation indicated that a number 
of convective cells were generated over the sea and passed 
through the coastline, and the lifetime of each convective cell was 
approximately an hour which is a typical lifetime of the single-cell 
(Szoke and Zipser 1986).

The 4DVAR simulation results are also shown in Fig. 3, 
which reproduced the convective systems as the CNTL simulation 
did. It is clear that the horizontal scale of each convective cell 
and the maximum PWV in the 4DVAR simulation were similar 
to those in the CNTL simulation. Clearly, in the 4DVAR simu-
lation, there were a number of localized high PWV maxima that 
accompanied intense rainfall of over 30 mm/hr, indicating that 
these PWV maxima were associated with developed convective 
cells. On the other hand, in the CNTL simulation, many of PWV 
maxima indicated relatively weaker rainfall of 10 mm/hr although 
a PVW maximum arrowed in Fig. 3 accompanied rainfall of 
over 30 mm/hr. Therefore, Fig. 3 suggests that the GNSS-PWV 
assimilation to the WRF simulation modified the PWV field in the 
initial condition and then increased the amount of water vapor in 
the convective cells.

Figure 4 shows the observed interferogram and estimated 
delay maps calculated from CNTL and 4DVAR outputs, respec-
tively. These results clearly showed that the amplitude of repro-
duced convective cells improved in the assimilation experiment. 
These model simulations also indicated that localized delay sig-
nals were mainly caused by water vapor concentration, not by the 

Fig. 2. (Left) The InSAR image derived from SAR data acquired at 01:14 UTC on 25 August 2010 (slave) and 25 May 2010 (master). The positive anom-
aly (red) indicates the existence of large amounts of water vapor at that point on the slave date. An average elevation angle within the image was 49.9°.  
(Right) Time series of the rainfall intensity distribution derived from the C-band weather radar around Japan.
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Fig. 3. Time series of the simulated PWV in the CNTL simulation (upper) and in the 4DVAR simulation (bottom), respectively. Contours indicate the sim-
ulated rainfall intensity with a unit of mm/hour. Arrows in upper images indicate PWV maxima. The symbol A (black square) indicates a reference location 
representing the background condition.

Fig. 4. (Left) The observed interferogram. (Center) The simulated propagation delay by the CNTL simulation at 01:15 UTC. (Right) The simulated propa-
gation delay by the 4DVAR simulation at 01:15 UTC.
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dry air components represented in the first term in the right side 
of Eq. (1) (Supplement 4). The maximum amplitude in the CNTL 
simulation was 3 cm smaller than that in the observation and that 
in the 4DVAR simulation was 1 cm smaller than that in the obser-
vation. The phase noise of ALOS interferometry is approximately 
3.3 mm in the line-of-sight direction (Sandwell et al. 2008). 
Therefore, these amplitude differences are significantly large and 
both CNTL and 4DVAR simulations underestimated propagation 
delay amounts relative to the observation. As is the case with the 
PWV distribution in Fig. 3, the CNTL simulation reproduced 
fewer localized large-amplitude signals than the observed interfer-
ogram. The 4DVAR simulation reproduced more localized large- 
amplitude signals than the CNTL simulation, getting more similar 
to the interferogram.

To investigate the assimilation impact on the improvement 
of the amplitude of reproduced convective cells, we calculated 
the divergence of the water vapor flux at the surface, which could 
contribute to the degree of the development of the convective cell. 
Figure 5 shows the 1 hour average divergence of the water vapor 
flux in CNTL and 4DVAR simulations from 00:10 UTC to 01:10 
UTC, both of which indicate the presence of a strong convergence 
zone at the windward coast of the InSAR observation area. Model 
results indicated that most of the reproduced convective cells were 
initiated around the water vapor convergence zone. Therefore 
the strong water vapor convergence near the surface played an 
important role for the degree of the development of convective 
cells around the study area. With the use of the assimilation, water 
vapor convergence was enhanced. In addition, the convective 
available potential energy (CAPE) on the convergence zone 
(139.5°N, 38.68°E) calculated from the 4DVAR output on 00:10 
UTC was 1800 J/kg, indicating the unstable condition. Therefore 
the convergence enhancement of the water vapor flux in the 
4DVAR simulation was one of the key factors for improving the 
model skill in this case, which was caused by the modified initial 
water vapor field through the four-dimensional data assimilation 
method with the GNSS PWV observation.

4. Summary and discussions

In this study we detected localized delay signals due to water 
vapor concentration on 25 August 2010 at Niigata prefecture 
by InSAR based on ALOS/PALSAR data. The InSAR image 
captured localized propagation delay signals associated with con-
vective cells extending from WSW to ENE in a line shape. The 

maximum amplitude corresponded to 29 mm in PWV anomaly 
from the surrounding average. The rainfall intensity observed by 
the JMA operational radar network at 01:10 UTC on 25 August 
2010 showed the spatial distribution of hydrometeors that was 
quite consistent with the InSAR-derived delay signals. Therefore 
the detected phase delay was very likely due to the water vapor 
associated with the rain band. The numerical weather simulation 
without the assimilation could reproduce the convective cells. The 
maximum propagation delay amount calculated from the CNTL 
run output with the ray-tracing method was 3 cm smaller than 
the detected delay signal in the InSAR image and the number 
of localized delay maxima were fewer than the observed inter-
ferogram. The 4DVAR run with GNSS PWV data assimilation 
was conducted with the same grid spacing, demonstrating the 
improvement in the delay amplitude of the reproduced convective 
cells that were 2 cm closer to the observed one than that in the 
CNTL run. The 4DVAR simulation reproduced localized signals 
with large amplitude than the CNTL simulation. In addition, the 
number of localized delay signals with large amplitude increased 
in the 4DVAR simulation. The improvement of the WRF repro-
ducibility by data assimilation was due to the enhancement of 
the surface water vapor convergence in the Japan sea west of the 
study area. 

The precise modeling of the water vapor propagation delay is 
one of the important challenge in InSAR toward the higher detec-
tion accuracy of surface deformation. Our result showed not only 
the effectiveness of the 4DVAR assimilation for the numerical 
weather simulation, but also highlighted the possibility to correct 
the turbulent component of the InSAR tropospheric propagation 
delay by the numerical weather model for surface deformation 
studies. To investigate the effectiveness of the numerical weather 
model with the data assimilation, further studies that, for example, 
assimilate other meteorological variables like wind and tempera-
ture to reproduce InSAR-derived meteorological phenomena 
should be conducted.

Our study showed the unique ability of InSAR to observe 
water vapor distributions with an unprecedented spatial resolution. 
The advantage of InSAR can be applied not only to elucidating 
a mechanism of severe storm events but also to investigating the 
thermodynamic characteristics of meso-scale phenomena like 
mountain waves and convective rolls in the boundary layer. 

The poor temporal resolution is one of the biggest limitations 
in the SAR system for the meteorological application. However, 
Mateus et al. (2013) mentioned that the merging of water vapor 
maps obtained by combination of different spaceborne SAR mis-

Fig. 5. The horizontal wind distribution at 01:10 UTC on 25 August 2010 and the 1 hour average of the water vapor flux divergence at the surface derived 
from the CNTL simulation (left) and the 4DVAR simulation (right) from 00:10 UTC to 01:10 UTC. The blue color indicates the water vapor flux conver-
gence which could contribute to the development of the convection. Green rectangles indicate the area of Figs. 2 and 3. The yellow circle in the right figure 
indicates the CAPE calculation point.
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sions such as Sentinel-1 and ALOS-2 missions has the possibility 
for improving the temporal resolution with a sampling period of a 
few days or better.
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Supplements

Supplement 1: An InSAR image derived from SAR data 
acquired at 13:07 UTC on 2 May 2010 and 17 September 2010. 
There are no significant displacement signals in this image. This 
interval covers the whole time interval of the InSAR observation 
in Fig. 2.

Supplement 2: Surface displacement in the SAR line-of-sight 
direction derived from GEONET F3 daily coordinate data between 
2 May 2010 and 17 September 2010. A green box indicates the 
area of Figs. 2 and 3.

Supplement 3: PVW distributions derived from MSM data 
and GEONET zenith tropospheric delay data (colored circles) at 
18:00 UTC on 25 August 2010.

Supplement 4: Simulated propagation delays of total amount 
(left), delays caused by water vapor (center) and delays caused by 
dry air (right). Upper images are derived from the CNTL simula-
tion and lower images from the 4DVAR simulation.
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