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Abstract

This thesis explores more efficient methods for visualipioipt data sets on three-dimensional
(3D) displays. Point data sets are used in many scientifitcgbions, e.g. cosmological
simulations. Visualizing these data sets in 3D is desirBbt®use it can more readily re-
veal structure and unknown phenomena. However, cuttigg-edientific point data sets
are very large and producing/rendering even a single imag&pensive. Furthermore,
current literature suggests that the ideal number of view8D (multiview) displays can
be in the hundreds, which compounds the costs.

The accepted notion that many views are required for 3D alyspis challenged by
carrying out a novel human factor trials study. The resuiggiest that humans are actually
surprisingly insensitive to the number of viewpoints wiggard to their task performance,
when occlusion in the scene is not a dominant factor.

Existing stereoscopic rendering algorithms can have haghup costs which limits
their use and none are tuned for uncorrelated 3D point remgler his thesis shows that
it is possible to improve rendering speeds for a low numberi@fis by perspective re-
projection. The novelty in the approach described lies ilaydeg the reprojection and
generation of the viewpoints until the fragment stage of ghpeline and streamlining
the rendering pipeline for points only. Theoretical analgsiggests a fragment reprojec-
tion scheme will render at least 2.8 times faster than mareerendering the scene from
multiple viewpoints.

Building upon the fragment reprojection technique, furtteandering performance is
shown to be possible (at the cost of some rendering accubgastricting the amount of
reprojection required according to the stereoscopic véisol of the display. A significant
benefit is that the scene depth can be mapped arbitrarilyetpeiceived depth range of
the display at no extra cost than a single region mappingo@gpr Using an average case-
study (rendering from a 500k points for a 9-view High Defmiti3D display), theoretical
analysis suggests that this new approach is capable of thecperformance gains than
simply reprojecting every single fragment, and quantieatheasures show the algorithm
to be 5 times faster than a naive rendering approach. Futétailed quantitative results,

under varying scenarios, are provided and discussed.
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Chapter 1

Introduction

In this chapter the basic background and motivation for @sking the issues of visualiz-

ing large point data sets using multiview displays are tegi

1.1 Stereoscopy

In 1838, Charles Wheastone [166] demonstrated, with hie@teope, that two images
captured from a different horizontal centre of projectiah imvoke a powerful and unique
depth sense when presented to each eye; this phenomenamis ks stereopsis (liter-
ally “solid seeing”). Since then, numerous inventions haeen developed to capture,
generate and display three-dimensional (3D) stereossopites.

Wheatstone’s stereoscope (illustrated in Figure 1.1)istets of two mirrors angled
90 to each other which reflected a different image to each eygiritages, which were
hand drawn, were mounted on sliding boards controlled by @adeo screw that allowed
the observer to adjust the distance of the images until tbaéflected images coincided
at the intersection of the optic axes. Although the ster@osevas crude in design, it was
the first ever known device to provide scientific proof of &lbetween binocular vision
and depth perception.

Binocular depth perception is quite subtle and if the reaslemfamiliar with the
concept, he or she may be skeptical of any improvement irhdegiception emanating
from binocular vision (try closing one eye and see if you catice any difference).

When Wheatstone first proposed binocular disparity as ehdr@, many well-respected

1



1.1. Stereoscopy 2

Figure 1.1: Original diagrams of Wheatstone’s stereoscope (from [[L&6¢ a drawing of a later

and improved Holmes type stereoscope, from [48].

(b) Improved Holmes stereoscope design

scientists were also skeptical, in fact Sir David Brewstdrp was a famous scientist in
the 19" century, argued that people with monocular vision (visianf one eye) could

perceive depth just as well as people with normal stere@wjsand even believed that
in some cases monocular viewing could be superior [19]. Hewdulesz [84] dispelled

such notions by proving that the stereoscopic depth cuesal@s sufficient to induce a
vivid depth sense. He demonstrated this fact by inducingditar depth perception with
computer generated random dot stereograms, lacking ath dejes except for disparity,

i.e. small horizontal shifts (parallax) between corregpog points in the image pair;
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Figure 1.2 shows an example of a random dot stereogram.

Figure 1.2: An example of a random dot stereogram (from [84]).

Numerous experiments have also shown that binocular visaonprovide some sig-
nificant advantages over monocular vision, for examplentaid in the following tasks:
Relative depth judgements [72]; spatial localisation, e ability to concentrate on ob-
jects at certain depths while ignoring objects at otherligghus aiding comprehension
of large amounts of complex data [103]; breaking camouflagé]; noise reduction [91]
and improved detection thresholds for visual signals irsypdiackgrounds [134] (also
known as binocular unmasking); surface material percegtmm lighting effects such as

lustre; and judgment of surface curvature [80].

1.2 Stereoscopic scientific visualization

Scientific visualization is an interdisciplinary branchsaience concerned with visualiz-
ing, comprehending and analysing three-dimensional phena, such as geological data
sets and medical systems, by using concepts from compehigs (see Figure 1.3 for

an example of scientific visualization).

Scientific visualization became an important field in thes 12880s, when

scientists and engineers realized that they could notpreethe prodigious
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guantities of data produced in supercomputer runs withannsarizing the
data and highlighting trends and phenomena in various kificgaphical

representations [47, chap. 1].

Figure 1.3: A scientific visualization of a simulation showing a Raylelgylor instability caused

by two mixing fluids, from [93].

An old adage goes that ‘a picture speaks a thousand wordsa, stereoscopic image
can convey many more and it is now becoming apparent thatehedkunderstanding
today'’s scientific data lies in stereoscopic visualizatiGreating successful stereoscopic
imagery requires a deep understanding of three fields ofsthd human visual system
and depth perception; three-dimensional display teclyieso and computer graphics.
Exploring each field is important in order to identify andrigitogether vital concepts

needed to improve the efficiency and quality of generatiagestscopic images.
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1.2.1 Human visual system and depth perception

While much experimentation and observations have beeredarut regarding the human
vision and depth perception [18,20,40,43,149,160] ouewstdnding is still very limited:;
for example, there is still some debate on what type of mdaehuman visual systems
uses to combine different depth cues [45] and the possiliiefbeain from each depth
cue [16,160]. This should not be that surprising consideghiow complex and powerful
the human visual system is: some mechanisms that we knowdheal eystem is respon-
sible for, like solving the “correspondence problem” (ntébg) corresponding points in
each retinal image), still remain a challenge even for oustpowerful supercomputers,
yet most humans constantly solve this problem without eligrking about it.

Creating a stereoscopic image that is comfortable and awadous depth distor-
tion phenomena is challenging [83]. Improving our underdiag of human depth per-
ception is important if we wish to fully adopt 3D displays,dacreate comfortable and
safe stereoscopic content; currently the long term healftications from viewing three-
dimensional displays and low quality stereoscopic imagemynknown. An important
consideration for a good stereoscopic rendering algoritlouald therefore be the inclu-
sion of some type of depth control mechanism to aid in theticneaf comfortable stereo-
scopic imagery. So far however, academics have either éaloois developing algorithms
for efficient stereoscopic rendering, or stereoscopictdepntrol, but not both in combi-

nation.

1.2.2 Three-dimensional display technologies

Three-dimensional display technology has come a long wagesihe invention of the
Wheatstone stereoscope and there is now a bewildering rHrigehnologies available,
however, they can be very broadly distinguished betweeametric, holographic and
planar surface displays (see [12,101, 108, 115] for a maegldd review). Regardless of
the type of technology used to present a stereoscopic intlaggeall require at least two
images generated from slightly horizontally shifted caasein the case of holography

and multiview displays, many hundreds of images may be saneabusly projected.
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1.2.3 Computer graphics

Computer graphics is a broad field which includes the creasitmrage, and manipulation
of models and images of objects. The process of generatiigjtaldmage is known as

rendering and usually involves mapping a 3D computer mowle a 2D projection using

a virtual camera. Computer graphics algorithms have edotapidly since the 1980’s

and are capable of rendering almost photo-realisticatiwdver, interactive graphics al-
gorithms are usually restricted to only simple approximasiof the behaviour of light.

Computer animation involves a single virtual camera andtipial renditions and
transformations of the scene for each frame of a sequenaser@ly each frame is ren-
dered almost independently and there is very little catautaeuse. However, some lim-
ited research has been presented on identifying and eliimgy@dundant calculations for
rendering stereoscopic images; these redundancies arigelie perspective coherence
available between horizontally shifted cameras.

Computer graphics is mostly concerned with real-time ateractive graphics where
the scene must be rendered and sent to the display at least&Oger second in order
to trick the mind into perceiving smooth animation. Thesgureements were originally
very demanding on the computer system and lead to a solutiowikas z-buffer triangle
rasterization; in order to reduce the number of calculatiand required memory band-
width, the scene is decomposed into individual primitivedmost always into triangles.
The triangles can then be positioned, scaled and projeatechd@D domain before finally
being rasterized (decomposed further) into individuaéfsxeady to be displayed on the
monitor.

Most computers have a specialized component known as tpligsgprocessing unit
(GPU), or graphics card, which is a dedicated piece of harel¥eet 3D graphics rendering
computations. Modern GPU’s are incredibly powerful, cdpadf crunching through
billions of calculations per second, and exploiting theikekt capabilities will likely be
key to developing an efficient stereoscopic rendering &lyor

A common problem in computer graphics is the aliasing phesr@ne.g. moire fringe
patterns, which is caused by the discrete sampling of theesdaring rendering. Al-
though large amounts of effort have been dedicated to spthis problem for traditional

2D rendering [47, chap. 14], oddly very little attention Heeen given to anti-aliasing
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when developing stereoscopic algorithms even though tieetefof aliasing are com-

pounded during stereoscopic viewing and can introducewariepth distortions [125].

1.3 The research problem and objectives

Research in computer graphics has in the past mostly besrielirtowards triangle based
rendering algorithms, however, there are alternative ipxierepresentations. A growing
sub-field of computer graphics is point-based renderingJ92] where points are used
to represent the scene instead of triangles. Points can be effticient than triangles
when the projected primitives are smaller than the pixelthefdisplay screen and are
a great benefit in highly detailed scenes. Another reasoth®ogrowing popularity of
point-based rendering is that particles and point-cloud dats are becoming the basic
data unit found in a wide range of applications and reseaediisti for example, particles
are used to represent the mass in the universe in cosmdlagiterical simulations [29]
and the topology measured by airborne laser scanning [11].

Due to the size of many scientific point data sets, renderveg @ single view can
be expensive; therefore, the key to successfully visuajipioint data sets on multiview
displays is to limit the number of views to an acceptable mum. Previous studies are
based on subjective scores and suggest a high number of arewgquired, which if
true limit the application of multiview displays. Howeveo, date no research has been
conducted on the affects of viewpoint density on depth geice. Using human factor
trials, this thesis explores how many views may be requireédmtask performance is
taken into consideration rather than aesthetic qualities.

Most stereoscopic algorithms available today have beeigmies to work efficiently
for either two views precisely or many views (100+) and argdted at triangle based
rendering. The little amount of research available foresiscopic point based rendering
focuses on recreating surfaces from the points; there hasr@research presented on a
stereoscopic algorithm for purely uncorrelated 3D poirgdshrepresentations.

Based on the results from the study a number of novel tecksique explored to
stream line the stereoscopic rendering process for urdatetepoints. The research

presented in this thesis is timely given that scientistsediiectively drowning in point
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based data due to the unprecedented resolution and acairamdern data acquisition
tools [21] and ever increasing power of parallel supercaemgy this work will aid in

scientific analysis and discovery of point data sets.

1.4 Thesis organisation and contributions

e Chapter 2 gives some general background information reddar the understand-
ing of the material in this thesis and explores, in greatéaitjeéhe scientific fields
identified above: the human visual system and depth peweftiree-dimensional

display technologies; and computer graphics.

e Chapter 3 discusses a human factors trial designed to neetessk performance
of subjects using multiview displays with varying amounttsiepth and viewpoint
densities with the goal of quantifying the optimum numbeviefvs for a 3D dis-

play. Contributions from this study include:

— An in depth evaluation of the requirements of multiview déys.

— The design of a display apparatus for simulating multivieoatereoscopic

displays of varying viewpoint density.

— A path tracing task, based on [160], to evaluate human 3Dgasgkrmance

on multiview displays.

— A recommendation for multiview display system designeas kbw viewpoint
densities may be sufficient to enable effective path seagdaisk performance

when occlusion is not an overriding factor.

— Results showing that binocular stereo and motion paralbexal always have
an additive effect on depth perception (as previously ssiggeby a number
of studies [160, 162]). We show for a similar task but withitiea occlusion

that the stereo cue dominates over the head motion paraiéax c

— Confirmation of previous results [140] that low magnitudéstereoscopic

depth are useful to provide a task benefit.
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e Chapter 4 explores the potential for increased efficiensilesn rendering points
for low viewpoint densities as concluded in the human factaal. The chapter
describes a theoretical multiview algorithm for efficigntendering uncorrelated
3D points by taking advantage of the perspective coherevaitahle in the views
as well sharing the lighting calculations. Set-up costkep to a minimum so that
performance gains can still be realised for displays witbva Viewpoint density
as recommended in chapter 3. A key strategy for the algonilinch is unique
compared to other stereoscopic algorithms is that it assiwathéhe particles are
spherical and translucent which allows a number of stagéseirendering pipeline
to be eliminated. Also the use of additive blending removesrequirement for
depth sorting and occlusion handling thus greatly imprgéfiiciency at the repro-

jection stage.

e Chapter 5 shows that the number of reprojection calculat@an be reduced fur-
ther (at the cost of some accuracy) by taking advantage otliggay’s limited
amount of stereoscopic resolution. This novel approachives dividing the scene
into slices and repojecting each slice instead of each pdfame of the latest
programmable shader capabilities are utilised to impldrienalgorithm in a two-
stage rendering pass. Aside from the performance improntsyenother benefit of
the algorithm is the opportunity for much greater controtred stereoscopic depth

at little or no extra cost.

e Chapter 6 describes some further applications and extenpiassible for the algo-

rithm described in the preceding chapter.

e Finally chapter 7 summarises the main results of this thesisdiscusses areas for

further investigation.



Chapter 2

Background and previous work

This chapter describes the general background informegiquired for understanding the
material in this rest of the thesis. The first section disesgke basics of human depth
perception and the differences between viewing naturakecamnd stereoscopic images.
The second section looks at the advantages and disadvarghdéferent stereoscopic
display technologies, paying particular attention to migdwv displays. The final section
discusses 3D image generation, including camera mode#h dentrol, stereo-aliasing

and multiview rendering algorithms.

2.1 The basics of human depth depth perception

The world we live in is three-dimensional and for most of uscpe&ved as such: for
example, we are aware of characteristics such as distalocasgi¢n), depth, shape, size
and orientation. However, when light enters our eyes, It fahto a two-dimensional
surface known as the retina; the three-dimensional streictiour environment must be
teased out from the flattened retinal images using variopshadogical and physiological
depth cues.

Psychological depth cues (also known as pictorial deptls)cuelude: linear per-
spective, lighting and shadows, aerial perspective,ivelatze, interposition or occlusion,
texture gradient and colour [108]. Psychological cues arsicered monocular because
they can be observed with a single eye and can give an impres$idepth even in a

flat two-dimensional image such as a photograph or painsnfjustrated in Figure 2.1.

10
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Indeed, artists have known about monocular depth cues #ieaenaissance period and

have used them to great effect.

Figure 2.1: Paris Street; Rainy Day, 1877 by Gustave Caillebotte shawsdffective pictorial
depth cues can be in creating the illusion of depth even frdlatsurface (closing one eye also

helps), from [23].

The four known visual physiological cuéswvailable to humans are: accommodation,
vergence, motion parallax and binocular disparity.

Accommodation and vergence are categorised as oculomeptin dues because they
are derived by feedback from differences in the musculaioenn the eyes. Accommo-
dation is the action of contracting or relaxing the ciliarysules so as to change the shape
and optical power of the lens, focusing incoming light rapsocthe retina so as to form
a clear image. Blur information from different states of@oenodation can also provide

a cue to relative and absolute depth [106]. Binocular vezgesithe rotation of the eyes,

1There are also non-visual physiological cues to depth, assiound, balance from the inner-ear, haptic
cues such as tactile and kinesthetic; however, they arendleye@ scope of this thesis (see [15, chap. 3] for

more details).
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either convergence or divergence, towards a point of iste@that it can be fused into a
single image (more on this later).

Motion parallax occurs when either the observer or scemensation: objects further
away will move across the retinae more slowly than objecishvarre closer to the viewer,
which allows relative depth judgments to be made; its edface readily noticeable in the
car, where objects in the far distance appear stationarpbjedts close by rapidly travel
across the observer's field of view.

Binocular disparity refers to the difference between thageformed on the left and
right fovea. If the images formed on the retinae were somehgyerimposed and printed
as a photograph, two horizontally displaced but overlagmmages would be seen. The
small differences between the retinal images allow thenbi@aperceive depth [30]; this
process is called stereopsis (literally solid seeing)re®igsis is only available to animals
with two forward facing eyes.

Figure 2.2 illustrates stereoscopic depth perceptionunakeiral viewing conditions.
The eyes rotate towards a fixation target, adjusting theomenodation state and bring-
ing the region into focus. The fixation point is projectedmtiite exact same position for
both the left and right retinae, whereas points in front dribe it will project to differ-
ent locations: stereoscopic depth judgments are thereétadve to the fixation target.
Points extending from the fixation target that have zero d¢uter disparity, and there-
fore perceived to be at the same distance from the obseorer,the horopter [31]. The
Vieth-Mtller circle, which is shown in Figure 2.2, represe the theoretical horopter,
however in reality the horopter is known to be a complex shapkto have non-linear
characteristics [13,53].

Along the horopter is also a volume known as Panum’s fusiangd; points lying
within this area are fused by the visual system and will ber ssegularly with good
depth perception. However, objects outside this area ¢dmndused and are actually
perceived as double vision. This phenomena is known asmgbnd occurs all the time
in natural viewing. A simple experiment described in [10&ag. 2] can be carried out
by the reader to confirm the presence of diplopia: by holdittguanb out at arms length
and focusing on it, the observer should notice that objectee background will appear

twice; if the observer then focuses on the background, itapibear as a single image and
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Figure 2.2: Geometry of binocular vision.

Horopter
Points which have zero
disparity relative to the
L fixation point lie on a
surface known as the
horopter.
F
R
Objects within panum's fusion «—>
area are fused into a single Panum's Fusion
single image.

the thumb will appear twice.

The limits of Panum’s fusional area is elliptic and allowsdoeater horizontal dispar-
ities to be fused than vertical disparities. The area alseeasingly expands towards the
periphery of our vision, which is one reason why diplopiaas really noticed. Another
reason is that the limits of fusion are usually close to thets of the depth of field [135]
and therefore objects further away appear increasinglyrddurather than double. Blur
also helps maintain a greater fusional range [154]. The P&ntusional area varies
greatly from person to person and is affected by many fastoch as spatial and tempo-
ral properties of the stimulus [33, 154].

The human depth perception is amazingly sensitive; a casgraexperiment be-
tween two rods at slightly different depths revealed subj@gere capable of detecting
differences in depth of as little as 2 sec arc with 75% acgufa2]. Tyler [154] argues
binocular disparity allows a healthy human to perceive lajfferences of as little as
one-thousandth of an inch for fixation distances of 10 in&vesy, and at distances of up

to 2 miles away can detect whether an object is closer thahaheon.



2.1. The basics of human depth depth perception 14

2.1.1 Measuring stereoscopic depth

There are numerous methods for measuring stereoscopil orepoth real and virtual
environments. The most common methods are briefly descitb#éds section since a

basic understanding is vital in order to compare resulis fstereoscopic studies fairly.

Figure 2.3: Definition of retinal disparity.

fixation target

Retinal disparity

Retinal disparity in relation to an object of interest candedéined as the difference be-
tween the convergence angle of that object and the convezgargle associated with the

fixation target: in Figure 2.3, the retinal disparity for Fdis= ¢ —a.

Parallax

Stereoscopic displays produce parallax, which are diffeze between homologous points
or pixels in the left and right images on the screen; thisiin froduces retinal disparity in
the eyes when viewed correctly. There are four types of bata parallax which induce

the stereoscopic depth cue (see Figure 2.4):

e Zero parallax occurs when the homologous points in the tvagies are at identical

positions and thus the point is perceived to lie at the displa

e Uncrossed or positive parallax induces depth behind th@adisWhen the lines of
sight from the eyes to the image points are parallel, theocvigeperceived to lie at

an infinite distance from the observer.
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e Diverging parallax is an extreme form of positive paralladaccurs when the
parallax is greater than the observer’s eye separatiors gie@nomenon does not
normally occur under natural viewing conditions, howeverviewer is capable of
diverging his or her eyes and can successfully fuse the inmbgebject would be

perceived at infinity behind the viewer [139].

e Crossed or negative parallax induces depth in the volumedset the display and

the observer.

Figure 2.4: Four types of horizontal parallax: zero parallax; uncrdssepositive parallax; di-

verging parallax; crossed or negative parallax.

zero parallax display diverging parallax
L L
R R
uncrossed parallax crossed parallax
L L
R R

A problem with simply reporting the amount parallax in a seés that the actual
amount of depth perceived is unknown unless the viewingudcs is also reported (eye
separation is often assumed to average 6.5 cm). Sciertetsfore, often prefer to re-
port stereoscopic depth using angular disparities inste@dd the intent of normalising
the results by the viewing distance. However, there is atproblem with approach as

explained below.

Angular disparity

The angular disparity, which is also known as the vergeniéerdnce, of a virtual pointin

depth is defined as the difference in angle between the egewee at the virtual point and
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Figure 2.5: Angular disparity and horizontal visual angle (HVA) measuents in a virtual envi-

ronment

Pr

Y

Display

(a) Angular Disparity

Q Display

(b) Horizontal visual angle (HVA)

the eye vergence at the display screen. Referring to Figb{a)2the angular disparit,

(positive disparity), can be calculated as follows:
0=d—f (2.1.1)
and the angular disparity &f (negative disparity) can be calculated similarly by:
6=d—n (2.1.2)

Angular disparities reflect retinal disparities if the obse is assumed to be fixating on

the display screen.
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Horizontal visual angle

Another similar measurement to angular disparity is to mesathe horizontal visual an-
gle (HVA) as shown in Figure 2.5(b). This is defined as the ahgtween the two cor-
responding points on the display screen from the centreeoéyles. Although HVA and

angular disparity are calculated differently, they aredict fequivalent.

Figure 2.6: Geometric model of perceived depth for two points in frord Behind a stereoscopic

display.

Display

PF

A
Y

Geometric perceived depth

An alternative method is to attempt to measure the perceadegdh using a geometric
model. This assumes the human perception will recover &e&h geometry and the ob-
server is presented with an ideal display. In fact the genoye¢rceived depth (GPD) will
be measured which is likely to be different from the true pesed depth. However, GPD
models help us to understand the human depth perceptiog stereoscopic displays by
identifying key geometric variables and their relatiomsiith depth perception. A sim-
ple model described by [66] is illustrated in Figure 2.6. Hyes are separated by the
interocular distanceg, and the viewer is positioned centrally to the stereoscdigiglay

at a viewing distanceZ. The GPD for a virtual point behind the display with a pogtiv

pixel disparity,Dg, is calculated as follows:

Z

o1

(2.1.3)
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Whereas, the GPD for virtual points in front of display witbgative disparity (crossed

disparity),Dy, is calculated by:

Z

=¥ :7([%)—1—1 (2.1.4)

Figure 2.7: The geometric perceived depth still varies over a rangeeafivig distances when the
angular disparity is kept constant [83].
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Equations 2.1.3 and 2.1.4 identify a key property of stezepg displays: GPD is
directly proportional to the viewing distance. However,fgsire 2.7 demonstrates, a
constant angular disparity does not maintain a constant @GR a range of viewing
distances [83]. This implies angular disparities from eldéint investigations cannot be
compared directly since the perceived depth will likely éedent. Therefore, we believe
GPD a more appropriate measure for informing stereoscapthdjuantities.

In order to compare angular disparities between diffengrgstigations, we can con-
vert them into GPD values if the viewing distances are kndReferring to Figure 2.5(a),

first the angled, must be calculated as follows:

d= 2arctam%) (2.1.5)
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Then the anglef can be obtained from the given angular dispaftyby:
f=d-0 (2.1.6)

Finally the perceived depth can be calculated by:

E

= Sanien 4

(2.1.7)

2.1.2 Accommodation, vergence and depth of field

When a human looks at a point in space his eyes will autonigtisecommodate and
converge together at that point. Vergence (rotation of geskis triggered primarily
by disparity [148], whereas accommodation is driven prilmdoy blur [27]; however,
accommodation can also be affected by depth sensation fremocolar cues [148]. Un-
der natural viewing conditions accommodation and verganeelosely linked by reflex
so that a change in state of either accommodation or vergeilicgigger a change in
the other automatically. Pupil size is also linked by reflexatcommodation and ver-
gence and forms a complex feedback mechanism which is knevineanear triad sys-
tem [73, chap. 9]. The exact nature of the near triad systestilisiot fully understood;
difficulties in investigating the human visual system canplaetly blamed on the lack
of non-intrusive measurement devices, and the use of ttanbjects under non-natural
viewing conditions which can significantly affect the rasyr0].

Given a point in space which the eyes are focused on, therdapth range in which
everything inside of it will appear sharply in focus, i.e.ubtannot be detected. This
is considered to be the depth of field (DOF) and occurs bedheseye is not a perfect
optical system and the retina is not infinitely sensitivegtaal blur. The DOF is affected
by many factors, including pupil diameter, visual acuiighlength of the eye, chromatic
and spherical aberration and the the stimulus itself [54].

Two properties which 3D displays do not usually offer arecaemodation cues and
a natural DOF effect. Therefore, the eyes of the observéusilally have to be accom-
modated near the display screen to sustain a sharp imagellesgaof vergence. This
causes a conflict to the accommodation vergence reflex. Bsedi®r this breakdown is
provided by a study [148] that measured the accommodatidrnvargence, simultane-

ously, of a number of subjects using a stereoscopic disdlhg. study shows that as an
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observer fuses a 3D image there is an initial overshoot afrmactodation which then re-
cedes considerably while vergence remains constant; the aacommodation overshoot
was observed in natural viewing conditions, however it wastrsmaller than during the

artificial stereoscopic condition.

2.1.3 Viewer discomfort in 3D displays

It is well known that the disparity on a 3D display must be tiedlito maintain a comfort-
able viewing experience [83,155,167,176]. There are a muwmidifferences in viewing
the stereoscopic display compared to natural viewing whrehmost likely responsible
for the cause of discomfort.

Viewing discomfort and visual fatigue are often used intargeably, however there
is a subtle difference: viewer discomfort can only be meassubjectively, whereas vi-
sual fatigue is a decrease in visual ability and can be medsarsome degree. Lambooij
et al. [95] argue that subjective indicators, for examplesgiwnnaires, are not sensitive
enough to measure visual discomfort in a reliable and ateureanner and should at
least be combined with visual fatigue measures. The follgwneasures can indicate
the amount of fatigue: pupillary diameter and reactionsiced fusion frequency; visual
acuity; near point refractionability; visual field; steraouity; fixation stability; accom-
modative response; magnitude of accommodation vergemwossloik-interaction (AC/A
ratio); heterophoria; convergent eye movement; spatiatrast sensitivity; colour vision;
light sense; blink rate; tear film breaking time; pulse rated respiration time [95].

The most often cited problem causing viewer discomfort esdbcommodation ver-
gence breakdown [79] as described above. Other problemduaréo imperfections in
the binocular image pairs, for example optical misalignte@md imperfect image filters
(see [92]). Optical misalignments can cause spatial dist@ such as shifts, magnifica-
tion, rotation and keystone. Imperfect filters can causdqgrhetric asymmetries such as
luminance, colour, contrast and crosstalk.

Crosstalk is unfortunately present in nearly all autoestecopic displays, and humans
are extremely sensitive to it: crosstalk as little as I0~4% can be detected. Building an
auto-stereoscopic display with no perceptible crosstalxxiremely challenging. How-

ever, Huang et al [75] suggest that 0.1% crosstalk is ackpta most people for most
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types of stimulus and therefore 0.1% can be considered anabte target.

Analysing comfortable depth ranges

Many factors affect the fusional ranges on stereoscopiglais. Improving viewing
comfort by reducing crosstalk and binocular imperfectians two effective methods.
However, fusional ranges are also affected by spatial amghaeal frequencies of the
stimulus; field of view; the surrounding environment; and[@9, 173].

Most investigations measure the maximum depth that can $edfbefore diplopia
is perceived, rather than measuring subjective comfomigat A classic paper is Yeh
and Silverstein’s investigation [175] which reported @usiimits of up to 1.57 deg for
uncrossed disparity and 4.93 deg for crossed disparity whestimulus was presented
for 2 sec. Some other investigations reported the folloviurggon limits: approximately
4 deg uncrossed, 3 deg crossed [79]; with a viewing distah@® a@m, fusible depth
limits for a simple scene were typically greater than 3.9 ulegyossed and 4 deg crossed,
however with a complicated scene fusible depth limits draly decreased to 50 arc min
uncrossed and 53 arc min crossed [83].

Subjective studies on the other hand, usually report thathnhower disparity values
are required for comfortable viewing. For example one stiid{i] showed that only
about 35 arc min of disparity was acceptable when a sharpybagkd was present in the
stereoscopic image. The study also showed that dispaciiglsl be increased without
complaint as the background became blurred.

Lambooij et al. [95] review of the literature on viewing caonf recommends 1 de-
gree of disparity as a general rule-of-thumb. However glage number of problems with
generalising the results from the literature. The most alwiis that comfortable depth
ranges will almost certainly be much less than fusible deptiges. Take the colour
anaglyph for example, even with small disparities whichessy to fuse, observers often
get a head ache after a while due to binocular rivalry. It Wi@dem probable that stereo
depth should be at least limited to the DOF so as to minimisgeree accommodation
breakdown. An investigation by Yano et al. [173] which meaguaccommodation be-
fore and after stereo viewing and evaluated the visualdatigith subjective responses,

indicated that within the DOF visual fatigue was comparable/atching the scene with
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out stereo depth, however visual discomfort was clearlyeagpced when the perceived
depth exceeded the DOF. Interestingly, visual fatigue waeenced even for depth
ranges within the DOF when motion was present in the stimdlbe DOF was assumed
to be +0.2 D which equates ta-0.82 deg or 133 cm behind the screen and 87 cm in
front of the screen at a viewing distance of 105 cm. This arhotidepth is still quite
large and while it may be fusible for a still image, evidenanf [175] suggests when
the stimulus presentation duration is short (less than 2§)0fusion limits are drastically
reduced to 27 min arc for crossed disparity and 24 min arc ficrassed disparity. It is
plausible that diplopia would have been experienced whighlevof course cause some
discomfort. Further evidence for visual discomfort witRM®F depth limits can be found
in [174]. These results are significant because they img@yeither the accommodation
vergence mismatch is not the most important problem to dolvstereoscopic displays
or that our current understanding of the near triad mechaigssnadequate.

Ultimately comfortable depth limit recommendations vargagly due to the differ-
ences in experimental set-up, stimulus and display chexnatits. For this reason it is
difficult to estimate the comfortable depth limits for a givdisplay. It is also important
for any investigation which analyses an effect due to sf@isdrom a stereoscopic dis-
play to keep the maximum disparity within comfortable lispibtherwise, comfort issues
may likely have an adverse influence on the results. A sensipiion is to keep depth
limits within the most conservative recommendations tauemsninimal discomfort re-
gardless of the stimulus. For desktop viewing conditiores, iapproximately 19 inch
screen and a viewing distance of 70 cm, we believe, from éxpee, that the recommen-

dation of+10 cm by Jones et al. [83] to be reasonably good.

2.2 3D display technologies

While there are numerous stereoscopic display technapthey can be broadly classi-
fied as volumetric, holographic or planar surface display$rief introduction of these
technologies is presented (for more information see [12,108, 115]) before moving on

to look at auto-stereoscopic planar surface displays irerdetail.

e Stereoscopic planar surface displays attempt to reprodiejoth by displaying two
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or more flat images. Many of these displays require viewiwlg & order to filter
out the appropriate view for each eye, for example, polagisrystal shutter glasses
or colour anaglyphs. However, it is also possible to creagivmg windows in
space by using optical devices, such as lenticular lensparatlax raster barriers,
which are built into the screen so that glasses are not netfdedethod of viewing

is known as auto-stereoscopic.

Some auto-stereoscopic displays can present the viewermote than two dif-
ferent perspective images and are known as multi-view ayspl These additional
views provide a wider viewing angle for the display withohetneed for head-
tracking, allow a ‘look-around’ effect, similar to the expsce when looking out
of a window and moving laterally, and can easily support ipldtobservers. The
look-around effect enables the perception of head movemduated motion par-
allax and there is evidence that the combination of this ciik stereo viewing

greatly improves depth perception [160]. Commerciallyilatde multiview dis-

plays have in the order of ten simultaneous views [127],d3ity repeating as a
block around the display, while research projects have dstrated displays with

over a hundred views [113].

Although stereo planar surface displays can provide bilsodaisparity and ver-
gence cues as well as motion parallax with either head-trgak multi-view tech-

nology, correct accommodation or focusing cues cannolydasireproduced.

e Holographic displays are able to reconstruct the exact Wglvefronts reflected off
any object and can provide all the visual cues including ecnodation. Holo-
grams have the potential to be virtually indistinguishdbden real life scenes. A
hologram stores the interference fringe pattern formedwveheoherent light source
is reflected off any object. When the holographic film is ilinated with the same
coherent light source at the same angle as recording, thafitnas a diffractive

lens which will reconstruct the original light waves.

Holography suffers major drawbacks in that the slightestentent to either the
recording devices or scene during recording will ruin theiogam. Also to pro-

vide correct accommodation cues the interference gratiegs1to be recorded at a
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very high resolution; a typical holographic display has atsp frequency exceed-
ing 1500 lines per millimetre [59]. Other problems in impleming holographic
displays due to the limitations imposed by the nature oftleyd diffraction, in-

clude the difficulty of achieving holograms larger than a femtimetres, speckle
and modulation noise, narrow fields of view and the requirgnoé huge compu-
tation to calculate the holograms at interactive refresitmates [10]. For these

reasons holography remains a challenging field.

A common way to ameliorate the bandwidth problems is to @late vertical par-
allax, which does not contribute to the depth sense, and pmayide horizontal
parallax. The required bandwidth can be reduced furthergpraximating the
continuous parallax of holograms with multiple discretespective views dense
enough so that they appear to provide a continuous rangespgetive; these are
known as holographic stereograms. However, holograpbresgrams have their
own set of problems, including inaccurate accommodatiath iater-perspective

aliasing due to insufficient sampling of the wavefronts [58]

e \olumetric displays are unique from other 3D displays irt tih@y don’t simulate
depth but actually reproduce it by illuminating well definemhions in physical
space. Volumetric displays are a promising solution to 3®wimng because they
can reproduce all the depth cues including accommodatitirowi the requirement
of visual aides. While there are many different types of wudtric displays, they
can be broadly distinguished into three categories: swelpime or swept-surface;

solid or static; and slice stacked.

Swept-solid displays project light onto a moving surfacsigleed so that it will
eventually fill the entire volume. A single 3D image is peveel because the human
persistence of vision fuses the time-series of regions. pAcel example of this
display is the Actuality Systems Perspecta Volumetric 3Bplay which projects 2
x 198 images onto a rotating disk at 900 rpm [26].

Solid volumetric displays do not use any moving parts, bstdad use an emissive
element at each voxel or 3D pixel in the scene volume. Eacklvoxst be trans-

parent when switched off but opaque or luminous in the orest@ne example of
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this type of display uses two lasers perpendicular to eadthter to excite certain

regions in a volume filled with gas [100].

Slice stacked displays are considered more of a hybrid tdoby since they use
multiple displays at different depths. The first known ex&gd this display was
described by Louis Lumiere in 1920 and involved stackingcessive optical to-
mography photographs which created a sort of photoscalpldore recently, Ake-
ley [7] built a volumetric display which presents three éi#nt depth planes to the

viewer and works by using six beam-splitters and a high teswi LCD display.

A common misconception with volumetric displays is thatytiban not reproduce
viewpoint dependent lighting effects such as occlusionveéier, this is only true if

the reconstructed voxels are translucent and isotropieatissive, for example the
Perspecta Volumetric 3D Display which uses a highly diffuegtating screen. Cos-
sairt et al. [28] argue that replacing the diffuse screenroomin time-sequential
volumetric displays with one that controls the directiorlight such as a translu-
cent screen with unidirectional diffusion or a field of midemses, can result in

viewpoint dependent voxel reconstruction.

Like holographic displays, volumetric displays have sesibandwidth problems
due to large number of views required and therefore are vepgresive. An-

other shortcoming is that current implementations extablidrge footprint since
the depth is physical rather than simulated; although #texaily, time sequential
displays can be built to project imagery outside of the vaiswept by the rotating

screen [28].

While volumetric and holographic displays are still aciyveeing researched, the dif-
ficulties associated with these technologies are curréntliing their wide use and appli-
cability. We believe auto-stereoscopic displays offertbst advantages, no glasses, wide
viewing freedom, relatively low cost, and are rapidly grogin popularity; therefore, the

rest of this thesis focuses on auto-stereoscopic disptgpecially multiview.
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Figure 2.8: Many non head-tracked two-view auto-stereoscopic disptapeat the two different
perspective views across all the viewing windows. This rseawen at the ideal viewing distance
an observer has a 50% chance of being positioned incorraatlyperceiving a pseudoscopic

image. This diagram has been adapted from [38].

Autostereoscopic

Left eye viewing zone

Right eye viewing zone

2.3 Planar surface auto-stereoscopic displays

2.3.1 Two-view auto-stereoscopic displays

Some of the earliest auto-stereoscopic display were bsittigueither parallax raster bar-
riers [78] or sheets of lenticular lenses [63]. In a two-vidisplay the optical device
separates two different images into repeating and aliegaiewing windows across the
entire viewing volume as illustrated in Figure 2.8. Whilenple and relatively cheap,
there are a number of problems with displaying only two défe images. A significant
problem, common with all types of planar stereoscopic digplis the shearing or false
rotation phenomenon: as an observer moves laterally abpatceived in front of the
screen appear to shear in the same direction as the obsghergas objects behind the
screen shear in the opposite direction; this leads to anturalalistortion, which is ex-
asperated with larger amounts of parallax and perceivethd&f9]. Another problem,
unique to auto-stereoscopic displays, is that even at ta dMewing distance there is

only a 50% chance that the observer will be positioned ctiyrésee Figure 2.8). Sitting
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in an incorrect position leads to a pseudoscopic image [B8g(ted depth perception)

which is not easily apparent to novice viewers.

Figure 2.9: The VPI display is composed of a image region and an indicgttgy at the bottom
of the display which helps the observer find the correct vigwiosition. This diagram has been

adapted from [66].
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Parallax barrier displays can use a viewing position indicdVPI) as described
in [57, 168] to aid correct positioning of the observers. M takes up a small strip

of pixels at the bottom of the display and is composed of a&patif red and black stripes
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with the pitch of the parallax barrier set to twice that of tlest of the display. When
the observer is in the central viewing position and at thaligeewing distance, the indi-
cator appears completely black across the entire width.nAbserver moves away in
any direction from the ideal viewing position, the indicatall appear increasingly more
red in colour (see Figure 2.9). The VPI is not perfect sinaait be red in some of the
correct orthoscopic viewing positions; however, Hollinjé6] argues this is a reasonable
trade-off for guaranteeing an orthoscopic image with th&t beage quality possible for
the display when the VPI is seen as black.

Instead of sacrificing pixels for a VPI, the display can be nted on a rotating plat-
form coupled with head-tracking technology so that the nleseand display are always
“face-to-face”, as demonstrated by the Heinrich-Herttitat [103]. This approach gives
excellent viewing freedom without any spatial distortiomshe scene; however, the me-
chanical movement device must be very robust so as to avitlitldaand fast enough to
keep up with the movement of the observer without any natieglag, which can consid-
erably add to the cost of the display. Another display whisesuhead-tracking was built
by NYU and avoids mechanical steering by using a LCD eleatedly programmable
parallax barrier [121-123]: by varying the pitch and apertaf the transparent slits,
the viewing windows can be steered to the same position asliberver’s eyes. Pro-
grammable parallax barriers also enable the tracking applstiof more than one viewer

simultaneously [124].

2.3.2 Multiview auto-stereoscopic displays

An alternative solution to increasing viewing freedom isstiow more images in the
viewing windows i.e. a multiview display. Multiview dispta can be set-up in one of two
ways: a single large viewing lobe with many different pertjpe views can be presented,
which supports the ‘look-around’ effect (see Figure 2.}t (@r fewer views can used but
repeated across multiple viewing lobes (see Figure 2.10).

Providing a single large viewing lobe with a dense numberi®ivg emulates a more
natural viewing experience: in a natural scene, light wagrepagate from every point lit
up by a light source, as shown in Figure 2.11(a), presentiagbserver with potentially

an infinite number of different perspective views; simudgtthe full light field in this
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Figure 2.10: Multiview displays can provide a single viewing lobe with myaviews or limit the
number of views and repeat them across multiple viewingdoBa observer within any of these

viewing lobes will perceive a stereoscopic image.

Repeating viewing

Autostereoscopic
multiview display

Single large viewing

lobe with 12 views )
= _
/ 3@/ _

way, guarantees orthoscopic viewing for all viewers andredunce or eliminate the false
rotation phenomenon. However, there are serious techivalochallenges to building
multiview displays capable of producing many high qualihages.

Apart from increased viewing freedom, another less knowraathge of multiview
displays is their ability to support observers with vary@ge separations while theoret-
ically providing the same amount of GPD if there are multyalews within the average

interocular separation (see Figure 2.12). If there are nough different perspective
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Figure 2.11: Light waves reflecting off a single point in a natural scengppgate and present
an infinite number of different perspective views to the obse Multiview displays approximate

this natural way of viewing by providing a discrete numbedifferent perspective viewpoints.

&
@
G

Multiview
display

@

(a) Natural scene (b) auto-stereoscopic multiview display

|
|
|
|
|
|
|
I
|
v

C:%_

views, a problem known as the flipping effect can become @ppaas the observer's
eyes moves from one viewing window into another (see Figut8)2 A number of past
studies have investigated this phenomena and observesstigiy to it in relation to the
viewpoint density of the display; these studies are dissigs section 2.3.2.

There are a number of different methods for creating viewrimglows; Dodgson [36]

broadly distinguishes between three types of multivieatetogies:

e Spatial multiplexing - The available resolution of the diggpis shared across the

different viewing windows.
e Multi-projector - A separate display is used for each view.

e Time-sequential - Different images are presented seclbriid each viewing win-

dow using a display with a very fast refresh rate.
Each type of multiview technology will be discussed in ferttdetail and display
examples given.
Parallax raster barrier design

The optical elements used in many spatial multiplexing -@t¢oeoscopic displays are

based on either parallax raster barriers or lenticulardeets. Even though the principles
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Figure 2.12: The observer with left eye L' and right eye R’ has a smaller sgparation than
the observer with left eye L and right eye R, but both obsengarceive the same amount of

stereoscopic depth.

multiview display

of parallax barriers and lenticular sheets have been knowover a century, constructing
a display with a sufficiently precise pixel pitch has onlyheehievable relatively recently
with LCD technology [36].

A basic parallax raster barrier is simply a screen compos$egntical opaque slits.
The different perspective images are interlaced in coluamasthe barrier set-up in such
a manner that each column can only be seen from a certain,dahgkeforming distinct
viewing regions. Figure 2.14 shows the arrangement of arastrrier and LCD display
for a 4-view 3D display. A significant advantage offered bg garallax barrier design is
that they can easily be made by photolithography and pgrigohniques which can offer
more accuracy than lenses [98].

For a two-view display the distance between each viewingdaiv) E at the ideal
viewing distanceZ is usually equal to the average eye separation so as to gineak s
amount of viewing freedom. However, for multiview displdy$s often set much smaller
so as to avoid flipping and false rotation effects. In any ¢hsdarrier widthB,, can be
determined for an N-view display from the following two e¢joas using the principle of

similar triangles:
Bu _ (N-1)Ry

By _ (N-1)E
T =er 7 (2.3.2)
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Figure 2.13: As an observer’s eyes move within a viewing window from posil. and R to L’

and R’ perceived points in front of the display shear withdbserver’s lateral movement whereas
points perceived behind the display shear in the oppositetithn. As an observer moves into
the next viewing window with their eyes at positions L” and fRéy receive updated pixels and

suddenly perceive the points back in the original positesutting in a flipping effect.

Screen

Viewing Windows

Rearranging equation 2.3.1 gives:

Z(N—1)Ry
S=—7-—"--"7 2.3.3
™ (2:33)
Substituting the result (equation 2.3.3) for S in equatidh2and rearranging gives:
N—1
ETR

The viewing distance at which the width of the viewing windowill form at the de-

siredE can be found with the following equation which is again dediy using similar

triangles:
Rv E
w_= 2.3.
S~ 7 (2.3.5)
which can be rearranged to give:
Z= E> (2.3.6)
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Figure 2.14: A parallax raster barrier set-up to display four differerdws (see [168] for more

details).

The barrier aperturéy,, can be derived in a similar fashion as equation 2.3.4 to give:

1

ETR

It can be seen in equation 2.3.6 that the optimum viewingdist is dictated by the
width of each pixelRy and the thickness of the substraédetween the barrier and LCD.
Narrowing S can result in thin brittle glass sheets, which increasesufaaturing and
handling problems. Therefore, many auto-stereoscoppalis have viewing distances
which are much further than typical desktop viewing disemdor example the X3D
multiview display [127] has an ideal viewing distance of ab650 mm. The problem
of viewing distance recedes as the number of views increhseause the window width
tends to decrease as well.

Parallax barriers also block out a lot of light from the degpand the glass surface can
cause reflection [115]. However, these problems can be ovexdy using bright light
sources and anti-reflection coated optics [66].

The resolution of each image is determined by the aperttek pf the barrier, whereas

the number of viewing windows is determined by the width @& tpaque strip. Higher
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guality images can be presented in each view by narrowingyitith of the aperture and
increasing the resolution of the LCD. However, as the widtthe slits narrows diffrac-

tion becomes more apparent, which causes ghosting. Thie isethat either the number
of viewing windows must be restrained to maintain high gyamages or the resolu-
tion of each viewing window suffers detrimentally. This isnsidered the fundamental

limitation of parallax barriers [67].

Philips 36-view display

An example of a multiview display using a parallax barriethis Philips 15.1 inch 36-
view display [98]. Philips tackle the problem of maintaigia high resolution per view
by using an ultra-high resolution LCD of 3200x2400 pixelsl atant the barrier at an
angle of arcta(%) = 9.46 degree, as shown in Figure 2.15, so as to share the pixels in
the vertical and horizontal direction, thus keeping a gogjgkat ratio; the resolution per

viewing window is 533x400 pixels.

Figure 2.15: The arrangement of the pixels for each viewing zone usingratesti parallax barrier

design in the Philips 36-view multiview display [98].
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With the slanted barrier arrangement, most pixels can bblegign two consecutive

views. This has the benefit of disguising the black mask betwtbe pixels which is
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usually visible as a dark line at the boundaries of the vigwiumndows by blurring the
views [66]. For a two-view display this amount of cross-taiuld be generally consid-
ered very bad design as it can cause extreme visual discoamdreduces the quality of
the 3D image [92]. However, Lee et al. [98] argue in cases wbex depth range is lim-
ited and parallax changes between each view small, créssieultiview displays can
actually increase the resolution per view and improves a@ality as it smooths the
transition between each view, effectively decreasing tppifig effect. Philips engineers
reported that the display produces high quality naturakilog 3D images and they did
not experience any visual discomfort.

A recent study [87] of cross-talk in multiview displays onrpaived image quality
showed that although cross-talk decreased subjectivétyjagsessment, the cross-talk
visibility threshold is higher than previous studies usivg-view displays. However, the
study varied the cross-talk by simulating the pixel stroetof the philips lenticular mul-
tiview display using a 2D display. Therefore, the experitraid not correctly stimulate
the disparity receptors as would a 3D display, and effelstiokir based anti-aliasing in
2D was studied rather than 3D cross-talk.

There is some evidence which suggest crosstalk is percawétur, similar to depth
of focus in natural viewing, when the amounts of depth arg gerall [138]. However, a
formal investigation is still required to quantify and \ddite both the quality of the Philips
36-view display (and other multiview displays) and themldhat cross-talk in multiview
displays can improve the quality and resolution per view, iamportantly the effects that

this type of cross-talk has on comfortable depth limits.

Lenticular element design

First invented by Hess [63], vertical strips of tiny cylinchl lenses forming a sheet can be
aligned on top of the display with the images appropriatetgrieaved to create multiple
viewing windows and views. Figure 2.16 demonstrates adalar design for a 5-view
display. They require more effort to build than parallaxrleas but do not block as much
light out from the display.

The optimum viewing distance can be found with the followaguation which is
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Figure 2.16: Lenticular lens array for a 5-view multiview display (diagn adapted from [66]).
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derived by using similar triangles:
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It can be seen from equation 2.3.8 that the viewing distasioeastly determined by the

(2.3.8)

focal length,f which is in turn dictated by the substrate thickness. Thergjdular ele-
ments suffer the same difficulty of controlling the minimurawing distance as parallax
barriers.

Other problems with lenticular technology are: the diffigubf applying an anti-
reflection coating onto the lenses to avoid distracting cafias within the 3D image;
the scattering of light on the irregular surface; and ditdreing trapped between the
lenses degrading overall image quality. The scatteringgot is quite a serious problem
as it makes the images appear misty [66] and the surface démtieular array can be
distinguished from the underlying image by the naked eysoAdnticular displays mag-
nify the underlying device’s subpixel structure and beeaoiSthe black mask between
the pixels, dark lines at the viewing window boundaries seeone apparent than with

parallax barrier displays [36]. For these reasons it is teittonally been quite difficult
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to build a high quality lenticular 3D display.

The problem of the visible boundaries can be alleviated loygua slanted lenticular
design [156] similar to the Philips 36-view parallax barrtksplay [98]. This has the
effect of blurring the black mask and pixels together to Hide structure. However,
this increases cross-talk and imposes further limits orctimefortable depth range of the
display. Sharp addressed this problem more successftilyanovel pixel configuration
known as PIXCON [51]. The pixels are rectangular and hotiaibncontiguous so that
the black mask used to normally cover the electronics beivlee pixels is completely
removed.

Recent advances in micro-optic coating processes [61] besatly improved the
guality of the lenticular lens. The process involves fillingthe irregular surface of the
lenticular array with a low refractive index material suchpastic. A "lens booster” is
also incorporated into the substance so as to maintain thereel high refractive index
difference between the lens array and air. This effectipebduces a flat lenticular array

and almost eliminates the scattering effect.

Wavelength-selective filter array and Newsight Corporatiam

Newsight Corporation (formerly Opticality Corporatior8R Technologies) have devel-
oped a number of multiview displays [127, 128] which are a$d&d on a wavelength-
selective filter array technology [133] designed by 4D-disi The filter is similar to a
step parallax barrier [105] as it is composed of opaquessaénipanged in a diagonal fash-
ion, and thus shares many properties of the parallax baffiee difference is that each
rectangular aperture contains either a red, green or blwelegth filter element. Fig-
ure 2.17 shows the arrangement of the sub-pixels and waytbleselective filter array for
the 8-view X3D display. The manufacturing costs are low dredfiiter is not sensitive
to the calibration procedure, which allows the company tmpce displays using LCD
technology from only 2 to 50 inches and using projection metbgy to as large as 200
inches. The main disadvantage of the filter is its reductibligbt, and therefore very

bright light sources are required.
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Figure 2.17: A wavelength-selective filter array set-up to produce 8 giddiagram adapted

from [133]).
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Cambridge display

The Cambridge multiview display [152, 153] developed atliméversity of Cambridge is
based on a time-sequential design using a very fast CRTayispld ferroelectric liquid
crystal shutters. Each view is produced by the CRT one atawhile the liquid crystal
shutter effectively creates a moving slit, by turning theresponding liquid crystal seg-
ment transparent, so as to direct that image into the appteiewing window as shown
in Figure 2.18. A compound image transfer lens correctly$es the image produced by
the CRT onto the shutters, and a 10 inch diagonal Fresneplejpscts each image into
space. The first Cambridge display was monochrome and @apéptoducing 16 views
at a resolution of 320x240 or 8 views at 640x480 on a 10 inchatial screen. Colour
was added in later Cambridge displays [112] by adding a ®aktmematic liquid crystal
colour shutter which dynamically filters the light from th@nochrome CRT in a sequen-
tial fashion. This unfortunately has the effect of the dinglthe maximum number of
views available by three since each image has to be prodhcee times; once each in
red, green and blue.

A ferroelectric shutter with a switching time of less thaf® hicro-seconds is required

to display the multiple views at a sufficiently high enougégfuency to avoid flickering.
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Figure 2.18: Principle of the moving slit in a Cambridge multiview displa

CRT

Ferroelectric liquid
\crystal shutter

However, the ferroelectric shutter blocks light from theTdB a factor ofk, whereT,
is the uncrossed transmission of the polarisers used byethaetectric shutter (approxi-
mately 0.35), and\ is the number of different views [39]. As more views are adibeithe
display, the brightness of each view decreases. For exa®@®% of the light from the
CRT is absorbed in the 8-view display and almost 98% absarbtte 16-view display.
This means very bright light sources are required.

The problem of brightness and low view resolution for theocoldisplay was over-
come in a more recent design by replacing the single monaeh@RT and colour filter
with separate red, green, and blue CRTs [39]. The displagpsalgle of producing 15
views on a 50 inch display at a resolution of 640x480 at 30 Hi&bout 250 caf?
luminance.

A problem unique to all time-sequential 3D displays is thegoility of temporal
artifacts which are perceived as stereo aliasing effe@p [Bhis occurs when objects in
the scene move horizontally and due to the sequential fagh® display updates each

view, the left and right eyes will briefly view a stereo imaghkigh is out-of-synch. The
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object in the out-of-synch stereo image will either dispagra disparity or less. Multiple
objects moving at different velocities can therefore leadlisturbing depth distortions.
This problem can be ameliorated by increasing the frequeaci view is display at;

however, this must lead to a decrease in either the numbéews\or the resolution.

Mitsubishi multi-projection displays

Multiview projector systems use a single projector or dagplor each view which al-
lows multiview displays to be built with a greater number adws and of higher res-
olution compared to other multiview technologies. Bothtiemar and parallax barrier
technology can be extended to incorporate multi-projectitsubishi have built front
and rear 16 projector array displays using both technig@el)[7]. The front projection
system uses a single lenticular sheet and a retro-refldobine projection screen material
mounted onto the back. The main problem with the front-mtige system is that the
projector array takes up a lot of space and cannot easily sitigoeed such that the ob-
server is able to be positioned in front of the display andohmtk the line-of-sight of the
projectors. To avoid this problem a rear projection systeas tuilt using two lenticular
sheets mounted back-to-back with an optical diffuser inntiédle [107]. However, the
double lenticular sheets must be aligned very preciselgratise moiré effects will be
observed. In practise this requires significant engingegifort.

Synchronisation, alignment, colour and brightness dffiees between each projector
is also an issue which requires sophisticated automatais to solve. However, a greater
problem is the sheer bandwidth required for some of thesglayis. Using 16 high-
definition projectors produces 1920x1080x16 or more thamil®n pixels. This amount
of data cannot be easily displayed, rendered/capturedcaitteras or transmitted without

expensive specialised hardware.

Super-multiview

The different technologies available for creating autresbscopic multiview displays can
also be combined into hybrid systems that are capable ofjeing many more pixels and
views. An interesting consequence of increasing the viewtgensity sufficiently so that

at least two views enter the pupil is the potential to induceommmodation [67]; this
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is because the pixels appear to be emitted as directiortdl hgams rather than being
scattered from the display in all directions (see Figuré@p.IThese hybrid multiview

displays have been given the term “super-multiview”.

Figure 2.19: A point in 3D space emits many directional beams which mustdmverged onto
the retina by the lens to form a clear in focused image. In abetereoscopic displays the light is
scattered in many directions from the screen thereforegykanust focus at the viewing distance
regardless of any perceived depth. Super-multiview dyspéae capable of producing directional
beams of light from each pixel so the correct accommodatiiiroeinduced for each perceived

point in space.

(a) Accommodation of light projected from a point in space

(b) Super-multiview Display

The first prototype super-multiview display built was a redoochrome) 45-view
display with a resolution per view of 400 by 400 pixels andfearsh rate of 30 frames/sec [86].
In order to project the views into viewing windows narrowea the pupil diameter, the
display utilised a Focused Light-source array (FLA) [85heTbasic concept of the FLA
is to focus a number of different light sources, arrangedniraec, onto a single focal
point by using beam shaping optics. The focal point of the Féhen scanned rapidly
by a mechanical X-Y scanner, while the intensity of eachtlgdurce is modulated in
correspondence to the correct pixel/position and persyaeichage.

Another super-multiview display capable of 70 views, bbiftthe Telecommunica-

tion Advancement Organization, is based on a parallax anagram using a cylindrical
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parallax barrier [42] (see Figure 2.20(a)). The display eant to replace the multiplex-
hologram for public performances as it can provide a full-8&gree viewing angle with
a refresh rate of 30Hz and thus capable of displaying movimages. The fundamental
limitation of parallax barriers due to diffraction is overoe by rotating the cylindrical
parallax barrier and a one-dimensional light source amagpposite directions, which
effectively creates a virtual parallax barrier with a sraapitch than the original barrier.
Referring to Figure 2.20(b), the following equation moreaely expresses the relation-

ship of the virtual pitch with actual pitch of the barrier:

_ Vi
P\/— 17V2 PO

WhereR, is the aperture pitch of the virtual parallax barrigyjs the aperture pitch of the
actual parallax barriel1(> 0) is the velocity of the light source and thg(< 0) is the

velocity of the parallax barrier.

Figure 2.20: The cylindrical multiview display [42] uses a parallax barrotating in an opposite
direction to a one-dimensional light source which effesliicreates a virtual parallax barrier with

a smaller pitch than the original barrier.
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Displaying enough views to satisfy the super-multiviewgady is challenging due
to the amount of bandwidth required. Therefore, existinggles of super-multiview dis-
plays do not simulate vertical disparity; however, thissesian accommodation mismatch

between the apparent vertical and horizontal convergeoice of the light rays.
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Viewpoint density

How many views should a multiview display reproduce? Too & problems such as
the false rotation and flipping effect become apparent agiktis a possibility of viewing
comfort and the effectiveness of the motion parallax suftedetrimentally. However
too many and each image suffers quality degradation duestbrtiited number of pixels
available.

A number of investigations have been conducted to deterthaeptimum number of
views required for multiview displays. Pastoor and Schdak®] concluded that parallax
discontinuities between views is the key performance faatol predicted (by extrapolat-
ing results) that for the full depth range utilized in 3D aimetography, 100 views per
10 cm are required for the quality to be rated good by novicgeolers. Pastoor and
Schenke [119] also stated that observers will perceive thpirfig effect more readily
as depth and image contrast increases. However, the igagsti does not systemati-
cally vary the contrast in each scene in a controlled fashaod instead, the stimuli are
composed of a selection of photographs with varying amooindepth and one random-
dot-stereogram. We feel the extrapolation of these resulislikely to give the upper
requirement on the number of views, for example given a scentaining more contrast
than in any of the stimuli, more views would probably be nekdglso the experiment
was carried out with a 3D display with a very low resolutior266x128 pixels displaying
black and white images at a viewing distance of 330 cm. Thieseing conditions do not
relate to modern 3D displays and therefore the results atepty of limited applicability
today.

Speranza at al. [143] concentrated on determining viewmensity based on ob-
servers’ preferred perceived smoothness of viewpointitiam and recommended 80
views per 10 cm. The experiment made use of sparsely popldasnes with very sim-
ple shading (lack of high contrast textures) for the stimtdiowever, as already stated
by Pastoor and Schenke [119], parallax shifts are only iepérceived between points
of high contrast. Also the use of a toed-in camera arrangemgnduced false vertical
disparity [108]. Vertical vergence is considered just apontiant as horizontal vergence
to bring points into correspondence [114, 137]; thereforegrrect vertical disparities in

the stereo images will provide false depth cues and couldnpially cause viewer dis-
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comfort [108] and affect the subjects’ ratings.

Runde [131] carried out an experiment which allowed eaclemes to adjust the 3D
settings to subjectively achieve the most natural lookingge reproduction and recom-
mend at least 44 views per 10 cm for a maximum viewing distari@&O cm (viewing
distance varied in the experiment between 50-80 cm). Uwfiately the viewpoint den-
sity variable was confounded with a number of other varisisiech as the viewing dis-
tance and direction of head motion, and the scene depth wapecfied; therefore, these
results are difficult to interpret as generally applicahledglines.

A common problem with these investigations on the issue ofiwew viewpoint
densities is that the conclusions were based on self repertérom observers answering
guestionnaires or giving scores from rating scales. SJatl] argues self reports are un-
reliable since they cannot reflect the changing state of dinecgpant during the ongoing
experience and the questions themselves can affect thiésreSubjective post-test mea-
sures are known to be unreliable since they allow inconstséts across different raters

and rating situations [77].

Summary and conclusion for multiview auto-stereoscopic diplays

To summarise, most multiview displays are based on eitregradpnultiplexing, time se-

guential or multi-projector designs. The displays can ltaipeto produce relatively few

views such as only 8 with the goal of increasing viewing fiaad Alternatively the num-

ber of views can be maximised to improve the naturalnesseo8Bhviewing. Increasing

the views offers a look-around effect with increasingly stoparallax changes and ul-
timately induces correct accommodation. The pursuit foroaematural 3D experience
significantly increases the cost of the system.

Analysis of the viewing windows for auto-stereoscopic thgp reveals that two-view
displays are not very practical and cannot work correcttyefeeryone [37]. Interpupil-
lary distance (IPD) varies greatly amongst the populatromfapproximately 40 to 80
mm [35]; this range covers everyone who could reasonablypeated to look at a dis-
play. Usually auto-stereoscopic display designers assamaverage IPD of 65 mm.
However, any deviation from this averaged value reducevigeing freedom for the

observer. An extreme example would be an observer with anofffd mm who would
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only have a viewing freedom of 25 mm and can easily be positi@o that a monoscopic
image is perceived.

Dodgson [37] argues that a three-view display with heacktrey and a viewing win-
dow width of 40 mm can however work correctly for everyonehnan IPD within the
range of 40 to 80 mm. Examples of three-view head-tracking-atereoscopic displays
can be found in [169]. Dodgson also argues that multivieyldigs which overlap the
viewing zones to ameliorate the visible viewing boundamesst produce about six views
and incorporate head-tracking to work for everyone. It carcéncluded that if viewing
freedom is important, then multiview displays with or withdead-tracking are the most
promising solution.

Some of today’s most commercially successful multiviewptdigs are lenticular or
parallax barrier based using either LCD or plasma screéi@].[DisplaySearch, a display
market research company, determined that flat panel digplag per square-metre for
TV panels has declined 25% per year since 2003 [34]. Couplddsuch drastic price
cuts is a steady improvement in the quality and resolutioheréfore, it is expected
that multiview displays will become increasingly more attive and affordable to the

consumer.

2.4 Rendering three-dimensional content for stereo dis-

plays

Since the 1980s field of computer graphics has rapidly grovgophistication and interest
largely due to the ever increasing computational power lsabwith decreases in price.
This section gives an overview of the steps required to abavemputer model into a 2D
image as well as a stereoscopic image. A computer model allyghree-dimensional

and contains description of the geometry, materials, iinghtviewpoint, actors, etc.

2.4.1 Rendering pipeline (OpenGL)

Today, most of the rendering is offloaded to the graphics eagitaphics processing unit.

The GPU is a very specialised piece of hardware designedfispélg for graphics ren-
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Figure 2.21: A simplified diagram of the NVIDIA GT200 GPU architecture.
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dering and is often much more powerful, with respect to thelmer of mathematical
operations it can perform, than the central processing(@hU) of the computer it re-
sides in. The GPU can be considered a single instructionipreiiata (SIMD) stream
processor, which processes a stream of vertices througimaeruwof different stages or
a pipeline resulting in a rasterised image stored in frarffflebmemory ready to be dis-
played. The hardware design of GPU'’s can be incredibly cemgtigure 2.21 illustrates
a simplified diagram of NVIDIA's GT200 compute architectutésually communication
with the graphics hardware is performed through a stanseddjraphics APIs, of which
the two most popular are OpenGL [4] and DirectX [1]. SincehbAPlIs interface with

the same hardware, they can generally be considered egpiivalfunctionality.

Figure 2.22 illustrates a simplified overview of how OpenGbgesses data. Com-
mands are sent from the left and proceed through the procgsigieline. The commands
can specify geometric objects to be drawn or control how thjeats are handled at vari-
ous stages. The display list can be used to accumulate codsnt@be processed at later
time.

The first stage is responsible for approximating smoothedisurfaces and geometry
by evaluating certain mathematical functions. The secdadesdeals with geometric

primitives described by vertices which are grouped intbegitpoints, line segments or
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polygons. In this stage vertices are transformed with imtatand scaling functions,
projected, and finally the primitives are clipped to the vuregwolume. In a fixed OpenGL

rendering pipeline, lighting calculations would also befpened on each vertex. The
rasterization stage converts each primitive into a seri€ZDoframebuffer coordinates,
also known as pixel fragments. Each fragment is sent to tkestage for a number of
per-fragment operations which include z-buffering or tieqilling, blending with other

stored colours, and stencil testing, which allows testifithe fragment’s value against
the stencil buffer for conditional updates. Data can alscdr@ to the pipeline already
in the form of fragments, e.g. textures, skipping a numbestafjes. For more details
on OpenGL refer to [14] whereas for a more general introdactd computer graphics

see [47].

Figure 2.22: Overview of OpenGL’s rendering pipeline (from OpenGL sfieation). Commands

enter from the left and proceed through the pipeline.
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Programmable pipeline

Over the past few years commodity GPUs have evolved fromiampyementing a fixed-

function rendering pipeline to an increasingly flexible gnammable pipeline. User de-
veloped programs known, as shaders, can replace sectidhe okrtex and fragment
operations stages. Programming the GPU can be achieveg aisinmber of shading

languages, for example: ARB low-level assembly languagemis designed to be used
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with OpenGL; OpenGL shading language [5] (GLSL), which edodts from the underly-
ing assembly language or hardware-specific languages hadesl on the C programming
language; Cg programming language [3] developed by NVIDIick is API indepen-
dent; and DirectX High-Level Shader Language [2] (HLSL) @¥his similar to GLSL but
is designed to be used with DirectX.

The main advantage of using programmable shaders is thatrtbtonality of graph-
ics APIs can be greatly increased, often in ways unexpecteddbGPU manufactures;
for example, a relatively modern field of research calledegairpurpose computing on
graphics processing units (GPGPU) attempts to harnessathde) processing power of

GPUs to perform computation traditionally handled by theJCP

Figure 2.23: The canonical camera is a virtual camera which describeddigng volume within

the computer 3D model by using cartesian coordinates.

near plane far plane
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2.4.2 Rendering primitives
Triangles

While OpenGL allows the drawing of a wide range of primitivees example, quadri-
laterals, n-gons, lines, points, etc—triangles are byHarmost widely used primitive in
computer graphics. The reason is simple: most 3D objectsshapes can be decom-
posed into a number of triangles; therefore, it is more efficto minimise the number
of primitive types to process by decomposing as many objedtse scene as possible to

triangles. Furthermore, the rendering pipeline is optadifor triangle processing [47].

Figure 2.24: A Gaussian splat.

Point-based rendering

In the case of highly detailed models (when the projectethipivies are smaller than
the pixels of the display screen), cloud-like structuresparticle data sets, polygo-
nal primitives such as triangles triangles become inefficand point-based rendering
(PBR) [99, 132, 165] techniques are more appropriate. Tasswal PBR method for
representing points is by using viewer-oriented billosaod sprites which are texture
mapped with alpha-blended Gaussian cloud-like texture8][Ihese textures can also be

referred to as splats (see Figure 2.24 for an example).
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2.4.3 Camera models (monoscopic and stereoscopic)

In the real world, capturing a picture requires a camerapmyuter graphics, a virtual
pinhole camera can also be set-up to render a monoscopieifmag a 3D computer
model. The virtual camera is described by a canonical vigWiastum in cartesian co-
ordinates as shown in Figure 2.23. Projection of the vestigithin the volume onto the

image plane requires a perspective projection matrix toamstion.

Figure 2.25: Stereo pair virtual camera set-up for (a) toed-in and (blpErconfiguration.

far plane

left camera right camera left camera right camera

(a) Toed-in camera model (b) Parallel camera model

The simplest method of rendering a stereoscopic image pair $et-up two virtual
cameras with either toed-in view vectors or a parallel aaftdet of the cameras. Both
camera models are shown in Figure 2.25 and the geometricahgters and possible dis-
tortions are described and analysed in detail in [170]. &étded-in camera model, both
cameras converge towards a point of interest; this poirtheildisplayed with zero par-
allax and appear at the display screen. A parallel camerahnequires either horizontal
shifts of the CCD sensors in the camera or shifts of the imdggsayed on the monitor.

Since the camera is actually virtual the same effect as a GDBos shift can be achieved
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by using two asymmetrical frustums which coincide with tiréual display.

The toed-in camera model introduces curvature of the ddatie@nd keystone distor-
tion which can lead to objects in the corners appearing éudlvay than objects closer to
the centre of the display (for objects lying on the same dpfathe). Keystone distortion
also causes vertical parallax which, even in small amowats,cause considerable vi-
sual discomfort and limit the fusible depth ranges [170]e Plarallel camera model does
not generate keystone distortion or vertical parallax angidely recommended over the

toed-in camera set-up [83].

2.4.4 Controlling the amount of perceived depth

Producing a comfortable stereoscopic image manually wagd lot of trial and error is
often tedious due to the large number of parameters thateandaked: camera separa-
tion, virtual display distance, field of view, and distanteshe near and far clip planes.
Fortunately, a number of methods have been devised whiclautmmatically calculate
the stereoscopic parameters required for the desired asotiperceived depth; these
techniques are discussed below.

Wartell [163] describes a complicated method of pre-disigrthe scene before ap-
plying an equation that calculates the camera separatiog adalse eye separation. The
false eye separation is set to an amount much smaller thavénage human interocular
distance so as to reduce disparity and avoid discomfort.flittleest depth plane is then
described by using the false eye separation as the maxinmeersdisparity allowed, and
scene depth is compressed within this volume. While Wastelethod eliminates the
shearing distortions in a head-tracked system, depth cessjmn of the scene varies as
the observer moves in a direction perpendicular to the ayspllso, this method does not
allow the user to control the perceived depth in a precisen@asince the observer’s real
eye separation is not taken into consideration and usinty@ &ye separation can not be
used to intuitively map the scene to a desired volume of pexdelepth.

Jones et al. [83] describe a much simpler method of comigline perceived depth
by clearly distinguishing between viewer and virtual spand then calculating a trans-
formation between the two spaces in a manner that allowssgreontrol of the mapping

of scene depth to perceived display depth. Furthermorghdbsgtortions such as shear-
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ing and keystone are removed, and although depth compnassitevitable, at least it is
constant, regardless of observer movements.

Ware et al. [161] proposed a two-stage process of scalingcige and then adjusting
the camera separation dynamically based on average caepanaton preferences from
their human factor investigation. Although depth distams vary as the camera separation
changes dynamically, it was argued that observers did rtatenthis if the rate of change
in camera separation was less than 0.2 cm/sec. Howeverdarhental flaw with the
algorithm is that the camera separation is dependent oererefes of the subjects in the
original experiment; the potential for a large range of eggesations, viewing conditions
and display sizes was not taken into consideration.

William and Parish [167] developed a piece-wise linear atgm which can map the
scene volume arbitrarily to the available disparity so tiegions of interest can be pre-
sented with more depth; Figure 2.26 illustrates this concdje algorithm takes into
account screen dimensions, desired perceived depth armb#®ever's eye separation.
However, head-tracking is not taken into consideration smd/arious distortions will
occur during head movements with or without head-trackiagsjpective updates. Un-
fortunately, implementation details have not been desdriery well and there are no
results which can be used for evaluation purposes.

Holliman [64] also developed a piece-wise linear algorittwnt extended it from the
work of Jones et al. [83] so that depth compression is cohsaiaah all other distortions
are removed. Further work to smooth possible visual diseoities of objects crossing
different disparity region boundaries was also condudd&dl [Although additional com-
putation is required, shading artifacts at the region baued are noticeably reduced and
the disparity gradient at the regions is much smoother, #tlosving more depth to be
fused by the observer.

To date, no depth control algorithms specifically desigmedrfultiview displays have
been reported. However, two-view depth control algoritisonsh as [64,83] can easily be

extended to the multiview case (further explanation is jgled in Section 4.3.2).
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Figure 2.26: The perceived stereoscopic depth on a 3D display is oftderdift from the scene
depth. (a) Camera models can be used to compress or map tie dmeth to the confortable
depth range of the display. (b) Holliman [64] describes ahmetof sperating the scene into three
different regions, near region (NR), region of interest (R@nd far region (FR) which can be

mapped independentaly to the available stereoscopic @ejpiiram adapted from [64]).
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2.4.5 Aliasing problems and anti-aliasing methods

A problem common in computer graphics is a phenomena knowhassng. This section
briefly describes the problem as well as some common atsialy techniques (see [47,
chap. 14] for more details).

Examples of well known aliasing artifices are jagged edge'sa@gies’), moire fringe
patterns (see Figure 2.27(a)), lost detail, disappearahsmall objects, breaking up of
long thin objects, flickering, etc. Anti-aliasing technégucan be applied to ameliorate
these aliasing effects (see Figure 2.27(b) for an examidi@jever, in order to understand
the causes of aliasing, it is useful to know the basic corscefgignal processing.

Rendered or photographically captured images can be mpszbby a 2D signal or
function, for example, Figure 2.28 illustrates a 1D sigrgiresenting the intensity vari-

ation along a scan-line of an image. Signals can be definedraguaous or discrete.
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Figure 2.27: Aliasing can often be seen in the form of moire effects as shiogre in image (a) of
a parrot's wing. Anti-aliasing methods such as applying @sgin filter and then downsampling
can ameliorate aliasing artifices, image (b). (image (apken from [46] and image (b) was

processed using Adobe Photoshop)

(a) Moire effect

(b) Anti-aliased image

With a continuous signal, the signal value can be found dt edmitesimal point within

the domain of the function. A discrete signal on the otherdhas a sequence of val-
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ues. A continuous signal can be converted to a discrete IsSighaampling, whereas
the reverse operation, known as reconstruction, is actiieyenterpolating between the
samples. The rendering pipeline ultimately produces aelisly sampled 2D signal (an
array of pixels) and the display hardware is responsiblafmpting to reconstruct the
original continuous signal. The sampling approach takeaerdenes how faithful the

reconstructed signal will be to the original continuoushsig

Figure 2.28: A scan-line of an image can be thought of as a 1D signal. Thelgoais presented

as an intensity plot.
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Generally there are two methods of sampling: point sam@imgd) area sampling. In

point sampling, the value of each pixel is determined bytimgehe pixel as a point and
evaluating the original signal at that point. The main peablwith point sampling is
that the points may not cover all the objects, especiallzefabjects are small. Increas-

ing the sampling rate is a simple method of improving the mstwiction stage. Super-
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sampling averages the values evaluated from a number gigels for each larger pixel

and achieves better results but at the expense of more catigquut

Figure 2.29: The process or pipeline of reconstructing a continuousasifpom the sampled

signal.
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Area sampling eliminates the problem of missing objectsha $ampling stage by

integrating the signal over a square and averaging it foh gaxel. A problem with
unweighted area sampling is that if an object wholly corgdinvithin a pixel moves
about while remaining inside the pixel, the intensity is stamt; however, as soon as the
object crosses into the next pixel, both pixel intensitressaiddenly affected. Overlapping
weighted functions can be applied to area sampling to cotinecthough. Unfortunately
area sampling is not always practical since we cannot alwaggrate the signal, for

example in ray tracing each pixel must be point sampledaaste
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Figure 2.29 shows a continuous signal being point sampledttzen reconstructed
perfectly. In order for this to occur, according to samplthgory, the original signal
must be sampled at a frequency of at least twigethe highest frequency component
present in the signal, which is also known as the Nyquistfeegy. Sampling below the
Nyquist frequency can lead to reconstructed signals of idkeguencies than the original
and is the reason for aliasing artifacts. Signals with di§owiities such as sharp edges
or object boundaries in the scene have an infinite frequepegtaum; therefore, while
increasing the sampling rate can ameliorate aliasingepedignal reconstruction can
never be guaranteed. Bandwidth limiting, which is also kn@s low-pass filtering, can
be employed to remove high frequency components so thaighal €an be reconstructed
correctly from a finite number of samples. However, too muahdwidth limiting tends
to blur the image as sharp details can often only be captuyréibih frequencies.

In stereoscopic images, a number of unique aliasing atsifzen occur which do not
manifest in monoscopic images. Pfautz [125] identifies thewing aliasing artifacts in

stereoscopic perspective images due to spatial sampling:

e Inaccuracy in projected position.

Inaccuracy in projected size.

Inaccuracy in disparity.

Inconsistency in projected size.

Inconsistency in disparity.

Inconsistency in disparity of horizontal edges.
¢ Inconsistency in position.

Projection of a single point in an image can result in up td aadixel error in either
vertical or horizontal directions due to the location beiognded to the nearest pixel. In
3D, disparity inaccuracies of up to a pixel can occur, résgiin inaccurate depth percep-
tion, and vertical parallax of up to a half a pixel will be pees. As a point recedes into
the distance, the pixel rate of movement towards the vamyspoint is a function of its

distance from the line of sight; however, this means thetwsof a line’s two end points
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may vary leading to inaccuracies and inconsistencies irstia@e of an object. These
aliasing artifacts should be taken into consideration wdesigning stereo algorithms if

good quality images are to be produced.

2.5 Multiview rendering algorithms

Generatingh views for a multiview display does not necessarily requitanes the work
of rendering a single view. Algorithms have been developeskploit similarities in the
scene between different perspective views—for exampmegatperspective coherence, or
temporal coherence—which can improve rendering perfoceahhese algorithms can be
broadly categorised into three groups: 2D or photographage processing algorithms;
3D model rendering algorithms; and general coherenceitigus.

Image processing algorithms can be applied to generate iesvpeoints from a set of
previously rendered or captured images via interpolagchniques, e.g. [25,55,56,178].
Fehn [44] has shown that new viewpoints can be generated dremgle view if there
is an accompanying per-pixel depth map; this method is knasvdepth-image-based-
rendering (DIBR). The pixels are reprojected into the 30cepaccording to their respec-
tive depths and then projected into the image plane for emtthal’camera and is known
as image warping. A problem with point sampling and thenagating the pixels is that
the resulting image may be different from correctly poimhgéing reprojected geometry.
This is because point sampling only approximates the gegraatl any errors will prop-
agate if the pixels are reprojected. Vazquez [157] prop@séorward-mapping mecha-
nism, where the newly rendered images are sampled on amlaregampling grid and
processed with disparity-compensated interpolationtiegles to get a regularly sampled
image, which minimises geometrical distortions due to dargp

A potential advantage of depth-image-based-renderingaisexisting 2D digital TV
framework could be used to broadcast 3DTV. Also content @aedsily obtained from
2D-t0-3D conversion techniques [88], which obtain struetitom motion. Another nice
feature is the ability to increase or decrease the percelepth according to the user’s
preference. However, obtaining the desired results méybstidifficult since the stereo

parameters have to be adjusted manually. Unfortunategn é&wsampling errors could
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be completely corrected, DIBR still suffers from not beirjeato handle occlusions and
transparency properly. Parts of the scene which are oatludge initial viewpoint, can
become visible from a different viewpoint, but there is noad@r these newly revealed
parts of the scene resulting in holes or gaps in the rendenade. The holes can be
filled in with interpolation techniques, but this tends tokgoor. Also, since each pixel
only has one assigned depth to it in the depth map, there isayooivimplementing
transparency.

Generating new viewpoints with image processing techrsgqua be advantageous
because rendering times are usually not dependent on the soenplexity and there-
fore they scale better with larger data sets. Unfortunatalgge interpolation usually
results in views which contain overlapping pixels or gapg eaxcorrect view dependent
scene changes, for example specular highlights. One gpltdithe occlusion and trans-
parency problem for depth-image-based-rendering, istptaevery surface in the line
of site from the one viewpoint and store these samples as ar2y af layered depth
pixels [136]. However, the algorithm then becomes dependerthe scene complex-
ity, and can become much less efficient than depth-imagedb@shdering with only one
depth map. Also the algorithm will still suffer from the saling errors associated with
reprojection.

Three-dimensional model rendering algorithms such as7@4118] attempt to ex-
ploit, or share the calculations across all the views useéndering the images from a
3D model or data set. For example, scan-line rasterisaonbe extended to volume
render each particle for stereoscopic viewing in an ordeckvimaximises the sharing of
projection calculations between all the points and the tigavs [118]. Castle [24] takes
this one step further in the polygon scan conversion stagerafering by incrementing
the projection of each point by a fixed amount (disparity clated for that particular
depth) for each consecutive view and interpolating thersatetion of the polygon edges
with each scan-line.

Ray-tracing algorithms can also take advantage of caloulaharing to improve per-
formance. For example, one method is to volume render thei®k in a conventional
manner, sampled points along each ray are then reprojesied a viewing transforma-

tion matrix [6]. Since early ray termination may result imgaes which should be visible
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in the right view but are not reprojected, some parts of tlge nathe right view still need
to be traversed. Time savings of up to 80% have been repoitadhis method. How-
ever, the right view will not be rendered entirely correatlye to approximations used in
the reprojection calculations.

One algorithm which is technically a hybrid of computer drigs and image process-
ing is [60]. The algorithm decomposes the geometric scewesipecial primitives which
are used to render slices or epipolar plane images so asnotfe spatio-perspective
volume. An important property of epipolar plane images &t gholygons form linear
tracks over the different viewpoints; therefore, linederpolation techniques can be used
to render them without the usual accuracy problems assacveith image interpolation
techniques. Also the tracks in the epipolar plane imagesfea long, so the pixel to
vertex ratio is high. This means less vertices are used wwribeshe geometry for many
views than when traditional triangles are used; therefexeer calculations (e.g. lighting
and projection) are required to obtain the final pixel codolrResults using this algorithm
show that performance gains of one to two orders of magnitwde conventional single
view rendering can be achieved. However, set-up costs &phago-perspective volume
can mean little or no advantage gains for rendering a smatbeu of views.

In very large data sets or scenes of high complexity, thedizbe polygons can be
smaller than the pixels which represent them. The ratio®pikel size to the number of
vertices is so small that polygonal rendering methods arsuitable; other methods such
as volume rendering, ray-tracing and point-based-rendéRBR) can be more effective.
Therefore, for large data sets it is likely that the alganttescribed by [60] will not be
as effective as it was for triangle-based scenes.

Hubner et al. describe a texture splatting algorithm desiigspecifically for point
based rendering on multiview displays. The algorithm tadsntage of the programma-
bility of the GPU and for each point generates an enlarged ¢gxture to store all the
splat projections from the different viewpoints beforertalieng them all correctly for each
view. The algorithm’s efficiency is based on the fact that geemetry is only sent to
the GPU and processed once rather than n times for a n-vig@hagisHowever, the per-
formance of the algorithm is unpredictable because thedditee enlarged texture quad

and therefore the number of pixel fragments it containsegagiepending on the point’s’
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distance to the focal plane and the resulting maximum diggdagtween the left-most and
right-most view.

Another attempt at reducing the number of vertices whicldpeecessing is described
by [32]. The scene is initially set-up for the left view aneththe primitives, e.g. trian-
gles, points, etc, are duplicated and transformed to gendraright view. The replication
stage only occurs after the vertex processing stage in tigrgammable pipeline, there-
fore saving on some computation. Due to certain implemimtabnstraints, z-buffering
is disabled; therefore either depth sorting and paintégsrahm is employed or an addi-
tional depth map for the left view is rendered and used to@pprate the visibility of the
fragments in the right view. Both methods suffer from visadifacts and are inefficient
compared with standard z-buffering. The algorithm can @alye on computation at the
vertex stage and is therefore only beneficial if there is gelgroportion of work, e.qg.
expensive lighting effects, at the vertex stage.

Rendering multiple views directly from a 3D model is usuaitypre accurate than
image processing algorithms and can also take into accoemtdependent lighting ef-
fects; therefore, they are more suitable for scientific i@pgibns, where accuracy can be
of critical importance, than 2D processing techniques.

General coherence algorithms attempt to take advantagenpfdral coherence as well
as spatial coherence between the different frames. For@raioth the Talisman graph-
ics architecture [151] and [104] have shown performancegyaihen rendering certain
scenes. Structure from motion can be retrieved from vati@mses and used to synthe-
sise novel views if the velocity of the camera is known. Thistimod is demonstrated
in [178], which overlays a regular triangle mesh over onewaand warps the triangles
with an affine transformation in relation to their assodlatiésparity. Geometric distor-
tions can arise though, when triangles contain more tharobjext at different depths.
This problem can be reduced with edge detection so that idregtes can be matched
to only one object [56]. Since the object transformation$ eamera velocities within a
scene can vary greatly, the coherence between each frantmtnset also varies greatly.
Therefore, performance of general coherence algorithmsatde predicted reliably and
are difficult to use effectively.

As well as optimising algorithms to share computation axithe views, significant



2.6. Summary 62

work has also been carried out on developing parallel remgl@rchitectures for both new
hardware [62,147] and current off the shelf parallel systf8m94,172], e.g. cluster PC’s.
These solutions are expensive though and are typicallyusdd in cases where hundreds

or even thousands of viewpoints need to be rendered.

2.6 Summary

In this chapter the relevant background in three broad sop&re presented, which were:
the human visual system and depth perception; three-dioraislisplay technologies;
and the field of computer graphics. To summarise brieflyessropic 3D displays aim to
emulate a more natural viewing experience by presentinffexeint perspective image to
each eye. The horizontal binocular disparity reproducethbge displays is a powerful
depth cue that allows relative depth judgments to be maddtiviéw 3D displays are
auto-stereoscopic displays that produce more than twosvsawultaneously. These addi-
tional views provide a wider viewing angle for the displaiowa a look-around effect and
can easily support multiple observers. As a result mutiavdisplays naturally support
both the stereoscopic depth cue and head-based motiotepamatl could be superior for
certain tasks.

The key findings were:

e The multiview approach has significant benefits but is alstlgdt requires a dis-
play design that spatially or temporally separates the sjiglerefore, a particular
issue for content creators and distributors is how to pmwithny simultaneous

views of a scene.

e Point data sets are rapidly growing in popularity and coxipteStereopsis can aid
scientific analysis of these rich and complex data sets; henyvbttle research has

been directed towards efficiently rendering point datafeetstereoscopic viewing.

¢ In order to minimise visual discomfort and fatigue, simathtiepth ranges should
be restricted to withir-10 cm for standard desktop viewing conditions; these limits

can be relaxed as the size of the display and viewing distguoves.
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e GPD is the most appropriate tool for measuring the amounteségscopic depth
because it successfully accounts for viewing distance; GRi® sole measure used

in the remaining chapters of this thesis.



Chapter 3

Investigating performance of path
searching tasks in depth on multiview

displays

The background chapter discussed a number of differentivient displays, including

commercially available displays which range from the oroieten simultaneous views
to research prototypes capable of over a hundred views.id@iework [119] suggests
that the number of views may need to be as high as 100 viewsildt the eye with the
result that at any one time the display will be generatingynasually redundant views.
This is a significant optical and computational challengeaioy system. We identified
a number of other studies in the background chapter, all aémwhenerally recommend
a high number of views. However all of the studies were basedubjective aesthetic
responses and used self-reports, which as we explaineghareto criticism.

This chapter discusses the design, results and analysis@ied experiment which
was adapted from a path tracing task described in [160], buigua display apparatus
design for simulating multiview autostereoscopic display varying viewpoint density.
The purpose of the experiment is to determine how many viawslaview display might
require in order to reproduce acceptable stereo and headmpatrallax depth cues when
task completion time and accuracy are the dependent vesiabther than for aesthetic
purposes. Furthermore, the experiment should providéegreaderstanding of how vary-
ing viewpoint densities affects the ability to use head proparallax as an effective depth

64
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cue; currently this is still unclear in the literature. Thesults will directly influence the
design considerations for our stereoscopic renderingiahgos.

The work contained in this Chapter has been published in ACMhJactions on Ap-
plied Perception (TAP), Volume 8, Issue 1, October 2010y&htigating the performance

of path searching tasks in depth on multiview displays”.

3.1 Depth perception and task complexity

In order to better compare stereopsis and motion parallaatteanpt to discern how
much depth recovery is required for a number of tasks usedshgxperiments. This will
allow us to make a more informed decision on the type of tasks®in our experiment.
For simplicity we divide the differing possibilities of déprecovery into five levels with
each level imposing tighter restrictions on the accuracyhefgeometry similar to the

hierarchical stratification described by [89] and [17].

e For some tasks it is enough to only be able to detect a diféerém disparity or
relative motion between two points. The most obvious exanplthe ability to

break camouflage.

o If the sign of disparity or motion differences are recovefiesl is an object getting
closer to or further away from a reference point) which reggionly two views
whether from motion parallax or stereopsis, then we aretalpperform tasks such

as threading a needle [52] or reaching out to touch an object.

e Relative depth judgements or the perception of Bas reliefcgire can be per-
formed with only two views (either from motion parallax oestopsis) and relative
displacement/velocity of the central point with respecth® others. This restricts
the geometry to a set of shapes which can be stretched (afimgaormation) along
the line of sight and is useful therefore with respect to aegrgetrical properties
that remain constant during these transformations e.germ@ting the ratios of
depths of parallel line segments (see [150] for a more aetalescription). Some
tasks that can be completed with this information includedpable to distinguish

between planar and non-planar objects (between flat ancd@Brmine whether an
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object is rigid or not, detect shape differences betweendiects that can not be
made congruent by an affine stretching transformation abedine of sight. Im-

portantly two views and only relative depth judgements afécsent to determine a
unique minimum slant solution which would allow tasks suslpath tracing to be
performed [89]. Motion parallax can only be used as a deptimduen the motion

results in a rotation of an object about an axis which is netitie of sight.

e Shape (scaled) perception with motion parallax can be dohi¢h either a third
view [89] or by calculating the angular velocities of copeading points [41].
Binocular disparity must be scaled with an estimate of tlesving distance [129].
Once the shape is known tasks requiring knowledge of otientar exact slant
become much easier. Motion parallax suffers from depthrsad@mbiguities since
the sign can not be resolved without the addition of othes¢gtereopsis can also

suffer from this phenomena in certain cases e.g. invertgghtsces).

e To determine the metric properties of the shape, size araditotof an object, the
viewing distance must be known and additionally with motpamnallax, the angular

velocities [41].

It can be concluded that the amount of depth recovery redj¢aed difficulty) varies
with the task. The question is what task level is best suttealit purposes in this inves-
tigation. Levels 4 and 5 (shape, size and location) are diffiecause both cues require
extra information e.g. viewing distance or angular velpeistimates. Also the results
would be confounded with other variables which would cogik the process of deter-
mining the effect on task performance of motion parallax stedeopsis. Tasks in levels 1
and 2 are trivial and unlikely to give interesting resultslafge number of problems can
be solved with relative depth judgements, therefore arlyfabng in level 3 would be a

sensible choice as the results could easily be applied ty dlifferent scenarios.
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3.2 Experiment1

3.2.1 Method
Overview

The design used in this experiment was similar to [160] btit wdme important changes
which will be explained shortly. The structure of the grapinsl the task remained the
same. Participants were presented with a complex of intected spheres and asked if
they could find a path of two connections (lines/arcs) betwe® highlighted spheres.
Input from the subjects was via the keyboard by pressingriiaepresenting yes and no
respectively. There was a 50% probability of the two highiégl spheres being connected

by a path of two connections. An example of the stimulus istiated in Figure 3.1.

Figure 3.1: An example of the stimuli used in this experiment. Subjeasenasked whether the
two nodes highlighted in red were connected by a path camgisf two arcs. They could only

answer yes or no.

For each graph the nodes were divided into three equal-sizgg. Two groups con-

tained leaf nodes and the other group, intermediate nogesh [Eaf node was connected
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to two different intermediate nodes via cylindrical tubather than one pixel width lines
as with [160]. Another difference was that each group of sodere placed into a dif-

ferent depth plane. One group of leaf nodes was set up toer@sifftont of the screen

at some specified distance, while the other group of leaf siodes placed at an equal
distance into the screen, and the intermediate nodes wereiyed at the zero parallax
plane i.e. the display screen.

The reason for these changes are as follows. There may ble aleiguities if the
thickness of the lines does not change with perspectivereitre, we chose to avoid any
risk of cue conflicts by drawing the lines with cylindricallpgons. Also depth planes
were used so that the depth between the two highlighted namidd be controlled pre-
cisely. In [160] the nodes were placed randomly within thiumee therefore the depth
between any two highlighted nodes is likely to have variezhgy.

Experiment 1 concentrated on determining the effect of pmwt density with differ-
ent amounts of stereo depth on the subjects’ task performawe were not interested
in varying the complexity of the graphs to quantify how mudhan advantage motion
parallax and stereopsis can have over the 2D case. Theréborthis experiment the
complexity of all the graphs was kept constant at 90 nodesstrials indicated this level
of complexity was sufficiently difficult that small improvemts in depth perception im-
proved task performance. We hypothesized that the expetimeuld then be sensitive
enough to detect any effects small changes in viewpointigemsy have.

In previous path searching tasks [160] motion parallax Wwasare benefit than stere-
opsis. However it is unclear whether motion parallax wasroximg depth perception or
simply being used to alleviate ambiguities due to occlusiva tuned our experiment to
determine the benefit from motion parallax purely as depth cthis was achieved by
reducing the number of occlusions as much as possible séréimata central viewpoint
no nodes occluded each other.

Head-tracking was used to maintain a constant perceiveth deq to update the
observers virtual viewing position appropriately (motmarallax) by constantly detecting
the observer’s (x,y,z) position. Head rotation was notkeaicbut subjects were told to
only move horizontally perpendicular to the display. A ddfaeye separation of 6.5 cm

was used, although the true eye separation may have vapeokamately between 60 and
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75 mm [35]; therefore, subjects’ perceived depth may alse@ varied from each other.
However, Runde [131] found no advantage in performance vilead movements were
tracked compared with when they were not tracked and a defgelseparation value of
6.5 cm was adopted. We, therefore, assumed that our resoliil \wot be affected by
the lack of tracking head orientation and eye separati@reSscopic camera parameters
were calculated using an algorithm described in [83] whibbmas the perceived depth
to be controlled precisely and kept constant without anylddfstortions as the observer
moves.

There are several reasons for using a path searching taBlsimvestigation. They
are relatively simple for subjects to comprehend and doewpiire much practise time to
achieve proficiency, or any previous experience in 3D disgplalso Ware and Franck [160]
reported effects on task performance from both motion [gcand stereopsis. Since it
is very likely that depth cues will also be of benefit in perfiamg this task, we should be
able to study how viewpoint densities affect the viewer'gigito use motion parallax.
Furthermore, abstract graphs can be extended to many ig@tiah tasks on data struc-
tures so any results and conclusions based on our resulitdshe applicable to many
different scenarios.

Relevant guidelines regarding experimental proceduces [7 4] were taken into con-
sideration. Furthermore, stereo depth was conservatiegdy within a maximum range

of 10 cm so as to avoid viewer discomfort [83].

Participants

Thirty-nine subjects were recruited within the Universiffpurham (12 women, 27 men,
mean age 24 years, age range 18-52) and were eactEpaiBarticipants had normal
or corrected-to-normal vision i.e. a visual acuity of atsiea0/30 as rated by using a
standard Snellen eye chart test and normal stereoscopiy égisec-arc or better) using
the TITMUS test. Participants had varying amounts of exgee with 3D displays but

were all naive concerning the hypotheses and experimeesadal.
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Apparatus

The computer system used in this experiment was a DELL Watikst PWS360 Intel
Pentium 4 CPU 2.26 GHz with 1.00GB of RAM and a NVidia QuadrdoBB graphics
card. It was connected to a 19” Hitachi superscan CM813 rapwiich was capable of a
refresh rate of 120 Hz. Stereo viewing was achieved with agi&tereographics Crystal
Eyes Workstation glasses with each eye receiving 60 Hz otiffuate rate resulting in
a total frame rate of 60 Hz. The screen resolution was set 24Xi{68 pixels. Head
tracking was achieved with the InterSense IS-900 MotiorcKireg System which consists
of a mobile MiniTrax Head Tracker attached to the shuttesgga. The head tracker can
accurately detect movements of 0.75 mm within the deteetablume with a latency
time of 4ms (as described by the 1IS900 user manual) and thustaiew display can be
simulated for one observer with a viewpoint density of up 30 Yiews per 10 cm. The
screen brightness was adjusted to the nominal level anckpieFienent was conducted in

a laboratory with minimal light conditions.

Design

Stereoscopic depth and motion parallax from viewpoint dgngere manipulated as
within-subjects (repeated measures) variables in thierxgnt. Depth had two levels
(2 cm and 10 crh) and the viewpoint density had six levels (0, 2, 4, 6, 8, 10vsiger 10
cm). For each depth level, the subject would perceive helfsttene to come out of the
display and the other half into or behind the display.

A viewpoint density of 0 views per 10 cm represents the casadanotion parallax;
only the standard two views required for stereopsis areymed from a fixed viewpoint.
A control was also set-up on the display which produced nordapd no motion parallax
reflecting the standard 2D monitor case. Each subject wasreelto repeat the task six
times for each condition resulting in 78 trials and 78 ranijogenerated graphs (items).

The order in which subjects performed the task on each itamtive different treatments

We do not describe the depth using angular disparities Isecaith a fixed angular disparity the per-
ceived depth still varies with viewing distance. Also, wesddmplemented a camera control method to

maintain a constant perceived depth regardless of thewdr&ehead position (see [83] for more details).
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was counterbalanced and followed a Latin Square desigrh iEao was presented to the

subject in an equally random fashion.

Procedure

Experimental sessions lasted from 45-60 minutes. On &aivioe laboratory, subjects
were screened for normal vision using a TITMUS and Snellesn @hart test. If they
passed the initial screening test they were given writtstriictions on how to perform
the task before them. The subjects were seated at a disth68ecan from the display.
Accuracy was emphasised over speed with the motivation nhiwg a small prize for
whoever achieved the most correct answers. In order thgutadid not set in, short
breaks were allowed after every twenty answers given. Ryitire start of the experiment
subjects were required to practice the task on graphs whesk vandomly generated on
the fly so as to become proficient in the task. This practiceisesvas informal and
continued until the subjects were confident that they undedsthe task. Subjects were
required to wear the shutter glasses for all the trials aigas of whether there was any
depth present in the scene. They were also encouraged tothmivéieads as much as
possible to gain any possible advantage from motion paralljpon completion of the
experiment, participants were debriefed and given the dppity to ask any questions.
Also the subjects were asked to rate their tolerances onla sta to 5 of the flipping
effect and false rotation effect caused by low viewpointgiges and any visual fatigue
or discomfort experienced during the experiment via a qomsaire (where 5 indicates a

high degree of intolerance and also extreme visual fatigussomfort).

3.2.2 Hypothesis

Explorative tasks of abstract data structures can be véiigudi in 2D especially when
there are large amounts of data. The main obstacles to dgrmaterpreting the data are
ambiguities due to arc crossings, occlusions and lack disdavareness i.e. everything
is perceived to lie on a single plane. Improving depth peroapwith either motion
parallax or stereopsis should improve task performance ekample, slant information
which can be obtained from relative depth judgements, alk observer to more readily

trace the path of the arcs [89].
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Previous investigations using path searching tasks fowpdhdperceived from mo-
tion parallax and binocular disparity increased accurddy® responses, decreased the
response latencies and observed the greatest performantewhen both cues were
present simultaneously [160, 162]; we expect similar tssul

A significant difference between our experiment and [162] ithat motion parallax
is perceived from visibly discrete viewpoints. Phenomaizhsas the flipping effect and
false rotation effect become apparent at low viewpoint diessand we suspect this will
hinder the observer in judging depth from motion parallaxe pkedict that increasing the

viewpoint density will improve accuracy and response laies

3.2.3 Results

We subjected the data to analyses of variance (ANOVASs) ®stlbjects (P and for the
items () with depth and viewpoint density as within-subjects inelegient variables and
response latencies and percentage of correct respondas d@spgendent variables. Per-
formance was generally good indicating all the subject®wstdod the task well (average

percent of correct responses was 90% and everyone scoesabavP%).

Depth2cm Depth5cm Control

Viewpoint Density M SD M SD M SD

0 18.94 8.58 18.22 7.45 19.58 9.80
2 18.01 8.32 17.95 7.81
4 17.80 9.09 17.07 7.70
6 18.27 8.21 16.15 5.87
8 18.47 7.57 16.19 6.84
10 18.30 6.48 16.77 7.93

Table 3.1: Average response latencies (in secs) of the subjects uhdee aonditions in Experi-

ment 1.
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Response Latencies

Table 3.1 shows the mean value and standard deviation ofegmonse latencies for
each experimental condition. Only the correct responses va&en into account when

analysing the times.

Error Bars show Mean +/- 1.0 SE Bars show Means

21.00

20.00

times (sec)

Ocm depth (control) 10 cm depth
2 cm depth

depth

Figure 3.2: Mean response latencies from the subjects under three-deptbonditions collapsed

across the viewpoint density variable in Experiment 1.

We expected that increasing the viewpoint density wouldrowe the performance;
however, a repeated-measures analysis of variance revbalghe viewpoint density had
no effect on the response latencies(5; 190) = 1.17, p= 0.33, i(5,385) = 1.17 , p=
0.32 and there was no interaction between the depth and gietwgensity, (5, 190) =
0.86, p= 0.51, K»(5,385) = 0.41, p= 0.85. On the other hand, the amount of perceived
depth from stereopsis had a significant effect on the resplatsncies, {1, 38) = 9.20,

p < 0.01, R(1,77) = 10.48, p< 0.01.

Since no effect was found for varying the number of views,dhta were collapsed

across the viewpoint density variable. Figure 3.2 showstti@response latencies de-

creased as the amount of depth increased, which is in agnéemitd our prediction.
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However, there was no significant difference between thé&rcband the 2 cm depth con-
dition, t1(38) = 1.40, p= 0.08, one-tailed »(77) = 0.99, p= 0.16, one-tailed, but there
was a significant difference between 10 cm and 2 cm of deg®8)x= 3.03, p< 0.01,
one-tailed, 4(77) = 3.90, p< 0.01, one-tailed.

Depth 2 cm Depth 5 cm Control

Views per 10cm M SD M SD M SD

86.75 13.34 89.74 11.86 77.35 17.31
88.46 12.77 92.31 10.71
88.46 14.39 92.31 12.00
89.74 12.46 93.59 11.22
90.60 13.13 94.87 10.92
10 88.89 13.96 93.59 13.03

o o A~ N O

Table 3.2: Percentage of correct responses for the subjects undaeabnditions in Experiment

1.

Percentage of correct responses

Table 3.2 shows the mean value and standard deviation ofditoemtage of correct re-
sponses for each experimental condition.

A repeated-measures analysis of variance revealed vieiwpensity had no effect on
the percentage of correct responses eithgh,A90) = 1.42, p= 0.22, F»(5,385) = 1.63,
p = 0.15 and no interaction between depth and viewpoint dersi($, 190) = 0.06, p
= 1.00, K(5,385) = 0.06, p= 1.00. In contrast, the stereo depth had a significant effect
on the percentage of correct responsg§] F38) = 12.31, < 0.01, K(1,77) = 5.99, p<
0.05.

As before the data were collapsed across the viewpoint tyevesiiable. Figure 3.3
shows that as depth increased the percentage of correcinsespalso increased, which
was expected. There was a significant difference betweetotiteol and the 2 cm depth

setting, 1(38) =-4.20, p< 0.01, one-tailed(77) =-3.43, p< 0.01, one-tailed and the 10
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Error Bars show Mean +/- 1.0 SE Bars show Means

95.00%

90.00%

85.00% ™

80.00% =

percentage of correct answers

Ocm depth (control) 10cm depth
2cm depth

depth

Figure 3.3: Mean percentage of correct responses from the subjects timde depth-cue condi-

tions collapsed across the viewpoint density variable ipegixnent 1.

cm setting showed a significant difference from the 2 cmrsgtis well, 1(38) =-3.47, p
< 0.01, one-tailedx(77) = -2.49, p< 0.01, one-tailed.

Subjective responses

The mean subjective response for tolerance of low viewpaenisities was 2.28 with a
standard deviation of 0.86 and the mean subjective resgonsesual discomfort was
1.85 with a standard deviation of 0.93. These results suggaisthe majority of subjects
did not suffer much visual discomfort and were not greatbsdtisfied with low viewpoint
densities. Furthermore, there were no comments eithetewrdr verbal made to the

authors regarding any problems with low viewpoint densitie

Head movement range

A potential problem with our experiment was that the obserwere not forced to make

head movements. Figure 3.4 presents a box plot showing tkemumn lateral distance
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Figure 3.4: Box plot showing the maximum lateral distance subjects rddbeir heads by in

Experiment 1.

moved by all the subjects for the cases where motion parals<available. While a

number of results showed no or little head movement, thesea@rsidered outliers and
the vast majority of the results showed a satisfactory rafipgead movement; on average
the subjects moved more than 24 cm. While subjects were dedito stay seated during
the trial, occasionally they did lean out of the chair, as barseen in the data by head

movement ranges greater than one metre.

Discussion

From the results we can make a firm conclusion that depth pgoceaffects task per-
formance in path searching tasks which is in agreement wéhiterature. Even gaining
only a small amount of stereo depth (2 cm) dramatically inapdbtask performance re-

garding the percentage of correct responses (increase4$fo).1L arger amounts of depth
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only improved performance by a further 4%. These findingp Iselpport the case for
using microstereopsis rather than larger disparities.

Siegel et al. [140] define microstereopsis as stereo viewitlya camera base sep-
aration of about 3% of the interocular distance. They sugiges) a series of informal
experiments that good depth perception is still possibtha microstereopsis when lots of
other strong monocular depth cues are present. Unfortiyrisiie scene depth and dis-
parities were not specified so the exact definition of mien@sipsis is unclear; however,
a gray level representation of the differences betweentdres image pair appears to
contain a maximum disparity of only a few pixels. For the 2 @sein our experiment
the maximum disparity was approximately 3 pixels and tleeefve consider it as an
example of microstereopsis.

Visual comfort of stereo viewing is affected by many factansluding optical prop-
erties of the display, display size, viewing distance estearamera capturing methods and
even the scene content [95]. With typical desktop viewingditoons (viewing distance of
65 cm) depth greater than 24 min of arc, which only relates&8 4m behind the display
and 4.25 cm in front, can cause fatigue and visual discon88it Too much depth for
long durations can be very taxing on the visual system [110,120] and could possibly
decrease task performance. Therefore, if a person wastexpiecuse a 3D display for
long periods of time, depths as little as 2 cm could be usetbwlill gaining a significant
advantage and minimising visual discomfort.

Stereo depth as little as 2 cm can easily be perceived (asaitedi by the threshold
sensitivities of the TITMUS test) and although reducedmsirdid not significantly affect
response latencies. However, 10 cm of stereo depth did wepimmings. For tasks which
can be solved with only relative depth judgements, two tBffié magnitudes of dispar-
ity should theoretically impart the same amount of useftdrimation since the ratio of
depths of features remains constant [81]. The task may la&eaionger with less depth
simply because it was harder or possibly the visual prosessponsible for binocular

fusion work slower with smaller amounts of disparity.
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3.3 Experiment 2

In the previous experiment motion parallax was found to meehany additive effect with
stereopsis on task performance. Findings from previous paarching investigations,
however, strongly suggest motion parallax should sigmtigamprove task performance.
Furthermore, many investigations [17,71,116, 130] hawsvsthead motion parallax im-
proves depth perception so we can assume in the absencenidicsigt occlusion, head
motion parallax by itself should still improve task perf@ante for our modified path
searching task. The previous experiment was an attemptéondi@e the required num-
ber of views under natural viewing conditions for multiviegplays since head motion
parallax is always coupled with binocular disparity. Expemnt 2 is essentially a repeat
of the first experiment but with the stereo cue switched oisto isolate the effect head

motion parallax with varying viewpoint densities has orktpsrformance.

Participants

Fifteen candidates were recruited within the Universitypofrham (4 women, 11 men,
mean age 24 years, age range 21-31) and were eacitfakarticipants had normal or
corrected-to-normal vision i.e. a visual acuity of at |€#38B0 as rated by using a standard
Snellen eye chart test. Participants had a varying amouwsmpeérience with 3D displays

but were all naive concerning the hypotheses and experaha@esign.

Stimuli, design, apparatus and design

The task and apparatus were exactly the same as in the fiesteent. Viewpoint density
was manipulated as a within-subjects (repeated measwagaple with five levels, (2, 4,
6, 8, 50 views per 10 cm). Subjects repeated the task 20 tiane=ath level and were
presented in total with 100 graphs. The camera model wagsielentically to the 10 cm
condition in the previous experiment but the observer oatgeived the left view in both
eyes, i.e. a monoscopic image. Head position was only tdalzkerally and observers
were strongly encouraged to only make lateral head moveanenthe procedure then

remained identical to that in Experiment 1.
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3.3.1 Results

The data were again subjected to analyses of variance (ANDIgX the subjects
and for the items () with viewpoint density as a within-subjects independeariable
and response latencies and percentage of correct respamsles dependent variables.
Performance was slightly worse than in the previous expartrbut still generally good

with an average percentage of correct responses of 89% angbexe scored at least 65%.
Depth 10 cm

Views per10cm M SD

Subjects
2 19.49 3.69
4 16.70 6.08
6 17.44 7.08
8 15.22 5.03
50 16.42 5.52

Table 3.3: Average response latencies (in secs) for the subjects afidbe conditions in Exper-

iment 2.

Response latencies

Table 3.3 shows the mean value and standard deviation ofegmonse latencies for
each experimental condition. Only the correct responses vad&en into account when
analysing the times.

A repeated-measures analysis of variance indicates viewgensity had a signifi-
cant effect on response latencies(4 56) = 3.69, p< 0.05, K(4,396)= 8.86 , p<
0.01. Latencies were shortest for 8 views and longest foe®sj a means comparison
between the 2 views condition and more views showed that #jerity of differences
were reliable (for thejtcomparisons the pairs 2 vs. 4, 2 vs. 8 and 2 vs. 50, and fopthe t
comparisons 2 vs. 6, 2 vs. 8, and 2 vs. 50 were all significdiris & 2.33, ps<= 0.05).

Other differences were not significant.
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Depth 10 cm

Views per10cm M SD

Subjects
2 87.67 14.00
4 87.67 10.83
6 88.33 12.20
8 90.33 9.72
50 91.00 11.37

Table 3.4: Average percentage of correct responses for the subjeder @tl the conditions in

Experiment 2.

Percentage of correct responses

Table 3.4 shows the mean value and standard deviation ofetfoemtage of correct re-
sponses for each experimental condition. Although thepeared to be a trend of im-
proved performance as the number of views increased, ategpaseasures analysis of
variance indicated viewpoint density had no effect on thregr@age of correct responses,

F1(4, 56) = 0.53, p= 0.72, F(4,396) = 0.94 , p= 0.44.

Head movement range

Figure 3.5 presents a box plot showing the maximum latesthdce moved by all the
subjects in Experiment 2. Again there were a number of resutich showed no or little
head movement; however, in this case they are considersshexbutliers. The subjects

moved on average 27 cm.

Discussion

Motion parallax under monoscopic (2D) viewing conditiond dffect task performance
in this experiment, but the effect was much weaker than wehespsis and viewpoint
densities only affected response latencies. The shodggsbnse latencies were observed

with 8 views; increasing the view point density by a relagMarge amount to 50 views
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Figure 3.5: Box plot showing the maximum lateral distance subjects rddbeir heads by in

Experiment 2.

did not significantly improve the subjects’ performance. i@the data was noisy, this
suggests that the maximum benefit from motion parallax inth paarching task with
limited occlusion can be achieved with 8 views. Also whild atatistically significant
Table 3.4 does appear to show a trend of improved responseaagonith greater view-
point densities. It is possible that only a proportion of Hubjects benefited from the
increased number of views for a proportion of the stimudi, there was some effect but
it was not reliable.

Sollenberger and Milgram [142] concluded depth perceptrom motion parallax
improved mostly from continuous rotation and not througbctgte viewpoints which
reflects our findings that response latencies significasttyehsed with increased number
of views. The average response latency decreased by ovefraa®2 views to 8 views.

There was not a significant difference between the respasedies from 8 views to 50
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views even though the increase in viewpoint density waselarbhis suggests 8 views
per 10 cm or a view every 1.25 cm is the upper limit on the reglitumber of views to
improve task performance. The results could also suggasbtily 4 views are actually
needed since there was no significant difference betweeerwsvand 50 views either;
however, further research may be required to support suaggressive restriction on
viewpoint density.

The average head movement range appeared to be larger gcthredsexperiment (at
least 3 cm more for all the viewing conditions). This suggasthe absence of stereo,

subjects make more effort to take advantage of the moticallparavailable.

3.4 General Discussion

The general consensus in the literature is that the visusesy combines information
from all the available depth cues to create the most accumattel of depth from the
scene as possible. Various models have been derived bogtistdly and by observation.
A popular model is the weighted linear combination strategg for example [18, 20, 40,
82,96,177]. Also depth cues may not be entirely uncorrdlataece they are likely to
share noise sources from the retina and affect some of the sanral mechanisms e.g.
disparity and motion parallax both affect neurons in thdicakrarea MT [117], which
further supports the theory of cue combination. Howevervbual system may combine
any number of available cues immediately, dynamically sidjleir reliability or ignore
some in favour of others [97]. Therefore interactive efielsetween the cues can not
always be expected.

An important consideration to take into account is the tesMfi. The benefit of motion
parallax and stereopsis depends greatly on the task, sisnanld experimental procedure
as shown via a number of different tasks with identical viegwconditions [17,52]. Mer-
ritt and Cole [109] concluded when stereopsis was avaijgdatential depth information
from motion parallax was not always used.

Therefore, the fact that an additive effect on task perfarreavith head motion par-
allax and stereopsis was not observed is not necessargyisng. However, a few im-

portant conclusions can be derived from the differencesimesults to [160]. Firstly, we
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demonstrated in Experiment 2 that although task perform@amour experiment could
be improved by motion parallax, the advantage was not as gsgfaom stereopsis. The
most likely explanation for this difference is due to theuetibn in occlusion. Secondly

our results suggest either one of these two possibilities:

e Motion parallax does not actually have an additive effed¢hwstereopsis on depth
perception. Rather it may have an additive effect on tastopeance if there is a

significant amount of occlusion in the scene.

e In the stimuli we rendered the connections between the nodieg large well
shaded cylinders as opposed to single pixel lines with nsgastive as in [160] or
with very thin tubes with no shading in [162]. Motion parallaas been suggested
to have an additive effect on stereopsis because it may heipitve correspondence
problem [149]. However, if there are other cues such as petsge and shading,

the correspondence problem is less difficult and motionlisares less effective.

3.5 Conclusion

We conducted two experiments which investigated subjpetsormance in a path search-
ing task with varying amounts of stereo depth and viewpoémisities. Performance sig-
nificantly improved with greater amounts of stereo depthcukacy improved even with
depths as little as 2 cm. Excessive disparities therefanebeaavoided, as applications
may still benefit from small amounts of stereopsis while &seping visual discomfort
due to accommodation and vergence mismatch at a minimum.

Generally as the viewpoint density increased so did theradga gained from head
motion parallax. However, viewpoint densities greatentBaviews per 10 cm did not
improve task performance any further. This suggests therjpmit required on the
viewpoint density is quite low. Furthermore, when sterédpss available head motion
parallax did not have any effect on task performance. Thegefor certain applications,
e.g. path searching tasks where occlusion is not an ovgrfdstor, the main advantage
gained from multiview displays over two-view stereoscogigays is viewing freedom.
In these cases, our results suggest the optimum multiviepladi design is that of low

viewpoint densities with the views repeated across severaing lobes.



Chapter 4

Rendering multiple views with
controllable depth using an incremental
fragment algorithm for particle data

sets

A number of rendering algorithms for 3D displays have besnuBsed in the background
chapter; however, none have been specifically designedumitbrrelated particle data
sets, such as cosmological N-body and SPH simulation qutpotind, which is a grow-
ing problem. This chapter explores the potential for sawogputation in the rendering
pipeline by perspective reprojection. While stereoscajgorithms employing perspec-
tive reprojection have been described before, the novelgur approach is in applying
the technique solely to point geometry and delaying reptae and generation of the
viewpoints until the fragment stage of the pipeline. Efindes can be realised by then
eliminating redundant stages such as occlusion handlidgeusing all the calculations
prior to the fragment stage across the viewpoints. Thisgieatly improves performance
for large data sets, since the data need only be sent to tphigsacard once regardless
of the number of viewpoints. We discuss implementationitéesand issues, and demon-
strate the improved performance of our algorithm compavesl conventional rendering

pipeline.

84
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4.1 Motivation

Currently the most suitable method for rendering multigeaws from uncorrelated 3D
particle data sets is a point-based rendering algorithrordesd in [76]. However, a sig-
nificant proportion of the work-load in all PBR algorithmsatves surface reconstruc-
tion, which is of no benefit when rendering uncorrelated 3o Further optimisations
can be made by assuming all the particles are spherical anslticent. This means an
additive blending technique can be used, eliminating tlggiirement for dealing with
surface normals, depth sorting and occlusion handlingrparating these optimisations
with an algorithm which also takes advantage of the avalal#reo-coherence between
the views should result in a much more efficient multiviewdering algorithm for uncor-
related particle data sets.

Three important observations were taken into consideratizen designing our algo-
rithm: firstly, our experiments described in chapter 3 hdn@s humans are surprisingly
insensitive to the number of viewpoints with regard to thask performance, suggesting
only a few views are required for viewing freedom. Therefariltiview rendering al-
gorithms must offer immediate performance increases faertitan one view. In other
words, initial set up costs and rendering of two views shadéglly not be greater than
the time taken to render those views with conventional singdw rendering algorithms.

Secondly, the following geometric similarities betweeargbscopic viewpoints (as-

suming a right-handed coordinate system) are available:

e A projected point onto the projection plane has exactly #raes y-coordinate for

all the different viewpoints.

e It also follows that all the points with the same depth andiwak position will
have identical y-coordinate positions on the projecticanpl and for all the other

viewpoints too.

e Assuming the distance between each camera is constanththdisparity of a pro-
jected point from one consecutive viewpoint to another $® @lonstant (for proof
see [24,118])).

Thirdly, an issue with stereoscopic image generation isvitaout careful consider-
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ation of the camera separation, depth distortions can @axthie viewer moves laterally
to look around the scene, and excessive parallax can beredptausing viewer discom-
fort [83]. Adjusting the camera separation manually can tesleous trial and error affair;

therefore, our algorithm must be able to support a suitagerdcontrol mechanism. For
this reason we chose to implement a parallel camera modehvetiminates distortions
such as keystone and allows the scene volume to be mappedroatbitrary perceived

volume quite conveniently by using the equations describ¢8i3].

Castle [24] describes an algorithm which improves the rasteon performance by
incrementing the projection of each vertex by a fixed amoane&ch consecutive view
and interpolating the intersection of the polygon edgek egich scan-line. Our algorithm
takes this one step further by rasterising each pointfgarninly once and then increment-
ing the pixels associated with that point by the appropidgparity. This has the benefit
that all the previous calculations involved in rendering, éransformations, projection,
lighting and rasterisation need only be performed oncerdégss of the number of views

that require rendering.

4.2 Problem description and rendering method

As mentioned before, the primary problem this thesis adeiess the lack of efficient
stereoscopic rendering for uncorrelated 3D point data Betsthe development and eval-
uation of our algorithm we obtained our data by cutting a 22cMpsphere from the
Millennium Simulation [145] and consisted of a number ofa@liént time snapshots rang-
ing from a redshift of 15, in which the universe was 16 timeskan in each of the three
dimensions than today, to 0 which is the present day. TheeRhlium Simulation was
produced using GADGET [144,146] which is a very popularipbeisimulation software
package capable of performing cosmological N-body and SRidlations on massively
parallel computers; it computes gravitational forces \aithierarchical tree algorithm and
represents fluids by means of smoothed particle hydrodyesafSPH).

Hopf et al. [68, 69] describe a suitable approach to rendeBADGET data using
vertex shaders to splat the particles with either pointepor OpenGL anti-aliased points

which approximate the splats. We adopt this approach ofcequpiating the splats and
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using vertex shaders to improve the rendering performatheevertex shader we used
can be found in the Appendix A.1).

The GADGET output was processed so that the data files onhaicad the position
(x,y,z coordinates), density and temperature for eaclgi@rihe opacity of each particle
is calculated with a user defined transfer function which td&es into account the density
of the particle. A sigmoid function describes an S-shapedecand gives good results as
it can be used to gradually increase the opacity of densaclesrand reveal the structures
within the volume of data. The following sigmoid function svased:

G-t
1+e 3(P+9)
Whereq is the opacity to be calculated,is the density of the particle and s is an arbitrary
number used to shift the function left or right so as the dvampearance of the scene
can be adjusted. Denser particles are brighter and cotsrihare of their colour to the
output pixels than less dense particles.

The size of the particles after projection are scaled aaegri their density using a
smoothing function. The same sigmoid function can be useathasp as to save on the
number of calculations required, and then the values atedsa#o an appropriate range
for the different particle sizes. The combination of a tfanand smoothing function can
give results such as smooth cloud like renderings, typitabtume rendering, or more

detailed renderings of the structure.

4.2.1 Blending, lighting and occlusion

Blending is very useful in rendering large particle data seince interesting structures
can be observed within the global mass of particles. Diffet#ending functions will
give different results, so it is important to choose the appate function for the type
of data to be rendered. The most common way to blend, eslyeicialolume rendering
applications, is to to sort the particles in depth order ardler the furthest away from
the camera first. To blend a foreground pixel onto the backutpinvolves multiplying
the colour of the background by one minus the alpha valueefdheground pixel and
adding it to the colour the foreground pixel multiplied by awn alpha value. The result

is similar to using colour filters and having the scene lit tgf behind. This type of
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blending allows dense regions of particles to show up njceith their correct colour
within the entire volume of particles. However, performmglepth sort on millions or
even billions of particles is not a trivial task.

If we assume each particle emits light and is translucertteasame time, then cu-
mulative blending, which does not require a depth sort, canded. OpenGL uses the

following blending function (as described by the OpenGLcsjeation version 2.1):
RsS + RdDr,GsSg + GdDga BsS, + BaDp, AsSa + AgDa

Where the s and d subscripts are the source and destinatiels pespectively and the S
and D components are the blend factors. Cumulative blendiralves multiplying the
foreground pixel by its own alpha value and adding it to thekigagound pixel by assigning

S and D agAs As As As) and(1,1,1,1) respectively, resulting in the following function:

RsAs + Ry, GsAs + Gy, BsAs+ By, AsAs + Ag

This type of blending is often used in games for explosiomsaouds, but is also suitable
in volume or particle rendering [69].

The colour of each particle was calculated from its tempeeatising the mix() func-
tion available in OpenGL's shader language. The coolesthartst temperatures are
given user defined colours; therefore, every particle’saolaried between the two hues
depending on its temperature. Occlusion and multiviewbilisy determination are not
taken into consideration since every patrticle is transiticend cumulative blending is

performed; therefore, every particle contributes somésatolour.

4.3 Anincremental fragment algorithm

Since the particles represent spheres with no surface hameasplats remain the same
shape regardless of the viewpoint. Also, lighting, spla¢ sind opacity for each particle
are constant across the parallel views; therefore, upomiexag the rendering pipeline,
it becomes apparent only the last stage after rasterisatioich involves alpha blending
and updating the frame buffer, needs to be changed to renalépla views and all the

calculations prior to this stage can always be shared atihes@ews. The particles are



4.3. An incremental fragment algorithm 89

projected, splatted and rasterised as described in thépeesections for a single view.
The extra views can be calculated from this initial rendesied in the fragment stage of

the pipeline.

Figure 4.1: Geometry of multiple cameras.

virtual
display

The disparity for the projected points between consecwiiees behind the display

is calculated with the following equation:

Azp—2)
d= (zzppz

Whered is the disparityz, is the depth component of the point to the camar, the
multiview camera separation between each consecutivepaietvandz is the viewing
depth of the camera to the virtual display (see Figure 4.1h)ek€as, disparity for points

in front of the display are calculated with a slightly diet formula:

A(z—zp)
d="2%

We noted earlier, for any particular depth, the disparityMeen corresponding points

in the consecutive views is constant if we assume the canepaation is also constant
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and the vertical projection position does not change adhessiews. Therefore, the dis-
parity for each point need only be calculated once, and #gnients representing that
point can be shifted horizontally and in an incremental ii@sty a constant amount for
each consecutive view. Figure 4.2 presents the pseudoootieefincremental reprojec-

tion stage after rasterisation.

Figure 4.2: Pseudocode for the incremental reprojection fragmentihgo

procedure incrementFragments$

(1) for each point{

(2) calculate disparity

(3) for each view {

(4) increment the pixel position

(5) if pixel visible update frame buffer

} next view
} next point

} end incrementFragments

4.3.1 Viewing frustum

Since the points are only being projected once, regardiebsw many views are re-
quired, the initial viewing frustum must be large enough ncampass all the visible
points from the left and right extreme views as shown in FeguB. However, the shape
of the viewing volume complicates culling. One solutionatédsed by Castle [24] is to
set up an approximate viewing frustum which roughly dissartbst of the points that
are definitely not visible in any of the views, and then aftasj@ction and calculating
the position of the points for all the views, another cullprgcess is carried out for each
view.

However, it is desirable to only project points which will bisible in the viewpoints
So as to reduce inefficiency. In order to do this, two sepdragtums must be set-up for

points behind the viewing display and points in front (seguFé 4.3). This also allows
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Figure 4.3: Viewing frustum of left and right extreme views. The approgie frustum is large

enough to encompass all the points visible from all the dffie viewpoints.

far plane

virtual display
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frustum
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intermediate cameras

a slightly different shader program to be used for each dmssince the incremental
method calculates positive and negative disparity witfed#t equations.

The two frustums are set-up for either the left-most or Figlatst view and the extra
views are rendered incrementally. We consider the casefmlaring the left-most view.
Figure 4.4 shows the two frustums required for points witkifpee and negative disparity,
which are large enough to encompass all the points visib&lllye views. There are two
methods to ensure that each viewpoint is displayed with ¢lheect incremented points.
The first method is to determine whether each incremented gowithin the horizontal
viewing window boundaries for each view before updatingdksociated frame buffer
for that view. If we assume the entire scene must be visibleaith view, as it was in
our case, the incremented pixel positions can be directtiatgal into each frame buffer

without any boundary checks.

4.3.2 Controlling the perceived depth

The camera method [83] can be tuned to each observer’'s egeasiep to maintain a
constant perceived depth. However, this only works cdrdot either two-view dis-
plays with the viewer positioned centrally, or when headKknag is incorporated into the

display. Either way, only one observer can be supporteddoect depth perception.
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far plane

enlarged viewing frsutum

virtual display
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(a) Positive disparity frustum

enlarged viewing frustum
virtual display

R near plane //’

(b) Negative disparity frustum

Figure 4.4: The original left-most viewing frustums for points with leér positive or negative
disparity are enlarged so as to cover the volume visiblesacadl the viewpoints. This allows all
the views to be rendered in a single pass by reprojecting divespin the fragment stage of the

pipeline.

Multiview displays usually have fixed viewing windows in wier space and so the
parallax should be tuned for each viewing window rather gramdividual’s eye separa-
tion. We can adapt the camera model described by [83], byacem the eye separation

with the viewing window width for the specified viewing distze.

GPU limitations

For the greatest efficiency it is desirable to implement tger&hm on the graphics card,

for example by using shaders. However, currently the prograble model of pixel
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shaders is very limited and does not allow array indexinghef pixel positions in the
fragment stage, which means the U,V coordinates of eacimiagcannot be changed.
Unless this feature is added in future generations of GPUWsalgorithm can only be
implemented using the CPU.

Another issue is that although each point is representeddogup of fragments, cur-
rently fragment processors can only operate on one fragatenime and have no access
to neighbouring fragments. Therefore, each pixel/fragmepresented by a particular
point must have its disparity calculated and reprojectéd/idually. Obviously, it would
be far more efficient to calculate the disparity for one poamd increment all the frag-
ments representing that point at the same time. Fragmestedng, i.e. sending multiple

fragments to the fragment/pixel shader at the same timeddmeibnother desired feature.

Sampling issues

To recap, the following aliasing effects [125] can occurt@rsoscopic rendering: inac-
curacies in projected position, inaccuracies in projedied, inaccuracies in disparity,
inconsistencies in projected size, inconsistencies ipadlity, inconsistencies in disparity
of horizontal edges and inconsistencies in position. Is@iancies of the projected size
can only occur when an object is represented by two or morpants. However, since

each splat is rendered using either a point sprite or a sn@oe#mGL point, this problem

is eliminated. This also has the effect of eliminating ingistent disparities of the hori-

zontal edges. Further inconsistencies in disparity ansieéited with our algorithm as the
fragments are reprojected by a constant amount.

Unfortunately, certain geometrical distortions can oosbhien the geometry is sam-
pled first and then the sampled pixels reprojected [24]. &epting can lead to a pixel
difference from correctly sampling the geometry as illattd in Figure 4.5 when a point
has a disparity of 1.2 pixels two corresponding views. Fenrtiore, the error in sampling
can get progressively worse in an incremental algorithrhefproblem is not addressed
carefully. For example, if the disparity of a fragment is mded down from 1.2 to 1
pixel and reprojected by this amount, then after five vieveséimay be up to two pixel
difference from the correctly sampled image.

An obvious solution is to keep track of the incremented dispas a floating point
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Figure 4.5: Point sampling and then reprojecting the samples can legedmetrical distortions.

[

a) geometry projected then point sampled

b) fragments reprojected

¢) geometry reprojected then sampled

value in the fragment stage. The pixel position of the poamtdach consecutive view
would then be calculated by casting the float value into agiert position. The remaining
positional and disparity inaccuracies can be reduced bgrsampling, reprojecting the
fragments and then applying an antialiasing filter [25]. ldw@er, since the points are
rendered with gaussian splats, this is effectively apgjygnow pass filter, therefore only

supersampling is required.

Visibility

For reasons already discussed, occlusion handling waseqatred for the data set we
rendered. However, the algorithm can be extended to incarpohis mechanism. There

are two solutions to this problem that require further itigzgion to determine which

would be better.

The most obvious method is to pre-sort the particles so thiatgfurthest away get
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rendered first, and to implement painter’s algorithm. Sgrthe particles in this way can
be processor intensive, and therefore the costs may onlybé w, for large numbers of
views. However, some blending functions require a deptt) soiin these cases occlusion
handling becomes free.

An alternative method, which does not require any sortiagpistore a z-buffer for
each view and perform z-culling on the fragments. This métheffectiveness depends
on the viewing resolution. For example, if a large numberighhresolution views are
required then the memory cost can become significantly estpenlf however, the views
must share the available resolution, this method will noiimee expensive than imple-

menting a z-buffer for a standard 2D rendering pipeline.

4.4 Results and evaluation

4.4.1 Image output

Due to current hardware limitations, i.e. the lack of arragaxing at the fragment stage, it
is not possible to implement the algorithm using the grapbard. However, to prove the
concept of incrementing the fragments to generate novelssigorks, we implemented
a particle rendering system which calculates the perspeptbjection coordinates of all
the points for one view, and increments these positiond#nbvel views before sending
them to the graphics card. Figure 4.6 shows three differ@vipoints rendered from
an initial view by incrementing the positions of the paewl The output was identical
to a conventional single view rendering pipeline, as inideby comparing difference

images.

4.4.2 Performance analysis

An analysis can be made of all the calculations required enpifocess of rendering the
point database using a conventional 2D rendering pipelthere none of the calculations
are shared across the views, and using our incremental émigalgorithm. This should

give an estimate of the potential benefits of the new algarith
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Performance of conventional rendering pipeline

Once the data has been sent the graphics card, each poingmtisbugh the follow-

ing stages: modeling transformation, trivial clippinggHting, mapping to 3D viewport,
rasterisation and then updating the frame buffer. The numwibigoating point operations
(FLOPS) are estimated for each stage so that a comparisobhecamade between the
incremental fragment algorithm and the more conventioglsimiew rendering method.

Most of the estimations for the number of FLOPS requiredksengrom [47].

4.4.3 Modeling and viewing transformation

This stage involves rotating and scaling the points fromllcoordinates into world coor-
dinates. Typically, all the transformations, includingjeiction, are transformed with one
matrix, which is the concatenation of the individual tramgfation matrices. As well as
transforming the vertices, the normals associated witpdats must also be transformed
so they can be used correctly in the lighting stage.

Multiplying a homogeneous point by a 4 x 4 matrix requires 18tiplications and 12
additions. After projection, calculating the point sizetloé splat and clamping it within
the maximum and minimum pixel size requires approximatél{¥ROPS. In total for this

stage, transforming a single vertex requires 53 FLOPS.

4.4.4 Trivial accept/reject classification

In this stage each primitive is tested to determine whethikes completely within the
view volume or completely outside. However, since pointlenmg only deals with point
primitives, further clipping, which usually takes placether down the pipeline, is not
required. In cases where the splat is greater than a pixémeter, the rasterization pro-
cess will trivially avoid creating fragments outside thewing volume (see the OpenGL
specification version 2.1).

Each transformed vertex must be tested against the six buyipthnes which repre-
sent the view volume. The near and far planes are trivial @g déine parallel to xy plane
and only need a comparison operation each. Testing a vegéens the 4 other bounding

planes involves calculating the dot product of the homogaa@oint with the 3D plane
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Figure 4.6: Three different viewpoints rendered from a sphere of agprately 2.6M particles

cut out of the millennium simulation [145] at a redshift of2.

equation, and requires 4 multiplications, 3 additions arndrhparison operation each. In

total 16 multiplications, 12 additions and 6 comparisonrapens are required per vertex.



4.4. Results and evaluation 98

4.4.5 Lighting / colouring effects

Lighting is performed on each point at the vertex stage wlid mix(x,y,a) function

which actually uses the following interpolation functior(1.0 — a) + y.a and requires

12 FLOPS. However, the temperature of each particle musbineected into the range of
[0.0, 1.0] first which requires a further 2 FLOPS.

4.4.6 Division by w and mapping to 3D viewport

After the projection transformation, the homogenous pomtist have each of their x, vy,
and z components divided by the w component. The x, y coaiesnaf each point can
then be mapped to the coordinate system of the 3D viewpadntaviicaling and transfor-
mation operation. Therefore, for each vertex, 3 divisighmultiplications and 2 addi-

tions are required.

4.4.7 Rasterisation and updating the frame buffer

Splatting with textured point sprites involves applying ttollowing formulas for each
fragment associated with the point sprite to determineeRktute look-up coordinates, s

and t (as described by the OpenGL specification version 2.1):

1 Xt+3— %

2 size
1
1 Yi+5—Yw
t=C+—=—
2 size

Wheresizeis the width and height of the point spritg, andy; are the (integral) window
coordinates of the fragment arg andy,, are the exact unrounded window coordinates of
the vertex representing the point sprite. Assuming on @egridne points have a diameter
of 4 pixels, then each point will require 128 FLOPS. Finallgriming each fragment
requires an additional 128 FLOPS.

The total number of FLOPS per particle for all the stages and humber of views

is 3641 FLOPS.
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Performance of incremental fragment algorithm

The two stages, in which the incremental fragment algoritiffers from the standard
rendering pipeline, for multiview rendering, are the vieg/ifrustum set-up and the pixel
shader stage.

The viewing frustum must be enlarged to encompass all thee \datvable from the
extreme left and right views. The amount of extra points Whieed rendering initially,
depends entirely on the number of views and camera separdii@ worst case scenario
would be a 180 degrees of "look-around” available acrosyidaes. If the viewing angle
of one view is 60 degrees, then the enlarged viewing frustaynequire up to three times
the processing time. However, typically the viewing rangieen the left most and right
most view is not more than 20 cm. For a typical scene with 10 €aepth behind the
display, a viewing distance of 70 cm, and assuming a onexoroapping between the
perceived depth and virtual scene, the viewing frustum eddbe enlarged by about 10
degrees. However, here we assume the entire data-sebiewseach view. Therefore, in
these cases there is no performance penalty for incredsergjze of the viewing frustum.

At the pixel shader stage the incremental fragment algorigquires an extra dispar-
ity calculation (3 FLOPS) resulting in a total of 367 FLOPS particle for the initial
view; then every extra view only requires one addition penpm increment the position
of the fragments; and finally blending the fragments per vgeas normal (128 FLOPS).
As the number of views increases, the number of FLOPS redjyiee view decreases

asymptotically towards 120FLOPS.

4.4.8 Comparison between incremental fragment algorithm ad con-

ventional rendering pipeline

In all cases, the incremental fragment algorithm shoulfbper better by at least a factor
of 2.8 when rendering extra views compared to naively rengehe data without consid-
eration for sharing any calculations between the views. ilbeemental algorithm also
has another advantage in that all the views are renderedeipass; therefore, the data
does not have to be resent to the graphics card for each view.

As a case study we will analyse the theoretical performahbetb rendering methods
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for the X3D multiview display [127] with the entire Millenam Simulation [145], which
has over 18 particles. Because of the size of the data set, it is not plessi store the
data on the graphics card; therefore, the data has to bet tesgraphics card for each
pass. The X3D multiview display works well with only 10 views

Conventional rendering requires approximately 3,670 GPE@or each frame. Each
particle must be sent to the graphics card with the follovatigbutes; position (3 floats),
colour (32 bits or 4 bytes), density (1 float) and temperatlridoat). Therefore, it takes
about 24 bytes of data per particle to be sent to graphicdearendering. The time taken
to transmit this data at a rate of 8000 MB/sec (maximum PQirEss rate) is 28.6 sec.
The NVIDIA 8800 GTX is supposedly capable of sustaining 338LOPS. Therefore,
rendering 10 frames may tak&1.1+ 28.6) x 10= 397 sec.

The incremental fragment algorithm requires 28.6 sec tustrat the data and 3,750
GFLOPS to render the initial view which will take 11.36 secack consecutive view
will require 1,290 GFLOPS resulting in a total time of.1% 286+ (3.9 x 9) = 74.8
sec. In this scenario the incremental algorithm is more fhantimes quicker at ren-
dering the data for a 10 view multiview display. As the numbkviews which require
rendering increase, the time taken to render MillenniumuEton with the incremental
algorithm tends towards 3Bn sec whereas the incremental algorithm tends towa@is 3
sec. Therefore, the incremental fragment algorithm maydi® wne order of magnitude

faster than conventional rendering techniques.

4.5 Conclusion

In this chapter we described a novel multiview splattingoaltpm for uncorrelated 3D
point data sets. Reuse of the rendering calculations atnesgews are maximised by
deferring the viewpoint generation until after raster@maof an initial view. A hardware
implementation is proposed by adding array indexing supgiothe shader level of the
programmable pipeline. Further optimisations can be miaaheiltiple fragments can be
sent to the shader program at the same time (fragment chgptem heoretical analysis
shows that the incremental fragment algorithm is capablemdering up to an order of

magnitude more views in the same amount of time as a convehtiendering pipeline
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for large data sets such as the Millennium Simulation, andllicases should perform

better by at least a factor of 2.8.



Chapter 5

Multi-layered rendering

The previous chapter demonstrated how perspective cateei@n be used to improve
point rendering efficiencies for multiview stereoscopiages. In this chapter we de-
scribe a novel algorithm which incorporates elements framfost algorithm, i.e. ex-
ploiting perspective coherence for a point-based rendguiatform, but also, uniquely,
takes advantage of the fact that stereoscopic displaysciedly multiview displays, tend
to have a low stereoscopic resolution. The algorithm is én@nted on the graphics card
and works by mapping the scene volume to the desired stengicgesolution using mul-
tiple textures and then reprojecting and compositing éiattg) those textures to create
different viewpoints; we call our algorithm the Multi-langel Renderer (MLR). The MLR
algorithm offers greater rendering performance over mgssolutions and also allows

sophisticated control of the stereoscopic depth at littlecoextra cost.

5.1 Stereoscopic / voxel resolution

We begin by defining stereoscopic resolution and then pobteexplain how what ap-
pears to be a disadvantage of stereoscopic displays cartéousur advantage by reduc-
ing the amount of computation required at the reprojectiagesof the rendering pipeline.
Due to the nature of stereoscopic planar displays, correiipg pixels in the left and right
images are perceived as a small volume of depth, otherwiserkas a voxel, (see Fig-
ure 5.1). Oddly, objects represented with zero dispatigt $hould in fact be flat, will in

reality be perceived with a small amount of depth becausenkerlying, corresponding

102
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(a) One pixel disparity

ii 1 2
—1

(b) Two pixels disparity

Figure 5.1: A pair of corresponding pixels in the left and right images perceived as a volume
of depth. Even zero pixel disparity will be perceived wittptlebecause the pixels have non-zero

width (see [66] for more details).

pixels have non-zero width (see [66] for more details). Tésutt from viewing these dis-
plays is that the discrete division of the images into pixglantizes the perceived depth
into depth planes. The corresponding pixels effectivelyagate a three-dimensional lat-
tice of voxels. Figure 5.2 illustrates this concept in twoensions. Three-dimensional
displays are only capable of producing a finite number of i®aad depth planes based
on the number of horizontal pixels available. The numbemrepttd planes available within
the perceived depth range is considered to be the steraosesplution of the display.
However, as mentioned in the background chapter, the deptieris often limited to a
comfortable range, which decreases the stereoscopiatesofurther.

Figure 5.2 also shows that the voxels are arranged in plah&hwncrease in depth
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Figure 5.2: Corresponding pixels viewed in stereoscopic create a tiraensional lattice of

voxels (see [139] for more details).
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the further they are from the viewer. This fact is often owekied but it could be critical in
scientific applications such as medical systems as it méahsd¢ene depth can dictate the
stereo-resolution of an object; the piece-wise linear nrapalgorithms [64, 167], which
can map the scene depth arbitrarily to perceived depth gmi&htially be adapted to take
into account the stereoscopic resolution as well. Howéwéhapter 6, we show how the
MVR algorithm can also be used to arbitarily map the scenédexthe perceived depth
range, but at no extra cost than a single region mapping apprt¢he algorithms [64,167]
are expensive because multiple rendering passes areeéaqnd in the worst-case as
many rendering passes as depth planes are required.

The dimensions and spatial arrangements of the voxels pkamedependent on the
underlying dimensions of the pixels and on the viewing proese of the observer, for
example, eye separation and viewing distance of the obsefe pixel resolution per
view is also a key characteristic of 3D displays as it dict#e smallest amount of stereo-

scopic depth that can be simulated. The perceived depthaEamoxel is the perceived
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depth difference between points 1 and 2 in Figure 5.1 and earalculated using Equa-
tions 2.1.3 and 2.1.4, described in Chapter 2. The sterpascesolution can be cal-
culated by determining the screen dispardyrequired to reproduce the desired depth

range, and dividing that value by the width of a single diggliel, i.

Figure 5.3: Vertex A and B have different scene depths, but because teayapped to the same

voxel plane they are projected with the same amount of piisgladlity.
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5.1.1 Exploiting displays with limited stereoscopic resaition

We have shown that rendering costs for 3D displays can beceedny exploiting the

perspective coherence and only reprojecting each vertexdmally; most stereoscopic
rendering algorithms rely on this optimisation. Howevatice that in Figure 5.3 all the
vertices which are mapped to the same voxel plane are pedjecito the display with the
same amount of pixel disparity regardless of any differendbeir scene depth. This ob-
servation suggests greater rendering efficiencies candtiseé by grouping the vertices
according to their voxel plane position and reprojectinghe@oxel plane instead of cal-

culating the reprojection quantities for each vertex; werast aware of any stereoscopic
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rendering algorithms that take advantage of our obsemvat@epending on the scene
complexity, the computation savings could potentially becmgreater than algorithms
that only take advantage of perspective coherence, as dgratad in the case-study ex-

ample below.

5.2 MLR design outline

We propose an algorithm that divides the scene volume upsiegments according to
the available depth planes, renders each segment to adextdrthen reprojects those
textures to generate as many new vewpoints as requiredreigd illustrates the basic

steps of the MLR, which are as follows:

e Depth mapping (scene volume division)the first stage of the algorithm involves
calculating the available number of depth planes or stemgme resolution of the
display and then determining which voxel plane each vemethé scene should
be mapped to according to our desired depth range and a deypgbimgy function.
The perceived depth of the scene can be manipulated ailgiaathis stage; for
example, we can represent a region of interest with gretgegascopic resolution

by mapping that region of the scene to a greater share of tikable depth planes.

e Rendering texture slices/depth planesin the second stage each previously calcu-

lated division of the scene is rendered to a different texfoalled texture slices).

e Reprojection and compositing: the third stage is the synthesis of viewpoints by
reprojecting the texture slices by different amounts opdrigy and compositing

(blending) them into a single image.

5.3 Stage 1 - Depth mapping (scene volume division)

In stage 1, the scene volume must be divided up into segmgnisitig a depth mapping
function, e.g. single region mapping [83]. In order to perichis division, the spatial

properties of the voxel plane lattice must be known or dered then mapped onto the
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Figure 5.4: The MLR involves three stages: the scene volume is initidiNyded up and mapped
to the available depth planes; each volume division is tleedered to a texture; finally the tex-
tures are reprojected with the appropriate amount of digpand composited to generate the

viewpoints.
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scene volume. The depth of a voxel plane relative to the mistaf the observer to the

display screen is described in [139] with the following etz

5
1-¢
whereD is the disparity at the display in pixelsis the width of one pixel, an& is the

eye separation (see Figure 5.5 for an illustration of theregement of the viewer, display

and parameters in the equations presented in this section).

5.3.1 Adapting the single region mapping

If we wish to control the perceived depth in a similar manoehte single region mapping

described in [83], a number of changes and additional steps be made. Initially the

. . . . . /
camera separation is calculated in exactly the same maene(83] i.e. A= Sz?ﬂh', and

S= ‘%/ With the camera separation known, the screen disparitgdch vertex in the



5.3. Stage 1 - Depth mapping (scene volume division) 108

Figure 5.5: Geometry of the the viewer/display and camera/scene sjiaisethe eye separation,
Z is the viewing distance of the observer to the dispys the screen disparity in pixelsjs the
width of a single pixelN andF are the furthest distances each side of the display at whigts
should appear to the vieweW is the width of the display screem/ is the width of the virtual
display;A is the camera separatiof, is the distance from the camera to the virtual display;is

the distance of the camera to the virtual veex

Viewer/Display space

5

Camera/Scene space /

Virtual
Display

scene can be calculated, which ultimately determines tikely@ane the vertex resides
in. Equation (5.3.1) can be rearranged to give:

E(Ze —1)

D= i
1Zrel
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This allows the disparity to be calculated for any point ia thewer space. The virtual
disparity of a vertex in the scene can be calculated singilarl
AlZe —1)

rel
i’z

rel

D = (5.3.2)

wherei’ is the width of the virtual display divided by the horizongakel resolution, i.e.,
a virtual pixel. Z, is the depth of the verteX/, relative to the virtual display or zero
parallax plane, and is calculated by:

, V.z

= (5.3.3)

Equation (5.3.3) relies on the fact that the disparitiestendisplay screen and virtual
display are in proportion (see [83] for proof). Determinwgich voxel plane a vertex

resides in then involves substituting the appropriateealato equation 5.3.2.

5.3.2 Calculating the number of texture slices

Rearranging the GPD model equations 2.1.3 and 2.1.4 sohthatcteen disparity is the

subject gives:

__RE
Df = T (5.3.4)
~ RE

The stereoscopic resolution can be calculated by subsgttiie viewing parameters into
equations 5.3.4 and 5.3.5, and dividing the total dispétthe width of a single pixel on

the screen.

5.4 Stage 2 - Rendering texture slices / depth planes

Each division of the scene is required to be rendered to arateptexture. In a fixed
OpenGL rendering pipeline, the vertices would have to beeddry depth and rendered
in multiple passes in order to generate the texture slicesvender, with programmable
shaders, we can calculate the depth mapping on the fly foreatéx or fragment and
decide which texture slice to update and so achieve the g@asingle rendering pass.

In order to achieve satisfactory performance, the textomest be stored in the mem-

ory of the graphics card. However, memory is limited, therefcare must be taken to
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obtain the desired depth range and image quality withowtediag the available storage
capacity. In cases where there is not enough texture meraneypf the following at-
tributes must be reduced: maximum depth range; pixel résalof each view; colour

quality, i.e. number of colours or bits per channel; or tleestscopic-resolution.

5.5 Stage 3 - Reprojection and compositing

In order to recreate a stereoscopic image, each textueerslist be reprojected by a cer-
tain amount of disparity before being composited into alsimgage. For the viewer
to see a correct stereoscopic image, neighbouring textiaes sissociated with the depth
planes should only be separated by a single pixel of digpainits results in a stereoscopic
image which makes use of all the available depth planes. &ttare slices are initially
rendered from the left-most view’s perspective, which sawe reprojection calculations
for one view and simplifies the implementation as only viewvthe right need to be gen-
erated. In order to generate the right view for a two-vievpldig, we start with the texture
slice associated with the zero parallax plane and increeett successively deeper tex-
ture slice and decrement each nearer texture slice (deattephwhich come out of the
screen and appear closer to the viewer) by a single pixel.

In a multiview display, at any given viewing position, the@sponding texture slices
in the two observable views must be separated by the samaritysps calculated for a
two view display. Therefore, the texture slices will haveoreprojected incrementally
by a fraction of a pixel. In order to achieve this, the viewgaiensity (which is the
number of views within the interocular distance at the viegguwilistance) must be known
or calculated first. The viewpoint density and view numbentkictates the amount of
disparity each texture slice is reprojected by. We use thevitng equation to calculate
the incremental disparity for each view:

1
Vp—1

whereV, is the viewpoint densityy;, is the view number, and the leftmost view is num-

*Vp

bered zero. Figure 5.6 illustrates reprojecting threeutexslices for three views.
Reprojecting by less than a single pixel is possible withuexfiltering, which is a

form of anti-aliasing; there are a number of methods e.galinbilinear, trilinear, antis-
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Figure 5.6: The amount that each texture slice is reprojected by for éviaw display depends on
the view and the viewpoint density. In a two view display tlegith planes are generated because
the disparity is quantized into pixels; each texture slgctherefore incremented by one pixel. In
a multiview display the observer should still perceive tame amount of depth regardless of the
viewing position, i.e. each consecutive texture slice aright view must still be incremented by
a single pixel relative to the left view. Therefore, the tertslices must be incremented by less

than one pixel for the intermediate views.
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copic filtering etc, all of which have different costs and lifyaAlternatively, the quality

could be improved by rendering the image at a higher resmand then downsampling
it, i.e. each pixel in the final image is calculated by averga block of pixels from the
higher resolution image. Texture filtering and anti-aligsmay improve the rendering
accuracy; however, rendering results may still be diffefesm conventional rendering
techniques. This issue will be analysed and discussed i mhetail in the evaluation

section.

5.6 Potential performance improvements case-study

Under standard desktop viewing conditions, a twin viewesiscopic display with a res-
olution of 2x1280(h)x1024(v) will have approximately arst@scopic resolution of 60
depth planes for a perceived depth range-@D cm. Multiview displays offer even less

stereoscopic resolution since often the pixel resoluteoshared across the views; for
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example, a single-LCD multi (9) view display with a high-aétion (HD) pixel reso-
lution of 1920(h)x1024(v) will only have a resolution of 6850 pixels per view and
approximately a stereoscopic resolution of 36 depth pléses [66] for a more in depth
discussion on the topic of stereoscopic resolution). Asxamgple of the potential com-
putation savings available, consider a scene containis®0K particles; the number of
reprojection calculations required for 9 images at 640x@8i&@! resolution will be: 36
depth planes multiplied by the resolution per view (230,p0@Is) multiplied by 8 new
views, which results in about 66M reprojection calculasiohis compares favourably
to our previous algorithm, considering that each particighinon average be represented
with a splat of about 36 pixels (diameter of 6 pixels) and ¢fi@e would require about

144M reprojection calculations or twice as much computatio

5.7 Implementation details

The three stages, depth mapping, texture slice renderidgegmojection and composit-
ing, were implemented using two pairs of vertex/fragmertdghns in OpenGL and the
GL Shading Language. The first pair of shaders are respenfiblapplying the depth
mapping function and rendering each texture slice, whieedbcond pair are responsi-
ble for reprojecting and compositing the texture slices: ths first implementation we
only consider point rendering with Gaussian splatting asditare blending as this elim-
inates the requirement for occlusion handling. The codéhfershaders can be found in

appendix B.

Vertex and fragment shader 1

In order to calculate the depth mapping and generate alkttiare slices in a single ren-
dering pass we decided to make use of the FrameBuffer Objesigon (FBO) and Mul-
tiple Render Targets (MRT). The FBO extension is a simpldrmaore efficient method of
rendering to texture objects, than using the pbuffer orrothethods involving OpenGL
context switching because it allows a number of draw bufierextures to be attached
and rendered to simultaneously. While the current Openkifipation allows up to 16

attachment points, in practice the number is limited furihepending on the hardware
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and drivers of the system; it can be queried with the follaysnippet of code:

GLint maxDrawBuffers;

glGetintegerv (GLMAX _DRAWBUFFERS, &maxDrawBuffers);

Figure 5.7: The first stage of the algorithm calculates which texture andl also in which region
of the texture a vertex should be rendered to. A number ofitexinits are attached to the FBO

and each texture unit is large enough to fit many texturesslice
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The vertices intially encompass the entire viewing unit 1

frustum and must be shrunk so that they can fit
within a single texture slice.

The latest graphics cards, e.g. the nvidia GeForce 8808ssand Quadro FX 5600,
can only support up to 4 attachment points. This presentslalgm if each slice is ren-
dered to a different texture since realistically at least@@l/depth planes are required. A
naive approach would involve using multiple FBO's, bustivwould increase the number
of rendering passes and reduce performance.

However, an important property of FBO’s is that the dimensiof the renderbuffer
do not necessarily have to equal that of the viewport. Tloeeefve can take advantage of
this by setting up the FBO with a very large resolution andlezrmultiple depth planes
to each texture. This method requires the vertex shadeirc¢alate which region of the

texture the current vertex should be rendered to as well ashvibxture attachment to
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use.
Figure 5.7 illustrates the concept of rendering multipless for each available texture
unit/target with a simple example of rendering 64 slicehed@ resolution of 1280x1024
pixels to 4 texture targets. Each texture target is set-up avresolution of 5120x4096
and has space for 16 slices. Initially the scene encompéssesitire viewing frustum;
therefore, the scene must be shrunk to the size of a singéeasiid centred to allow correct
perspective projection. After the perspective projecteach vertex is transformed to the

correct region in the frustum and rendered to the apprapteatture target.

Figure 5.8: OpenGL coordinate systems.
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Reprojection of the vertices is delayed until after the pecsive projection because
otherwise each point’s distance from the camera’s line gifitswill vary depending on
which slice number it is designated. This would exhibit groléstortions in the final
image since the positional difference after projectionfisrection of the point’s distance

from the line of sight and the centre of projection.
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On the other hand, it is preferable to calculate which defghgand therefore which
texture unit a vertex belongs to after the model view tramsédgion matrix has been ap-
plied but before perspective projection, i.e. in the eyadmates. There are two motivat-
ing factors for this strategy. Firstly, perspective praj@e and perspective division maps
the depth of the vertices in a non-linear manner which woetfuire extra computation
to reverse, in order for the equations described aboveltaggily. Secondly, calculations
can be simplified if a fixed coordinate system is assumedtheecamera is based at the
origin looking down the negative z-axis. Figure 5.8 illasés the coordinate systems used
in OpenGL’s rendering pipeline.

The fragment shader now has to write the fragments to thecioxture buffer/unit.
The vertex shader passes on this information by using an@fjoat to dictate which
texture unit the vertex’s fragments should be rendered tawdver, there are two issues
which must be dealt with. Firstly, sending data using the/ivay attribute may lead to
some imprecision in the value passed. To compensate, a sangkk check is made to
determine which texture unit value is being passed to thgniemt shader. Secondly,
fragments must be rendered to every attatched render targiscarded completely; a
fragment can not be rendered to the required texture unidasuédrded for the rest. We
solved this problem by assigning zero opacity to each fragitiiat needs discarding (i.e.

the fragment’s colour will not contribute to the pixel in thiending stage).

Vertex and fragment shader 2

The final reprojection and compositing stage involves geimey multiple views by apply-
ing multi-texturing to a single quad designed to encomplas£htire viewport. For each
view, the fragment shader is responsible for calculatirgdbrrect texel (a single pixel
from a texture) coordinates from all the texture slices analénd them into a final image
of the same resolution as the viewport. The saved texturkéb&imuch larger than the
desired viewport as they contain many texture slices. Taerethe texture coordinates
for the quad are assigned to only a small corner of the tharexhap.

In the main program the disparity offset between each cansectexture slice is
calculated by multiplying the view number (which view is t® tendered) by the width of

each texel. Texture coordinates have values ranging frOrtoQL.0. Therefore, the width
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of a single texel is the reciprocal of the resolution of theuee unit. The view number

also ranges in value from 0.0 to 1.0. The fragment shadeeiinents the disparity offset
for each texture slice by multiplying the value with the text slice number and applies
this offset to the texture coordinate before acquiring ek The left most view is

rendered by stacking the texture slices without dispatiiftiag and is represented by
the value 0.0, and a value of 1.0 will obtain the right mostwiee. each texture slice is
shifted by the appropriate disparity multiplied by 1.0. Wigalues between 0.0 and 1.0

will result in intermediate views being generated.

5.8 Implementation issues

Figure 5.9: In the second stage of the algorithm each new view is gentiateadding the ap-
propriate disparity amount to the texture lookup coordiratin some cases this may result in an

incorrect texel being retrieved unless clipping is perfedm
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An important stage which we chose not to implement is texppahg in the second
stage of rendering. As Figure 5.9 illustrates, the fragnsé@ider retrieves a texel for
each view by adding the appropriate disparity to the texta@rdinates. This can be
problematic for fragments close to the border of a textuoe slince incorrect texels from
adjacent texture slices may be retrieved. The solution vgwolve boundary checks
before blending each texel. However, by carefully conimglthe camera placement so

that the entire volume of data is visible means clipping isalvays necessary; in our
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case it was desirable to view the entire scene, and for pedioce gains texel clipping
was not implemented.

Most displays are only capable of displaying up to 16 millamiours. Therefore,
often programs only output pixels in 24 or 32 bit format. PSxa&e composed of 3 or 4
channels; red, green, blue and alpha. Each component carahalue from 0 to 255.
However, blending millions of particles with such a limiteshge can lead to poor quality
images. Frame buffer objects have an advantage in thatésxtan be attached with 16
bits or even 32 bits per channel. We chose to assign 16 bithaanel which allows each
channel to be represented by floating point values instead aiteger and gives a much
greater range but also is not too detrimental to the renggrgrformance. Blending
with a larger range of values means less colour bandingtegrel@tail and generally
better looking images. Rendering in this manner is calleghHdynamic Range (HDR)
rendering (see [126] for more details on HDR imaging teches].

Unfortunately, the pixel values must be converted back theousual [0,255] range
suitable for the display once the blending stage is over. p§iralamping values over
255 defeats the purpose of using a HDR to improve quality.r8foee, tone mapping
techniques must be used to convert the HDR into a lower ondR Bl tone mapping is
a large and active area of research and beyond the scops diglsis. We applied a basic
tone mapping operator in the fragment shader:

Y
RS

wherelL is the output luminosity of the fragment aidis the input luminosity. The

(5.8.1)

function maps values from the range ofepjnto [0,1].

5.9 Evaluation

We evaluate the performance of the MLR algorithm descrildea/a by comparing the
rendering times and accuracy to a naive single viewpontteeer (SVR) under a range of
different scenarios. The SVR employs the same visual afi@gin the MLR implemen-
tation but does not take advantage of any stereo-cohereadalde across the multiple
viewpoints, i.e. each view is rendered independently ofotiher. Each particle was ren-

dered using an OpenGL anti-aliased point so as to approgism@atting, similar to the
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technique described by Hopf et al. [68, 69]. The same poitat skt described in Chapter

4 was also used in this evaluation.

5.9.1 Rendering speed

In this section the rendering times for both the SVR and ML&armpared with varying
sample rates from the data set. During this stage the V-sptiorocontrolled by the
NVidia drivers was switched off. V-sync is usually desieblecause it synchronizes the
frame buffer updates with the vertical blanking intervallod display so as to avoid visual
artifacts such as shearing and tearing. However, this optioen switched on would
also interfere with the rendering times and compromise #ielity of any comparison

between the SVR and MLR. Also linear texture filtering wasdise

Figure 5.10: A comparison between the MLR and SVR algorithms for a typecalew multiview
display. The splat size ranges from 2-6 pixels, resolutienyiew is 640x360 and the depth is
about+10 cm which requires 36 texture slices for the MLR algorithithe results show the

timings for 100 rendering repetitions with varying samgalees of the data set.
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Table 5.1: Table showing the workload increase, of stage 1 of the MLRpamed to rendering

one view with the SVR with a splat size of 2-6 pixels.

Number of particles  Total time 100 repitions (sec) Time @ase (%)

SVR: oneview MLR: stage 1

33,182 0.28 0.64 133
66,364 0.54 0.95 76
132,728 1.04 1.61 55
265,456 2.03 2.9 43
530,912 4.01 5.48 37
1,327,281 9.97 13.12 32
2,654,562 19.85 25.69 29

For the first test, the paramaters were set-up for a typica{3920x1080 pixel resolu-
tion) 9-view multiview display. The resolution per view hever, is only 640x360 pixels
because most multiview displays share the pixels amongstiéws from a single LCD.
Also, the depth was limited to approximatetyl0 cm under standard desktop viewing
conditions, which gives a stereoscopic resolution of 36el&x

Figure 5.10 illustrates the rendering times for the MLR Iiling timings for stages
1 and 2) and SVR algorithms with each particle splat sizeirenipy diameter from 2-6
pixels. As a reminder, stage 1 is the process of renderinggttiare slices and includes
the time taken to perform the first pair of vertex and fragnstatders; whereas, stage 2 is
the process of reprojecting and compositing the textuceslio generate new viewpoints
using the second pair of vertex and fragment shaders. Weeamimdg~igure 5.10 that
the MLR algorithm performs much better than the SVR for adamgmber of particles:
the total time taken to render 9 views from 2.6M particleshwiite MLR was only (7
seconds compared ta7B seconds for the SVR which is six and a half times quicker.
However, in this particular scenario the MLR algorithm idyomore efficient than the
SVR when rendering more than approximately 32,000 pasticlehe sampling rate to
obtain 32,000 particles was 1.2% of the original data-sethviarguably is relatively

small compared to the size of an average scientific poinsdatdherefore, in the case of
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displaying 3D content for a HD multiview display with a siedlCD, we judge the MLR
to be usefully faster than the SVR.

Table 5.2: Rendering cost of the MLR stage 2 per view for a varying nundbéexture slices and
the average cost per texture slice. The splat size rangesX® pixels and the resolution per view
is 640x360 pixels.

No of texture slices Stage 2 (sec) Cost per texture slice

4 0.0007 0.000175
16 0.0012 0.000075
36 0.002 0.000056
64 0.0034 0.000053
100 0.0053 0.000053
144 0.0076 0.000053

The SVR algorithm exhibits linear performance with the neméf rendering primi-
tives whereas the performance gains for the MLR initialljvgas the number of particles
increase and then gradually converges to a linear reldtipivgith the number of parti-
cles. This is mainly because reprojecting and composittgeRtures slices per view
during stage 2 of the MLR has a constant cost and thereforlgeascene complexity in-
creases stage 2 becomes relatively less expensive: orgavbeacost of reprojecting and
compositing the textures slices to generate one view isoxppately 0002 seconds.

The cost of stage 1 compared to the total cost of the SVR alsonbes relatively less
as the number of particles increase (see Table 5.1). Wevbdheés is because the initial
costs associated with setting up the FBO are more apparnesinialler data-sets. In this
particular scenario the extra workload of stage 1 of the M\@Rpared to rendering a
single view with the SVR appears to converge to just less #uird for large data-sets.

On our particular hardware set-up, for a typical 9-view HByday, with a stereoscopic
resolution of 36 voxels, the MLR will outperform the SVR whigre data set consists of

at least 32K particles or the cost of rendering one view With$VR is greater or equal
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to 0.003 seconds. The performance of the MLR tends towards:
1.3T+9C (5.9.1)

whereT is the cost to render a single view using the SVR @radconstant cost of.002
seconds for the reprojection and compositing. We can atgeeahat the performance loss
below 32K is not important because the total time to rendeghalviews below 32K will
not take longer than.027 seconds which is less thai®83 seconds, the time required for
30 frames per second and smooth animation.

Table 5.2 presents the total cost of stage 2 of the MLR witliagrnumbers of tex-
ture slices along with the average cost per texture slicee résolution and splat sizes
were the same as the previous example but the number oflpantvere kept constant at
2.6M. We can see that the cost of reprojecting and blendiegexture slice rapidly con-
verges to 000053 seconds. With this information in mind we can takeomst analysis
one step further to a two-view HD display with a stereoscapsolution of 128 vox-
els and 1920x1080 pixels per view. The cost increase of jegting and compositing
1920x1080 pixel texture slices compared to 640x360 pixdlte slices is about nine
times more. Therefore, stage 2 of the MLR will take approxeta0.061 seconds per
view (0.000053x 128x 9); substituting this value into equation 5.9.1 and calicggt ,
tells us that the MLR will only be more efficient than the SVRemlit takes at least 074
seconds to render a single view using the S\Ql‘%%z). For this situation to occur, we
would need to render at least 2.3M particl@mxi’_xér(‘fSM).

If there existed a nine-view HD display with 1920x1080 psxekr view, the MLR
would be more efficient than the SVR when rendering at leaspahMicles. Clearly the
MLR is disadvantaged when the resolution per view is hightie to the number of
particles in the data set. However, anecdotal evidenceestigi@ trend that GPU power
increases far more rapidly than display resolution, tleeeefthe advantage of the MLR
over the SVR for high definition stereoscopic imaging mayease in the future.

We repeated the first test but increased the size of the $pl&t24 pixels. This mostly
saturates the screen as the splats are too large, but iferautise bottleneck in stage 1 of
the MLR from the vertex shader to the fragment shader andliglgh an interesting
problem. Figure 5.11 reveals that while the performancénefMLR algorithm is still

much better than the SVR algorithm, the performance gamslayhtly less and we don’t
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see the break-even cost of both algorithms until approxama4,000 particles. We can
see the main increase in rendering time is due to stage Jlimkericrease for stage 2 was
only about one second. Table 5.3 shows that workload inerefstage 1 of the MLR
compared to the cost of rendering one view with the SVR carosirbe up to 300% as
much. We believe the cause of the slowdown is mainly due tdriggment discarding
problem, i.e. a fragment must be sent to all four render tanggardless of whether it

will affect the appearance.

5.9.2 Rendering accuracy

Figure 5.12 shows the rendering output of the leftmost,tngist and one intermediate
view from the MLR and SVR algorithms along with the differenmages between the
corresponding views. Linear texture filtering was used. Vigireally hypothesised that

the MLR algorithm would give identical rendering resultstb@ SVR for the leftmost

Figure 5.11: A repetition of the first test but with the size of each splaigiag from 8-24 pixels.

Comparison between MLR and SVR for a typical 9 view display: splat size 8-24 pixels

350

156.34 //
69.83 ///
31.19
—MLR stage 1
=—MLR stage 2
13.93 MLR total
/ / —SVR
6.22

Total time for 100 repetitions (sec)

0.55 T T T T T T
33,182 66,207 132,100 263,574 525,899 1,049,307 2,093,643

Number of particles
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Table 5.3: Table showing the workload increase, of stage 1 of the MLRpgamed to rendering

one view with the SVR with a splat size of 8-24 pixels.

Number of particles Total time 100 repetitions (sec) Timz@ase (%)

SVR: oneview MLR: stage 1

33,182 0.38 1.038 171
66,364 0.78 2.44 211
132,728 1.63 5.51 238
265,456 3.37 12.39 268
530,912 6.93 26.88 288
1,327,281 17.87 69.49 289
2,654,562 36.47 139.31 282

and rightmost views but that some error might occur for théetween views due to
sub-sampling the textures. The results confirmed our hygswhfor the left-most and
intermediate views, but surprisingly there were visuabexfor the right-most view.

Since there are no visual differences between the MLR and &g&ithms for the
left-most view we can assume the blending implementatioase#fectively identical.
Therefore, the position errors are most likely due to eitheorrectly calculating which
texture slice each each vertex belongs to, or the texelifeggiosition for each fragment.

In order to further investigate the unexpected inaccusasie disabled all visual ef-
fects e.g. blending, anti-aliasing, etc, fixed the spla 81za constant value and compared
the MLR and SVR rendering results from a much smaller test dat. Also the points
were coloured differently by each algorithm so that thessléhce images could give more
information on the direction of the positional errors. As#geup of the results can be seen
in Figure 5.13.

Figure 5.13(d) reveals that the errors, in the right-mositware caused by positional
differences of up to one pixel in either horizontal direntidlhe splat sizes in the right-
most view do not vary, which would be the case if the texelsipons were calculated
incorrectly. Therefore, we suspect the positional erroescaused by occasionally incor-

rectly determining which texture slice a vertex belongs tobably because of floating



5.9. Evaluation 124

Figure 5.12: Rendering results from the MLR and SVR algorithms showirgléft-most, right-
most and one intermediate view with the data set describedealDifference images between the

MLR and SVR outputs are also shown.

(2) MLR view 0 (b) MLR view 4 (c) MLR view 8

(d) SVR view 0 (e) SVR view 4 (f) SVR view 8

(g) Zoomed in difference im¢h) Zoomed in difference im@) Zoomed in difference image:

age: view 0 age: view 4 view 8

point imprecision and rounding errors.

In Figure 5.13(c) we can see that the same area of the scetan=oa greater percent-
age of errors in the intermediate view than the rightmoswvigpon close examination
of the intermediate view, we also discovered that the sizéhefsplats are not consis-
tent and can grow or shrink by up to one pixel. Although eraifrenly up to one pixel
were observed, theoretically the maximum disparity eroard be up to two pixels be-
cause disparity errors can occur from two sources: incbtesture slice placement and

intermediate view sub-sampling errors. However, percedepth distortions should be
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Figure 5.13: Positional differences with blending and anti-aliasingadhled on a simple test data

set.

(2) MLR view 4 (b) MLR view 8

(c) Difference image between MLR and SV@) Difference image between MLR and SVR:

view 4 view 8

lessened when blending is enabled since the Guassianrgpkaithnique is effectively a

from of anti-aliasing.

Texture filtering

We have noted that the intermediate views between the left@nd right-most views

appear to exhibit greater inaccuracies probably due tgostgd-sampling and that some
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texture filtering techniques could potentially improve teadering results by effectively
anti-aliasing the texels. We explore the costs and benéfftdlowing common texture-
filtering techniques in relation to the MLR: linear texturkeliing, which is also known
as nearest-neighbour interpolation; bilinear filteringfintear filtering; and anisotropic

filtering.

(e) MLR bilinear filtered view 4 (f) MLR bilinear filtered view 8

(g) Close-up difference image between bilinélay Close-up difference image between bilinear

filtered MLR and SVR: view 4 filtered MLR and SVR: view 8

Figure 5.14: Rendering results with bilinear texture filtering.

Linear texture filtering works by assigning the closest kéxe¢he pixel centre. This
was the method originally implemented in the MLR algorithecause it is relatively
fast compared to other texture filtering methods. Bilineléerfng is probably the most
basic method of anti-aliasing. Each pixel is coloured byragig the four nearest texels
to the pixel centre in a weighted average fashion accordinthe distance. Trilinear

filtering is primarily used to alleiviate visual artifact®ticeable with bilinear filtering
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when the renderer switches from one mipmap to another. Henvédwe MLR does not
use mipmapping; therefore, trilinear filtering will be of goeater benefit than bilinear
filtering. Anisotropic filtering further improves visual p@arance over trilinear filtering
when viewing the texture at an angle because it calculate€direct trapezoid shape
of the texel (bilinear and trilinear filtering always assumsquare texel). In the MLR
algorithm there would not be any benefit with this method duénear filtering as the
textures are only ever viewed head-on.

We only implemented bilinear filtering because the othernoed$ described do not
offer any further benefit to the MLR. Figure 5.14 illustrathe right-most view and an
intermediate view along with the difference images assediavith SVR. Visually the
quality of the images appear to have improved slightly; hawgit is difficult to verify
solely using the eye. Therefore we applied a statisticalyarsatool, Perceptual Image
Diff, on the images to count the number of pixels that difiéetéils of the program can

be found at http://pdiff.sourceforge.net/).

Table 5.4: Accuracy comparison between bilinear and linear textuteriiig.

View Number of different pixels
Linear filtering | Bilinear filtering

0 438 2984

1 25962 8442

2 27844 9676

3 25057 11268
4 30786 13342
5 26279 15763
6 29253 18236
7 29261 20640
8 19193 21744

Table 5.4 shows the inaccuracy count from the Perceptuajeriéff tool using bilin-
ear and linear filtering. As expected, with the linear tefiltering the errors increase the

most towards the middle intermediate view and decreasktslifpr the right-most view.
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With bilinear texture filtering the inaccuracies steaditgrease towards the right-most
view and also show quite a few inaccuracies for the left-maiest. It should be noted that
the pixel difference count is a some what of a flawed methodalysis for comparing the
anti-aliased results because some of the differences abalply desirable (i.e. smoothly
blended pixels). However, on average the bilinear filterggyplted in less measurable in-
accuracies than with linear filtering, therefore we can aahe with a reasonable degree
of certainty that bilinear texture improves visual quallynfortunately the speed cost for
bilinear filtering was 0.5608 seconds per view compared @ithseconds per view for

linear filtering.

5.10 Conclusions

In this chapter we have presented a novel algorithm thaicesdthe number of reprojec-
tion calculations for large point data sets compared tattoamhl stereoscopic rendering
algorithms by grouping the vertices into their respectigptti planes and calculating the
reprojection quantities once per voxel plane instead oéémh vertex. While the render-
ing performance of the MLR varies with the number of depthn@adisplay resolution,
and number of particles, for a typical 9-view multiview desp the rendering time for
2.6M particles using the MLR was shown to be more than six simpaicker than the
SVR; the optimum scenario for the MLR is low resolution mu#iv displays. A signifi-
cant benefit of the MLR includes flexible multi-region depthpping at little or no extra
cost, whereas achieving this with traditional renderinghnds would involve setting up
multiple cameras and performing multiple rendering paaseensiderable cost. A disad-
vantage of the MLR is that it introduces positional rendgiimaccuracies; however, each
rendered point can only ever be positioned incorrectly byaaimum of two pixels, and
this effect can be ameliorated by using Gaussian splattiugther potential benefits of

the MLR are presented in the next chapter.



Chapter 6

Further applications of the MLR

algorithm

In this chapter, we discuss further, the potential appbecat and benefits of using the
MLR algorithm. We also make an initial attempt at describivogv to implement occlu-

sion handling and further performance optimisations addl.

6.1 Multiple region depth mapping

As mentioned in the previous chapter the MLR algorithm isatd of providing an arbi-
trary number of regions in which the perceived depth can begpmeto. This technique,
known as multiple region depth mapping (also described 4) 167]), can be used to
assign regions of interest greater amounts of stereospegtution and is especially ad-
vantageous when either a small depth range is desirable digplay is of low resolution.
Known multi-region depth mapping algorithms require eaadiaon (defined by having a
different camera separation) to be rendered as a compkphrate pass and the results
merged; this is potentially very expensive if many regioresdesired. However, because
the MLR algorithm works by reprojecting each voxel plane Inyaabitrary amount of
disparity, multiple region depth mapping comes free; the the same whether we use
a single region or a multiple region mapping approach.

We believe the simplest method of controlling the percetkeoth effectively, when an

arbitrary number of regions of interest are allowed, is e the user with a graphical

129
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interface. This interface could show the available voxahpks mapped onto the scene and
allow the user to adjust the volume each voxel plane encosegag\lternatively a graph
can be drawn to show how much depth each voxel plane repseardtallow the user
to manipulate the graph to create regions of interest repted by more depth planes.
The function of the graph would be used by the algorithm towate which depth plane
a vector or particle belongs to. Figure 6.1 illustrates ¢n®g methods. Obviously the
exact method of implementing the multi-region depth cdnirerface is open to further

investigation.

Figure 6.1: Two possible interfaces for controlling the depth using tipld regions to create

regions of interest.

N z F
Disparity ROI
+30 : :
0 » Scene depth
N 30
ROI
(a) Depth plane slider. (b) Graph of scene depth vs disparity

6.2 3DTV with Custom depth control

Synthesizing/rendering 3D content on the fly using a PC hasitinificant advantage of
allowing the user to adjust the perceived depth range widtive ease. This is important
because peoples’ eye separations and depth range tolereargewidely [35]. How-
ever, currently content for 3DTV is broadcast as a stergmequair, requiring polarizing
glasses to see the depth effect. The content is pre-renderegptured and therefore,

disparity is scaled by the size of the TV. Without the abifity the observer to adjust the
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disparity, content creators must take into careful conaitten: display size ranges; eye
separations ranges; and viewing distance ranges. Theestrggtion to ensure accept-
able stereo quality for the majority of the public is to s@kgidimit the amount of the
disparity: this may actually be a sensible approach becsteseo depths as little as 2 cm
can still have a significant impact (see Chapter 3).

There are a number of strategies available to ameliorawdisparity scaling issue. For
example, varying perceived depth ranges amongst viewersdlifferent eye separations
can be reduced by using high density multiview displays &e&ion 2.2), however this
is an expensive solution. Alternatively the disparity canréduced by a number of post
image filtering techniques, for example [90]: This methaglwes identifying the corre-
sponding pixels in the 3D image pair and uses image progggsthniques to interpolate
the pixels to create new views based on the user’s depth f@eference. However, as
with most stereoscopic interpolation techniques, quaifyoor.

The MLR algorithm could potentially solve the issue of distyascaling for 3DTV
and 3D cinema. In the case of 3DTV, content would be rendertedmage slices, broad-
cast and then the 3D display receiving the signal would bporesible for reprojecting
and combining the image slices so as to generate the desttapth range. We realise
that broadcasting a sufficient number of images necessagofud stereoscopic quality
may currently be too expensive; however, this problem islyildiminish as technology
and bandwidth capabilities improve. In the case of 3D cindraadwidth is unlikely to be
an issue since there is no need to broadcast any content;afpbgraphics workstation
will be responsible for the rendering and driving the pragec

Alternatively, if rendering the stereoscopic imagery oafily in undesirable (possibly
to keep 3D display costs down) the MLR algorithm could be usedhigh quality 3D
movie format for storing master copies. Different 3D moweniats could be rendered as
required, before broadcasting, taking into account alétfectors: eye separation which
may be constrained due to the target audience (e.g. chjlduabrits, ethnic majority),
viewing distance and display size which both tend to be axigle. large displays are
usually viewed from a greater range than smaller ones. Asgommise, 3DTV could be
broadcast as a few different channels, e.g. for small displaedium displays, large dis-

plays, etc. Effectively we would be using the MLR as a meanmofable 3D content. We
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believe this would be especially advantageous in the CGlgtrgt because rendering di-
rectly from the 3D models is extremely expensive, wherepsojecting and compositing
image slices is relatively cheap.

Currently, using the MLR to generate the image slices fronomputer graphics
model using points is trivial-triangles should also be gaeswvith further development—
and we see great potential for its application in the CGlrtsitament industry; however,
applying the MLR to real-life content is more challengingp#ssible solution would be
to use image processing and computer vision techniqguestmseuct a 3D model from

the captured images before applying the MLR.

Figure 6.2: The MLR algorithm could potentially be modified to increasedecrease the stereo

depth at different rates over the screen depending on whergewer is looking at.

6.3 Variable screen depth rates

We have discussed how the perceived stereoscopic deptth sewdontrolled arbitrarily
by using a depth mapping function and applying greater stezsolution to objects of

interest; however, another exciting possibility would bentanipulate the disparity at
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certain regions of the display screen. One applicationccde to track the viewer’s
eyes and to increase the disparity at the focal point but eantipe disparity elsewhere;
Figure 6.2 attempts to illustrate this concept. This funr@dlity would be relatively easy

to incorporate at the shader stage of the MLR algorithm.

6.4 Occlusion handling

Due to time constraints and the nature of the data, occlusamling was not imple-
mented in the MLR. However, occlusion handling is possiBediscussed in Chapter 5,
the MLR algorithm was implemented in two stages, i.e. twagaf vertex/fragment
shaders; each stage could potentially process occlusgintlgldifferently. During the
first stage of the algorithm the patrticles in the scene coelddrted by depth and ren-
dered into the texture slices from back to front so that atioly texels are automatically
overwritten. Alternatively, an enlarged depth buffergkarenough to fit all the texture
slices, could be employed with standard depth testing. €hersd stage is simpler as we
can either render the texture slices from back to front agairender front to back but
check each time whether the texel is opaque or transpardrgtap accumulating if the

texel is opaque.

6.5 Performance optimizations

6.5.1 Early pixel blending termination

Since the particles are rendered into different textureeslbased on their depth in the
scene, they have in effect been sorted by depth. Thereforyei compositing stage,

starting from the texture slice representing the neargghdaane, we can terminate the
blending calculations early when a pixel becomes satu@tedcluded since there is no

point in gathering corresponding pixels from the remairtegure slices.
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6.5.2 Shared resolution multiview displays

Our implementation of the MLR algorithm currently rendeudl fesolution images for

each view and we rely on the multiview display device driverslisplay the images in
the correct format. However, many multiview displays shidue resolution across the
views and only require a single image composed from the pileltiewpoint images: the
displays use an interleaving pattern to determine whictvp@nt each pixel belongs to
(see [133] for more details). Therefore, the set of gendratages from the MLR would

have to be masked and combined before outputting it to a gdhasslution multiview

display. This is rather wasteful since a lot of pixels aredexed to only be thrown away
and extra work is required to combine the images.

One method of increasing performance without changing itif@ementation is to
render each view at the lower per view (shared) resoluti@hdanming the masking and
combination stage to upsample each view to the full resmiutHowever, this solution
leads to blurring and degraded quality. Fortunately, itiigal to adapt our program to
incorporate the interleaving pattern at the second stagleeoélgorithm so as to render
the final output in a single pass without any masking requirdtithat is required is to
adapt the disparity values for each fragment according iotlwiew it belongs to. Deter-
mining which view each fragment belongs to would involveedetining the fragments’
coordinates and comparing them to a look-up table repreggtite interleaving pattern.
The coordinate of each fragment would simply be calculateohfthe texture coordinate

assigned to it.

6.6 Summary

In this chapter we have presented some of the potential bertb§ MLR offers and
identified a number of further possible optimizations. Tmmarise, the potential benefits

are:
e Multiple region depth mapping at no extra cost.

e Post-processing (processing on the texture slices, ieeorilginal computer graph-

ics model is not required) depth control which could aid ie thstribution of mul-
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tiview 3D animations to different display formats and sizes

e Possibility of using the MLR as a high quality stereoscogde format, since the
disparity in the final stereoscopic images can be fully anséed and any number

of viewpoints generated from the stack of texture slices.

e Capability of outputting multiview images directly intodltorrect format without
the requirement for an extra interleaving and composittages using the display

device drivers.

¢ Disparity manipulation at the display screen, which cowddubed to assign certain

regions of the display greater or lower stereoscopic réisoiu

Some limitations of the MLR, which require further develogmh and research to

overcome, are:

e Rendering support currently only for point data sets—gies and polygons are not

supported.
e Lack of occlusion handling.

e Lack of viewport clipping, i.e. the entire model is assumede visible by the

camera set-up.

However, even with these limitations we believe the MLR issaful contribution to the
field of stereoscopy, and with further development could &vdder range of applicabil-

ity than the point data sets the algorithm was originallyigiesd for.



Chapter 7

Conclusions

7.1 Summary

This thesis has shown that it is possible to visualize lamensific point data sets us-
ing multiview displays by lowering the number of views remai from what the current
literature suggests; exploiting perspective coherencesadhe views; and reducing the
number of reprojections according to the resolution of tkee®scopic display.

The optimum number of views required was determined by hulaetor trials using
an experimental design that was adapted from a path tragskgdiescribed in [160]. The
study is the first to investigate the affects of viewpointglgnon depth perception when
task performance is taken into consideration rather thathagc qualities. While view-
point densities were observed to have a significant effetasiperformance subjects did
not appear to significantly benefit when more than 8 views permi were provided; the
results suggest that the optimum number of views may eves benaas four.

The “incremental fragment algorithm” described has alnmastet-up cost and there-
fore provides immediate rendering performance gains forentban two views over
the naive SVR approach. The main idea behind the algoritlas tev eliminate redun-
dant stages in a typical splatting rendering pipeline antke advantage of the stereo-
coherence available between the viewpoints. The algordbsumes that every particle
is spherical and translucent, enabling the use of cheapiagldiending and eliminating
the requirement for dealing with surface normals, depthirspand occlusion handling.

Furthermore, reprojecting the fragments to generate eaefpwint saves on lighting and

136
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perspective projection calculations. While stereoscalgorithms employing perspective
reprojection have been described before, the novelty sdpproach is applying the tech-
nique solely to point geometry and delaying reprojectioth generation of the viewpoints
until the fragment stage of the pipeline; this allows greatgciencies to be made. Unfor-
tunately, the algorithm could not be implemented using thadard OpenGL rendering
pipeline or programmable GPU pipeline because of the lackrafy indexing; therefore,

the results were theoretical in nature.

The second algorithm described, called the MLR, reduceauhngber of reprojection
calculations further by grouping the vertices into thegpective voxel planes and calcu-
lating the reprojection quantities once per voxel planésiad of for each vertex; the idea
was derived from the observation that vertices which arepadpo the same voxel plane
are projected onto the display with the same amount of piisgladity regardless of dif-
ferences in their scene depth. An advantage of this appiisabht flexible multi-region
depth mapping can be achieved at little or no extra cost. Thgrammable pipeline of
the GPU was exploited by the MLR implementation for greatnfg@rmance. Some ac-
curacy is sacrificed and set-up costs are higher; howevetersng performance gains for
two views are still achievable for large data sets (2M+ ®)int

Both algorithms were shown to be potentially much fastenttiee SVR approach.
The incremental fragment algorithm is expected to be at B&8stimes quicker than the
SVR. The MLR is not dependent on the scene complexity but erptkel and stereo-
scopic resolution, and therefore is of most advantage ihljigomplex and detailed
scenes; for example, rendering a typical particle data aetaming 500K particles for
a 9-view 1920x1080 multiview display, the MLR was arguedéapproximately 2 times
quicker than the incremental fragment approach and showetmore than 5 times
quicker than the SVR. However, in scenarios where the datsasemall, the fragment

reprojection algorithm is likely to be more efficient.
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7.2 Further work

7.2.1 Human factor trials

Gilson et al. [49] reported that the spatial accuracy of ®@00 head tracker decreased
when it was in motion with root mean squafRMS) errors of up to 17 mm being ob-
served, although slow movements only induéddS errors of 2.87 mm. This is prob-
lematic because these errors may not allow large viewpansities to be reproduced
accurately e.g. 50 views per 10 cm which requires trackaracy of 2 mm. For typical
head movements in this experiment, velocities were prgbtid slow to induce large
errors and no anomalies were noticed in the way the graph p@ated on the display
screen. However, we cannot confirm that tracker error didaffett the results so fur-
ther investigation on the tracker accuracy is requirechdféxperiment is to be repeated,
an optical tracker would be preferable so as to remove anptdan the validity of the
results.

Also for large amounts of depth the false rotation and fligpéffect can be quite
noticeable with only 8 views per 10 cm; therefore, furtheestigation should be carried
out on observer tolerances of these artifacts for long durat However, we suspect
observers are unlikely to move their heads repeatedly gloimger working periods due
to the physical effort required.

Another interesting avenue of research remaining is tositiyate in cases where mo-
tion parallax has an additive effect with stereopsis on liggirception, whether motion
parallax is simply being used to alleviate occlusions ortiveeit is aiding in the corre-

spondence problem or it is doing both.

7.2.2 Incremental fragment algorithm

Unfortunately the incremental fragment algorithm could b®implemented on the GPU
because of the lack of array indexing. This confines the egiptin of the incremental
fragment algorithm to software rendering implementatidios example, ray tracing or
parallel computing applications which can not usually tatteantage of the GPU. Further
research would be desirable to determine if there is a patesttiution to this problem.

Also it would be desirable to incorporate cost reducing rmé#hfor viewpoint dependent
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lighting. For example, if there are many small splats beergered with viewpoint de-
pendent lighting enabled, it may be possible to achievemiated surface rendered
results. However, the performance would have to be compaitdexisting PBR and

multiview PBR algorithms such as [76]. Further investigaton the efficiency of various

occlusion handling mechanisms available is also required.

7.2.3 MLR

It would also be desirable to investigate the possibiliterfending the MLR to render
other primitives such as triangles and also to incorpora@point lighting effects. We

have already described how to potentially handle occlyhiowever, a key question to
investigate is whether there would still be any performayaias over the SVR algorithm
with this extra functionality. We mentioned that the MLR @bproduce image inaccura-
cies of up to 2 pixels; therefore, it would be desirable tordiiya how much of an issue

(if any) this is by using human trials and to determine if tegtfiltering helps.
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Appendix A

Incremental fragment algorithm

A.1 Vertex Shader

uniform float atn, S, coolestT , tRange, opacityScale, sPix,

uniform vec3 coolestCol, hotestCol;
attribute float vertexT , density;

varying float temp;

void main () {

vecd4 vec, homeye, eye;

float t;

vecd4 tCol = glLColor;

/1 relative coords to absolute coords
homeye = glModelViewMatrix % gl_Vertex;
gl_Position = gLProjectionMatrix * homeye;
eye = homeye / homeye.w;

[/l point size calculation

t = inversesqrt(atmdot(eye.xyz, eye.xyz));
/l scale size according to density

t = tx((IPix — (tCol.w x IPix)) + sPix) % S;
/Il clamp pixel size

t = clamp (t, sPix, IPix);

gl_PointSize = t;
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/I convert temperature into range of [0.0, 1.0]

temp = (vertexT— coolestT) / tRange;
t

tColr.w x opacityScale;
t

clamp (t, 0.0, 1.0);
/l/ compute colour based on temperature
vec3 shade = mix(coolestCol, hotestCol ,temp);

gl_FrontColor = vec4(shade, t);
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Multi-layered rendering algorithm

B.1 Vertex Shader 1

/Il scales all the calculated opacities with this value
uniform float opacityScale;

[/l this values specifies the smallest allowed opacity
uniform float smallestOpacity;

/Il smallest pixel size allowed for each data point

uniform float smallestPixelSize;

/Il largets pixel size allowed

uniform float largestPixelSize;

uniform int no_of_horizontalslices;

uniform float SceneNearPlane;

uniform float SceneFarPlusNearPlane;

I/l coolest temperature particles are shaded with this codou
uniform vec3 coolestColour;

I/l hottest temperature particles are shaded with this colou
uniform vec3 hotestColour;

[/l the size of each pixel on the scene viewing window
uniform float scenePixelWidth;

/Il the camera separation

uniform float camSep;

uniform int no_of_negativeslices;

161
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uniform float sceneCameraDistance;

uniform float pixelSizeDifference;

uniform int no_slices.per_texture;

uniform float f_no_of_horizontalslices:

uniform float f_no_of_horizontalslices.minus.one;

attribute float vertexTemp;

attribute float density;

varying float texUnit;

void main ()

{

vec4 vec, homeye, eye;
float tmp;
vec4 tmpColour = glColor;

int textureUnit; // which texture unit is being rendered to

/!l transform vertices so viewing frustum is placed at the
/1 origin and looking down the negative z axis

homeye = glModelViewMatrix x gl_Vertex;

/Il calculate size of point based on how far it is from viewer
/Il first convert density range from-@ into smallest and
/!l largest pixel size range.

float size = densityx pixelSizeDifference + smallestPixelSize;

/!l project particle size onto near viewing plane

float negativehomeye = —1.0«shomeye.z;

size = (SceneNearPlane size) / negativehomeye;

float minProjection = (SceneNearPlane smallestPixelSize) /

negativehomeye;
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/!l convert projection sizes into range of [0.0, 1.0]
size = (size— minProjection) /
(largestPixelSize— minProjection);
/I now expand scale to required minimum and maximum pixelesiz

size = sizexpixelSizeDifference+smallestPixelSize;

/!l calculate which slice the point should be in.
I/l slices are numbered from 1 onwards with slice 1 being clese
/! voxel plane to the viewer ie coming out of the monitor.
float Zrel = negativehomeye/sceneCameraDistance;
float fSlice_.no = ((camSepx (Zrel — 1.0)) /

(Zrel % scenePixelWidth));

/!l project the points using perspective projection
vec = gl_ProjectionMatrix = homeye;

/l each vector or point is now in clip coordinates.

/I Each slice is rendered to either 4 different texture units
/!l within each texture unit the slices are arranged row order
/l so the 2nd slice is on the 1st row and 1 across in the

/] texture unit round and cast the fSliceo to the nearest int.
int slice_no = int( sign(fSlice.no) =

floor( abs(fSliceno) + 0.5 ) ) + naof_negativeslices;

textureUnit = (sliceno — 1) / no_slices_.per_texture;

slice_no = slice.no — (textureUnit x no_slices.per_texture);

texUnit = float (textureUnit);

/I Each slice is rendered as a small texture within the larger
/!l texture depending on the points depth it will be rendered
/1 in a different texture position.

int row = (slice_no — 1) / no.of_horizontalslices;
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float fRow = float (row);
int column = sliceno — (row x no_.of_horizontalslices +1);

float fColumn = float (column);

/1l All points are scattered throughout the entire viewing
/1l frustum . After perspective projection the particles rus
/!l be squashed into a bounding box a fourth of the current
/Il size so that there is space to render 16 slices (Assuming
I/l 64 slices need to be rendered and 4 texture units are
/!l avaiable).
vec.x = vec.x / fno_of_horizontalslices —
( (vec.wx f_no_of_horizontalslicesminus_one) /
f_no_of_horizontal_slices) +
(fColumn x ((vec.w = 2.0) / f_no_of_horizontalslices));
vec.y = vec.y / fno_of_horizontalslices +
( (vec.wx f_no_of_horizontalslices.minus_one) /
f_no_of_horizontalslices) —

(fRow % ((vec.wx 2.0) / f_no_of_horizontalslices));

gl_Position = vec;

gl_-PointSize = size;

/I temperature is in the range of [0.0, 1.0]

tmp tmpColour.wx opacityScale;

tmp clamp (tmp, smallestOpacity, 1.0);

vec3 shade = mix(coolestColour , hotestColour , vertexTemp

gl_FrontColor = vec4(shade ,tmp);

B.2 Fragment Shader 1

varying float texUnit; // texture unit the fragment belongs to.
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void main ()

{

vecd4 discardFrag = vec4(0.0,0.0,0.0,0.0);

/I There is some inprecision with the varying floats
/! the value should either be 0, 1, 2 or 3

/!l however it varies very slightly , hence the

/I small range check.

if (texUnit >= 0.0 & texUnit < 0.999)

{

gl_FragData[0] glColor;

[
gl_FragData[1]
[
[

discardFrag;

gl_FragData[2] discardFrag;

discardFrag ;

gl_FragData[3]

}
else if(texUnit >= 0.999 && texUnit < 1.999)

{

gl_FragData[0] discardFrag ;

gl_FragData[1] glColor;

discardFrag ;

[

[
gl_FragData[2]
gl_FragData[3] = discardFrag;

}
else if(texUnit >= 1.999 && texUnit < 2.999)

{
gl_FragData[0]

discardFrag;

gl_FragData[l1] = discardFrag;

glColor;

[
[
gl_FragData[2]
[

gl_FragData[3]

}
else if(texUnit >= 2.999 && texUnit < 3.999)

{
gl_FragData[0] = discardFrag;

discardFrag;

gl_FragData[1] discardFrag ;
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gl_FragData[2] = discardFrag;
gl_FragData[3] = glColor;

}

else

{
gl_FragData[0] = discardFrag;
gl_FragData[l] = discardFrag;
gl_FragData[2] = discardFrag;
gl_FragData[3] = discardFrag;

B.3 Vertex Shader 2

void main ()

{
gl_-TexCoord[0] = gLMultiTexCoordO;

gl_Position = ftransform ();

B.4 Fragment Shader 2

uniform sampler2D texturel ,texture2 ,texture3 ,texture4

uniform int textureToRender;
uniform int no_of_horizontalslices;
uniform float slice_resolution;
uniform float half_numberof_slices;
uniform float no_slices.per_texture;

uniform float view;

/I View 0 is left, increasing this number increses view

[/l to the right, 1.0 should be the right most view within

I/l the eye separation.

/I The following variables are calculated once

in the main
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/l program to save on unecassary repeated computation.

uniform float pixel_width;

uniform float offset;

uniform float pixelwidth_times_view ;

uniform float divide_.By_NoOfHorizontalSlices;

void main ()

{

vec4 totalFrag = vec4(0.0,0.0,0.0,0.0);
vecd texel;

float texelAlpha;

vec3 texelColour;

float minAplhaClamp = 0.20;

float sliceNo = 0.0;
vec2 texCoord;

float baseposition;

/!l only the top left slice is visible in the program

I/l therefore move the texture coordinates to this area.

texCoord.st = glTexCoord[0]. st;

float no_slices per_texturetimes.two =
no_slices_per_texture « 2.0;
float no_slices per_texturetimes_ three =

no_slices per_texture « 3.0;

/! composite all the slices in the 1st texture unit

for (int y = 0; y < no_of_horizontalslices; ++y) // columns

{
texCoord[1l] = gLTexCoord[0].t —

float (y)xdivide_.By_NoOfHorizontalSlices;
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for (int x = 0; x < no_.of_horizontalslices; ++x) // rows
{
baseposition = gLTexCoord[0].s +

float (x) * divide.By_NoOfHorizontalSlices + offset;

/] texture unit O

texCoord[0] = baseposition — sliceNo
pixelwidth_times_view ;

texel = texture2D (texturel ,texCoord. st);

totalFrag = totalFrag + texel;

/] texture unit 1
texCoord[0] = baseposition —
(sliceNo + naslices. per_texture) x

pixelwidth_times_view ;

texel = texture2D (texture2 ,texCoord. st);

totalFrag = totalFrag + texel;

/] texture unit 2
texCoord [0] = baseposition —
(sliceNo + naslices per_texturetimes.two) x

pixelwidth_times_ view ;

texel = texture2D (texture3 ,texCoord. st);

totalFrag = totalFrag + texel;

/] texture unit 3
texCoord[0] = baseposition —
(sliceNo + naslices. per_texture_.times_three) x

pixelwidth_times_view ;
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texel = texture2D (textured ,texCoord. st);

totalFrag = totalFrag + texel;

sliceNo +=1.0;

totalFrag.a = (totalFrag.a / (totalFrag.a + 1.0%) 0.6;
if (totalFrag.a< minAplhaClamp)

{

totalFrag.a = minAplhaClamp;

totalFrag.r totalFrag.rx totalFrag.a;

totalFrag.g totalFrag .g< totalFrag.a;

totalFrag.b totalFrag .bx totalFrag.a;

totalFrag.a = 1.0;
gl_FragColor = totalFrag;



