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Abstract
The purpose of this study was to create a paradigtable for people with aphasia and
healthy subjects to evaluate the influence of cobsunaming pictures of objects. We
designed a completely new stimulus set based ogasaf 140 common real objects that
were inspired by the Snodgrass & Vanderwart picsetg1980). We were especially
interested whether there is a difference in peréoroe between the aphasic patients and the

group of healthy controls.

Adding chromatic information to pictures of objestsows only a small effect in verification
and categorisation tasks. However, when observerseguired to name objects, colour
speeds performance and enhances accuracy (Ros$tonrgois, 2004). The present study
contrasts two different claims as to why colour rbayefit object naming. The first is that
colour simply aids the segmentation of the objemtfits background (Wichmann et al.,
2002). The second is that colour may help to edicitider range of associations with the
object, thereby enhancing lexical access (Bisia®b6). To distinguish between these
processes an equal number of pictures containgigdmd low colour diagnostic objects were
presented against either fractal noise or unifoackrounds in a naming task to aphasic
subjects with anomia and to healthy controls. Rerémce for chromatic stimuli was

compared with that for monochrome stimuli equatetiminance.

Results show that colour facilitates naming sigaifitly in both subject groups and there was
no significant difference between objects with haghow colour diagnostic values. We also
found that object segmentation and the lexical s£seem to occur in parallel processes,

rather than in an additive way.
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Chapter 1: General introduction

1.1: Background

What is colour vision for? Our vivid perceptionatflours in the environment leads to the
assumption that colour must be important for preicgsnatural scenes and, specifically,
recognizing objects therein. Seeing in colour affegveral advantages; there is considerably
more information in a chromatic than in an achromabrld. However, there is still much of
a debate as to whether the availability of colodiorimation in the visual image benefits the
identification, memorization or naming of objects

The idea for this thesis arose during the climeatk of the author as a speech and language
therapist when examining and treating patients afthasia. Aphasia is a language
impairment caused by brain damage that crossaspall (verbal speech comprehension,
reading comprehension) and output modalities (3pgalwriting), and can be divided into
various syndromes. A symptom common to nearlyfate different syndromes of aphasia is
anomig a difficulty or inability to retrieve the namesrfconcepts (objects) that previously
were available to the speaker. Anomia is usualg@nt whatever the input modality: visual,
tactile, auditory, gustatory, or olfactory (Goodsgaet al., 1968). This research will focus on
thevisualinput modality, i.e. the failure to retrieve theme when the object is presented
visually (naming pictures), and in the absence of any impexts of visual object

recognition. Although anomic patients may be unableroduce the name for the desired
object, they can stildentifythe object by pointing when provided with the spolor written
name. This indicates that even when object naneemaccessible for verbal production, they

are still not generally lost in memory.
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Assessing the severity of the word-finding defigsiinomia usually involves confrontation
naming using pictures of objects. Retrieving themeaf an object from a picture involves
perceptual analyses of the visual input and theping@rom an object’'s semantic concept to
its name. A sufficient identification of an objesta prerequisite for successful name retrieval
(Riddoch & Humphreys, 2001) and the better a pectaatches the semantic concept of the
object stored in memory, the easier it is to re&ithat object’'s name (Levelt et al., 1991).
Whether colour information benefits therceptualanalyses and what role colour plays
during theidentificationprocess of single objects is still unsettled (Bavidoff &

Ostergaard 1988; Price & Humphreys 1989; Delorrad. e2000; Edwards et al., 2003).
However, there is more agreement that colour dt@sgorole when the semantic task
demands increase as for the lexical selection peoataiemamingsingle objects. A number
of studies across different populations have fomede or fewer advantages for colour on
naming accuracy, naming latencies, or on both gsgach, 1966; Wurm et al., 1993;
Humphrey et al., 1994; Barrow et al., 2000; Vergobhloyd-Jones, 2003; Rossion &
Pourtois, 2004). However, there is disagreementngnstudies about the conditions under
which colour plays a role in visual perception #&xdcal selection to boost the naming
process. For example, some studies suggest thatttamtages of colour are only found for
objects belonging to natural categories (e.g. GhaéaRosenthal 1996) or when the images
are degraded (e.g. Laws & Hunter, 2006), or wherctiour is diagnostic for the object (e.g.

Humphrey et al., 1994).

Therapeutic treatment of anomia commonly uses teggacture naming with the aim of
strengthening (priming) the neural pathway leadingh the perceptual analyses of the object
to its spoken name (Cornelissen et al., 2003; Vielgyet al. 2006). Research with healthy
subjects (e.g. Mitchell & Brown, 1988; Cave, 19¥@rnon & Lloyd-Jones, 2003) and

aphasic patients (Mills et al., 1979) has shown itkan repetition across naming trials often
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results in significantly faster naming latenciesjet confirms that repetition must facilitate
object-naming processes at certain levels of peicgsSuch facilitation of performance or
so-called priming effects have been observed pfttra single trial and without telling
subjects explicitly to memorize the pictures thaydnto name. The majority of studies
examining priming during picture naming have useldf@matic stimuli. Only two studies
have directly contraste@alistically coloured pictures with achromatic ones. Vernon &
Lloyd-Jones (2003) used only natural objects amhdafaster naming for coloured pictures
during encoding and recall. In contrast, Nichol®@Humprey (2001), using mainly
fabricated (manmade) objects, found little differem priming times between the chromatic
and achromatic picture conditions when picturesevpgesented in an upright position, but
large advantages for colour when the same images notated. These results indicate that
there is, as yet, no clear picture to be drawn attwurole of colour during priming of object
naming. There is however some evidence that caaurfacilitaterecognition memoryn
scenegGegenfurtner & Rieger, 2000; Wichmann et al.,200 was speculated that these
effects might result frorsensory factorsuch that colour improves image segmentation
(Wichmann et al., 2002). In additioepgnitive factorgnay play a role such that colour may
facilitate memory retention by providing additiomafiormation about the object, thereby
shortening the duration of the process of paratlgiching of object attributes to the stored
representations (Nicholson & Humphrey, 2003; Ver&ddoyd-Jones, 2003). There are still
many open questions about how visual charactesisfia display might influence how much
information isencodedandretainedprior to the onset of an utterance when naming and

renaming visually presented objects.

Research has shown that even mildly impaired aplpagients differ considerably in their
naming accuracy and naming latencies (Goodglaals, d968; Mills et al., 1979; Wingfield

et al., 2006) when compared with non-aphasic spesakdhe same age. Aphasic patients also
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differ in their semantic distractibility when idéying pictures compared with normal subject
groups (LaPointe et al., 2006). Hence, it seemsaplaasic subjects with anomia are more
vulnerable when transmitting visual information tlween the sensory analyzer and the verbal
sphere” (Bisiach, 1966). In fact, some older stadieggest that the performance of aphasic
patients is influenced by thaesualform in which objects are presented, and thaupest with
more redundant information (such as colour) redhedailure of their name retrieval (Luria,
1947; 1962; Bisiach, 1966; Benton et al., 1972us[lit seems that aphasic subjects with
anomia could be an ideal subject group to exploearnfluence of colour at the vision-
language interface of confrontation naming. Cohlkytbenefit from additional colour cues
when tested and trained with picture materialaddition, it is of interest to revisit how
colour influences non-aphasic (healthy) participaard whether there are differences

between these two subject groups.

1.2: Aim of the thesis

The research reported in this thesis aims to sghtldn the processes involved at the vision-
language interface by particularly evaluating tfieats ofcolour on object recognition and
priming during (repeated) confrontation naming @akhy participants and aphasic patients
with anomia. The experiments have been designsgdoaifically examine how colour
contributes to image segmentation and object ifleation in the process of naming common
single objects, and how colour affects priming nueas when those objects have to be
renamed after a delay. In addition, one of the Bxpnts is specifically designed to contrast
aphasic subjects and healthy participants to etalbether these two groups differ in their
responses to colour. However, this research isiesigned to comparedividual subjects or
objects in respect to colour, as this would bébtarond the scope of this thesis. Instead, this

research aims to explore whether thereger@eral patterrfor the response to colour that is
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valid for more than one population and languagethacefore incorporates a cross-linguistic
design that compares group performances of EnglighGerman speaking healthy

participants.

1.3: What are the benefits of colour vision?

The human visual system is capable of processijegtsbwithin a fraction of a second,
whether detecting the presence of an object, awgfitiie class of an object, or uniquely
identifying and naming an object. Neurophysiologregearch provides evidence that a
significant amount of visual processing is comnaitiie the analysis of colour information.
Indeed, for human observers, Chaparro et al. (1828)d that coloured stimuli are detected
5-9 fold better than the best luminance spot. Tdwclude that “colour is what the eye sees
best”. Why has the human brain developed specthhzechanisms for processing colour and

what ecological advantage does this give in everyi&on?

1.3.1: Evolution of colour vision

Colour vision, in the sense of wavelength spedi&baviour, is apparent in various
invertebrates, bacteria, and even plants. Howés@gnitive’ colour vision, where the visual
scene is endowed with the property commonly refetoeas ‘colour’, suggests something
more than the ability to automatically direct beloav to certain spectral lights. It entails a
visual system that uses colour to learn about &assify regularities in the environment
(Skorupski & Chittka, 2008). Colour vision in hunsagvolved in order to see objects, give

them meaning, and to name the objects.

What are the underlying mechanisms of colour vigidrhe retina in humans and Old World

primates contains two different types of photorécey namely rods and cones. Rods respond
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under conditions of low illumination, such as irchwnal vision, while cones are sensitive to
higher levels of illumination, as in diurnal visicemd mediate colour vision. There are three
cone classes which have different spectral seitg@8yresponding preferentially to short-,
middle and long-wavelength light, respectively. i8ual system that simply sums the activity
of its receptors will signal only luminance. HoweMey comparing the activity of the three
cone classes, their relative activity can signfiedent spectral distributions i.e. colour. This
is the basis of trichromatic vision. Colour visialtows us readily to tell apart two spectrally
different stimuli that appear equally bright, dadistinguish the ripe from the unripe fruit. It
also allows us to distinguish objects in fluctugtilght conditions, e.g. detecting the fruit
amongst foliage falling in sunlight or shadow, anduccessfully discriminate a real edge
from a simple shadow boundary (Gordon & Abramo\g&)9Hence colour is particular
useful for the segmentation of objects from theickgrounds and allows better detection of
objects in a visual scene (Heywood et al., 20G1$hort, colour adds a further dimension to
the visual system where spectral reflectance ispaddent of luminance (Bowmaker & Hunt,

2006; Bowmaker, 2008).

Colour vision is not only particularly helpful feegregating and organizing visual input into
three- dimensional objects and scenes (Tanaka 08l1), differentiating edible fruits and
leaves amongst a background of others and selgatangs from a complex scene (e.g.
Summer & Mollon, 2000). Its ecological advantageeasds to the recognition of co-specifics
(Edwards et al., 2003; Changizi, 2006; Fernandéagris, 2007), the detection of subtle
changes in the colouration of faces to signal mbke anger or embarrassment, signalling
ill-health (Bruce & Young, 1998, p. 73; Yip & Sinh2002), sexual signalling (Fernandez &

Morris, 2007) and may even sustain gender classibio (Tarr et al., 2001).
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1.4: Colour effects on object segmentation and cajerization.

Early processes of segmenting objects in the vistethe rely on colour and luminance
differences. However, there is also support fontile that luminance cues alone are
sufficient to derive the shape of an object and skhieface attributes such as colour are filled
in later and are not necessary for object detechtmreover, colour also plays a role in visual
attention which supports the segmentation prodesaldition, segmentation, object
categorization and identification are unlikely @ distinct processes but instead are mutually

dependent but differing in their time-course.

1.4.1: Colour effects in visual attention and theiinfluence on object segmentation

What influence does colour have on visual attertibhe visual system has limited capacity
to process simultaneously multiple objects fromeahgre visual field. It is therefore
necessary to filter relevant from irrelevant infation in a scene and to bring the most
important features into the centre of the visueldfi Attention can either narrow the focus
down to a small area with high resolution, or sgrie@ver a wider area with the loss of
detail. This process can be directed either auticalbt and stimulus driven by bottom-up
mechanisms, such as stimukadience(e.g. a red strawberry is salient among greerel®av

or byselective attentioas a result of top-down mechanisms driven by aeer’'s goals.

Attentional processing may occur in twerial stages according to influential theories by
Treisman (1988, 1990) and Koch & Ullman (1985)alfirst preattentivestage, colour, form,
luminance, and position features are recorded ienlggntly by feature detectors to produce a
‘master map of locations’, which is a prerequisitesegmentation. This map contains the

boundaries of all the features and registensrethey are located there, but matatfeatures
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are located. The preattentive stage is then fokblaea stage dbcused attentiowhere

these features are combined to achieve object ndcmy Features with the greatest
difference in signal, i.e. salience, will prefeiafly attract focal attention and produce the
largest amount of bottom-up activation. This methias attentional selection is determined by

position in space.

Colour attributes can drive attention automatichljytheir signals of position when they are
salientenough. In addition, colour can capture attentiyen the use of the colour singleton
is task relevanaind happen to be the critical item for subsequecoenters (Van der Heijden
et al., 1996; Goolsby & Suzuki, 2001). Furthermaapur can even summon attention when
the use of the colour singleton is irrelevant fag task. For instance, Cole et al. (2009) used a
‘change blindness’ test design where subjects dia@istover the location of a changing
element, embedded in a display of other simultaslgquresented transient non-singleton
stimuli, to evaluate the extent to which colourgiions are resistant to change blindness.
“Change blindness” occurs when observers overlomkpected objects in a scene while
performing a difficult visual search task. Ressl®w that colour singletons are more
resistant to change blindness compared with othgleton stimuli. In addition, items located
immediately adjacent to the colour singletons biefreim the enhanced focus of processing
relative to items outside the attentional fieldn@aring one scene with a subsequent one
requires not only attention but also involves macsras of visual short-term memory. Cole
et al. suggest that the primacy of attention @atiby a colour singleton may result in an
enhanced representation in visual short-term mepwdmch in turn makes it more robust to

change blindness.

To summarize, the above findings support the ileadolour may play a role in attention by

supporting object segmentation and by signalliregappearance ofreewstimulus. Colour
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vision evolved because it facilitates the segregaéind organization of visual input into
three-dimensional objects and scenes (Tanaka &08l1). It is of importance for survival to
have a system that automatically alerts the obsab@ut unexpected events to enable a rapid
behavioural response to potentially threateninghesveColour seems to be a useful tool in

such an automatic alerting and survival system.

1.4.2: The computation of object segmentation andogect recognition in the brain

What visual processes underlie the segmentatiomearadynition of objects? Research
indicates that the processing of object segmemiaiia object recognition occurs in an
interactive way. This process involves severalrbeaeas that are linked together and driven
by feedback connections. Vision entails neuratgssing in a complex network of some
thirty or more cortical visual areas (Van Essealgt1992) that are conjoined in three
different ways: byfeed forwardconnectiongrom lower to higher areas, where most of these
feed forward connection have reciprofedbaclconnectionghat also run from higher to
lower areas, and ilateral connectionsvithin areas of equivalent processing complexity
(Ullman, 1995, 1996; Segalowitz, 2007; Kveragal e2807; Rolls, 2008). Neurons in
different areas respond preferentially to differeminbinationsof scene properties (i.e. colour

and motion, shape and depth) and processing cam wcserial or parallel stages.

In a cluttered scene, how does the brain estaiisbh parts of objects belong together? The
visual system must decide which of the perceivatufes belong together to form a figure
and which of them form a background against whinehfigure appears. This interactive
process involves theegmentatiomf an image into coarse regions that can be rough
candidates for objects, and thieding of perceptual attributes to form an object
representation (Uliman, 2006). This computatioaakieved by feedback loops during early

visual processing stages where the perceptualntgoon of the sensory input is transferred
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from the visual cortex to the prefrontal areashef brain and back again. During those
processing loops, analogical mapping of early Viggtures interacts with associative
representations of objects stored in memory to fpredictions about the object’s identity
(Kveraga et al., 2007). It is assumed that thechasiion of figure-ground differentiation is
based on experience and driven by stored knowletitiee world, in that top-down
information can influence and modulate lower vigualcessing stages (Borenstein &

Uliman, 2002; Friston, 2005; Ulliman, 2006).

In summary, the brain is not just a passive renipd¢ sensory information but “continuously
employs memory from the past to interpret sensuiigrmation and predict the immediately
relevant future” (Kveraga et al., 2007). The conagion of object segmentation is driven by
experience and requires knowledge about associagpresentations of objects previously

stored in memory.

1.4.3: The time course of figureground segmentation and object categorization

Objects in real life situations are rarely seeisafation. They are often partly occluded and
embedded in cluttered environments. Empirical ewsgesuggests thaegmentatiomnd
categorizatiorof scenes and objects are strongly linked togethtirat object categorization
influences segmentation (Peterson & Gibson, 19934/1Peterson & Kim 2001; Peterson &
Lampignano, 2003), or that both are based on time gaocessing mechanisms (Borenstein &
Uliman, 2002; Grill-Spector & Kanwisher, 2005). Ttsederlying model for the latter view
states that incoming images are compared with tateylike fragments, stored in memory
from previous experience of the world, where eadiregion of the template is computed as
either figure or ground. The information in thiadment-based representation then entails
both the information about the object categamgthe figure-ground segmentation of the

image.
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Indeed, both data from magnetoencephalography (M&&nt-related potentials (ERP) in
people (Liu et al., 2002; Halgren et al., 2003) hetavioural results support the notion that
objectdetection segmentationandbasic levekategorizationoccur at the same time and may
use the same perceptual information (Grill-Spe&t&ranwisher, 2005; Bowers & Jones,
2007; Mack et al., 2008). If either process fals does the other, as subjects in the study of
Grill-Spector & Kanwisher (2005) were unable toecairize an object that they failed to
detect and detection performance was no betterdhamce whenever they failed to

categorize an object.

In contrast, studies measuring ERPs during obggetgorization and recognition (Curran et
al., 2002) and data from functional magnetic resoeamaging (Grill-Spector et al., 2004;
Grill-Spector & Kanwisher 2003) show thdentificationof a given category engages the
same cortical regions as detection, but evokes EREs and needs an average of 65
milliseconds more time for processing when measuigdfMRI. It seems that object
detection and identification are computed by sinulartical regions but that they differ on a
temporal basis, as additional processing is netmpdrform an identification task compared
with simple object detection.

An objectdetectiontask requires subjects to decide whether a sceartains a certain object
or not.Basic levelisualcategorizations the ability to establish that an object belotma
general (superordinate) class such as a bird lomef. The termobject identificationis

used in some studies faithin-category classificationwhere subjects need to discriminate
exemplars of a particular subordinate level catggen. sunflower) from other members of
the category (e.g. flowers). However, other studmsthe term for the recognition of a
particular unique object, for example a specifias®or chair even when the object is

depicted in different conditions such as its viewpdGrill-Spector et al. (2004) and Grill-
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Spector & Kanwisher (2005) have shown that objetéction and categorisation can occur
without prior identification, but that identificatm depends on successful object detection,

segmentation, and categorization.

In summary, the above-mentioned research strondigates that object segmentation,
detection, classification, and identification acenputed by similar cortical regions but that

they differ on a temporal basis.

1.4.4: Colour and luminance cues in the segmentatigprocess of objects

Colour can give additional cues to segment sceriesintrinsic images’ because it
contributes with the two additional dimensionsiad ted-green and the yellow-blue axes
(Goffaux et al., 2005) and therefore provides add#l access to the experience of the
thousands of shades we are able to tell apartr{§td®98). In an early theory, Switkes et al.
(1988) suggest that the visual system may evenrsgpphe luminance noise in favour of
chromatic borders, because chromatic borders presanme reliable information of object
boundaries than luminance ones. Indeed, in soni@nicss colour can be the only factor
allowing sufficient object discrimination and thésespecially true for shadows. Shadows that
are solely defined by luminance often do not pre\sdfficient information to divide shape
from shading and are not reliably linked to obmttours. This is because the brain has
learned that chromatic changes typically occutgectand not ashadowboundaries. Rivest
& Cavanagh, (1996) show that low contrast figumesraore easily discriminated when they
differ in colour from their ground than blyminancedifferences created by shadows.
Kingdom et al. (2004) showed that human participahentify simulated shadows and
simulated transparencies (Kingdom & Kasrai, 2006¢imbetter when projected on
chromatic than on achromatic ‘Mondrian-like’ baakgnds, when both backgrounds are

adjusted to the same luminance distribution. Ebeagh colour and luminance can act
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independently in some instances (Livingston & Hutk®B8; Gegenfurtner & Rieger, 2000),
they lack independence when it comes to computifigrencesn luminance between two
locations in a natural (chromatic) scene. This d@monstrated in a study by Fine et al.,
(2003). The authors examined differences in lumteaand colour between neighbouring
pixels in natural scenes. They show that when taiotp fall on thesamesurface, differences
in luminance and colour are perceived as smalldiffgrences look larger when they fall at
differentsurfaces. In their studies, observers were askedtegorize pixels of patches of
images as either belonging to the surface of aaablgyr to a background when compared with
a reference pixel. Image patches were scaled tesdli0.2 deg of visual angle and consisted
of parts of natural and manmade scenes and therfafje was not available to the observer.
The authors propose that segregation of scenelsecaarried out by cells that are insensitive
to the sign of chromatic contrast, but sensitivdifferencesn both luminancend colour

(see also Kentridge et al., 2004). Their functiaghhbe especially useful in the
segmentation of partly occluded objects. In linéhvhis view are findings from Rubin
(1921), one of the early Gestalt psychologistsfétdmd that colour looks momubstantialin
the figure than in the ground and that these effeah not only be seen in direct perception,
but can also be replicated in afterimages. Rulmbservations follow the principle of
similarity (as part of the Gestalt principles) thegions with similar brightnessploursand
depth are more likely to be part of a single commuariace (object) than to belong to two
different surfaces (see also Gelb & Granit, 192@n€r & Albright, 1997). In addition, a
common border between two regions of an imaget@sftect of shaping only one of the
regions and highlighting it as figure, and haviitigel or no effect on the ground (figure-

ground principle).

To summarize, there is evidence that colour infdionafacilitates object segmentation. This

facilitation seems to be computed not only by cilid are sensitive to colour but also by
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cells that are insensitive to colour but sensitovdifferences in both luminanead colour to
enhance the processing of chromatic borders inescéndeed, the visual system is endowed
with a great sensitivity to low-spatial frequen@jaur variations and is therefore ideally
equipped to segment objects on the basis of toddur rather than on luminance cues only
(Heywood et al., 2001). It might be thadolinginformation from different attributes such as
luminanceandcolour is advantageous to discriminate object@nss, as scenes naturally

contain shadows (Gur & Akri, 1992; Rivest & Cavanaf996; Syrkin & Gur, 1997).

1.4.5: Categorization of objects in scenes

Scene categorization is a fast process that caxtioected from a single fixation (Henderson

& Hollingworth, 2003; Fei-Fei et al., 2007). Howiglprocess is organized hierarchically and
temporally and at what stages attributes like agllminance, texture, shape, depth or
motion interact to segment the image and to fatditletection, categorization and
identification of the objects in the scene is stilhatter of debate. The roleafromatic
information in scene and object recognition remaisyecially controversial and has become
of increasing interest in recent years. Percepifamatural scenes depends on the matching of
pre-existing knowledgef the world (stored in memory) with the immediatécome of
attentional processing of what is perceived (Sdéval., 2006). Coarse boundary contours of a
scene that may consist of low level cues suchragmince chromaticity movement and

depth can form a representational skeleton (aldedc@cene gist’ or ‘scene schema’) that

can be sufficient to access categorization witlpoigr recognition of component objects
(Schyns & Oliva, 1994; Oliva et al., 2003; Goffaeixal., 2005). These boundary contours
can be completed by an automatic, rapid and praatteprocess (Grossberg & Mingolla,
1985). Coarse information about a stimulus becamasgable before fine detail (Sugase et al,
1999), and feature integration can start beforeattadyses of the separate features have been

completed (Smid et al., 1997).
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1.4.6: Is colour processed later than shape?

There is evidence that coarse scaldsnmnancevariations are sufficient to bootstrap scene
recognition when subjects are asked to recognizeatatic scenes (Parker et al., 1992; Oliva
& Torralba, 2001). In line with those findings, Dene et al. (2000) report that\adry short
stimulus presentation times (20ms for human obsemed 32ms for monkeys) coarse
achromaticmagnocellular information is sufficient to allowject categorization for images,
which contain animals or food items. Their humartipgants and the test monkeys
responded to new and familiar stimuli with similarencies and removing the colour cues had
little effect on accuracy or reaction times. Théhaus propose that ultra-rapid categorization
relies on feed-forward processing that is mairdypémitted by the near colour-blind
magnocellular pathway (M-pathway). Chromatic infatian processed in the parvocellular
pathway (P-pathway) reaches the cortex about 2@ rater than the magnocellular inputs,
therefore at 20-30ms presentation tin@inancecues are better processed thalour cues.
Colour would only be needed as an additional fai€tiwe first coarse information by the M-
pathway has been insufficient to access objecyoataation, for example, when object
shapes tend to be very similar as in subordinaigsdication tasks (Thorpe et al., 1996;
Fabre-Thorpe et al., 1998, see also Price & HunyshrE989). However, in their study
responses fdiooditems were slightly faster (10-15ms) in both sabgroups and a minor
increase in accuracy was noticed in human partitgpahen the images were shown in
colour compared with their achromatic versions (ke et al., 2000). Although those
effects for colour were small, they do show thdbaomust have been processed to some

extent.
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In contrast, no evidence was found for a first walvachromatic processing when Edwards
and colleagues (2003) tried to replicate the resaflithe Delorme study. They used single cell
recordings from IT neurons in an adult monkey wtfie animal was presented with
chromatic and achromatic photographs of human amkey heads, animals, everyday
objects and abstract figures. The majority of t#sted neurons (70%) in the inferior temporal
lobe (IT) evoked significantly reduced responseth Wie achromatic images compared with
coloured ones. Response onset with the colouredibtshowed that the most colour-
sensitive cells responded earliest. Furthermoldeucanformation and form information that
derived solely from luminance cues arriva@chultaneouslyn IT cortex. Differences in the
latency of M- and P-cells have been reported irdteral geniculate nucleus (LGN) where
earliest M-responses arrive around 10ms earliar the P-responses (Maunsell et al., 1999),
and about 20ms in V1 (Nowak et al., 1995). Howektenyvards et al. argue that such latency
differences between the M- and P-cells may hava begected when the visual information
arrives at the IT. There are 10 times more P- Mameurons and this greater number may
provide a sufficient level of excitatory firing exceed threshold more rapidly in the P- than
the M-cells whose single transmissions are neviedkdaster. Further evidence for a fast
processing of colour derives from the priming hteire (see section 1.7). It has been shown
that colour can influence object perception ateheiest stages, possibly as early as in V1
(primary visual cortex). Research shows that cot@aur elicit visual priming at stimulus
presentation times as early as 10ms (Schmidt, 2B@&2tmeyer, Ogmen & Chen, 2004) or

14.3ms (Breitmeyer, Ro & Singhal, 2004), while grigmof shape (form) occurs later.

1.4.7: Colour and shape interactions during objectategorization
Smid, Jacob & Heinze (1997) measured early evdate brain potentials while subjects
performed a picture-matching task. They found Wancolour, global shape antbcal

shape are easy to discriminate (e.g. red vs. bltieei colour dimension, parallel lines in the
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global shape dimension, and a diagonal betweepatslel lines in the local shape
dimension), processing oblour andglobal shape start at the same time and in parallel.
Colour and global shape have equal completion tmmelsinteract later for further task-
directed processing, whilecal shape processing starts later than colour andabibiape.
However, in conditions with higher demands of dreanation, the attribute that is less
discriminable starts later (colour or global shape} not theonsetto the local shape
selection. The authors conclude that feature iategr can start at a second stage before the

first stage of independent and parallel processfragtributes has been terminated.

More evidence for colour-shape interactions at ey processing stages is demonstrated in
experiments by Ling & Hurlbert (2004). It takes fpapants longer to discriminate the
similarity of simple novel 3D objects made from plaster ai?ahen only the variable size

is available and significantly shorter when theiatale colour is presented. Furthermore, size
and colour must have already interacted at coarsdes, as objects with more saturated
colours were judged as bigger than objects witk $egurated colours, although all objects
had exactly the same size. It was concluded thatasd colour interaction must have
occurred via bottom-up mechanisms at very earlyest@f object processing when judging
object similarity, as the entire test objects wagede of non-familiar shapes for which no
previous colour knowledge could exist. Howevehailigh their subjects had no previous
experience with theolour of the specific objects used in the,tdsty may still have accessed

their generalknowledge aboutbject colour and saturatioas a top down information.

1.4.8: Summary
In summary, it has been shown that coarse scalasinancevariations are sufficient to
bootstrap scene recognition if scenes do not aowtzbur. However, there is no evidence

that the visual system does not make use of caloce it is available to the eye. Observations
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from the priming literature and the findings by Eadds et al., (2003), Smid, Jacob & Heinze,
(1997), and Ling & Hurlbert (2004) clearly spealaengt aserial model where shape is

generallyprocessed first and colour attributes filled iteta

1.5: Colour effects in object recognition

Having segmented the visual scene, how do we répegijects? Chief theories of object
vision are edge-based accounts, for example tHumagioned by Biederman and Marr, but
these are perhaps inadequate because they fakkg@arto account that colour is an intrinsic
property of an object. But it may be the case tihatcontribution that colour makes depends
on thecategoryof the object, for example to of the recognitidnliwing but not non-living
items. However, there are many methodological sswhich might question this
assumption. In particular there is a debate aghtether colour really only aids the
recognition of living things because in these ins&s the colour is frequentliyjagnosticof

the object, i.e. the object is invested in its ratand characteristic colour.

1.5.1: Edge based theories of object recognition

Early influential theories of object recognition barr (1982) and Biederman (1987) have
postulated that objects can be classified by thaiin three- dimensional parts, which are
constructed with a fixed set of basic geometricferDescriptions on the basis of a few
simple volumetric primitives are sufficient to formprimaryachromaticmental
representation of any given object. Surface infairomasuch as colour is not needed in early
stages, except when shape information is degradetijded or absent. Colour may even
have an inhibitory effect on early object recogmitby increasing the difficulty of edge
extraction (Biederman, 1987; Biederman & Ju, 1988jact, some early studies using black

and white outline drawings as two-dimensional insagiecommon objects show that the
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achromatic line drawings are verified as quicklyca®ured images of the same objects
(Biederman & Ju, 1988, Exp. 4 and 5; Brodie etl891, Exp. 4; Chainay & Rosenthal,
1996), and colour made no difference when coloaretigrey-scaled photographs of objects
were compared (Ostergaard & Davidoff, 1985, Exan@ 3). Object verification requires
participants to decide whether two successivelggrted stimuli (two pictures or a word then
a picture) refer to the same object. It was progdbat object segmentation is mainly based
on the luminance image at a low-level stage ofalipuocessing in a simple bottom-up
manner and that other surface detail is fillechied, but only if necessary and if sufficient

time for processing is available.

The above-mentioned studies were later criticisechdt using appropriate stimuli or test
designs to determine colour effects. For exampled@man & Ju used a set of 29 target
objects where only five of them had a typical naltgeolour (apple, banana, mushroom,
rolling pin, flowerpot) and were most of the otludjects where either achromatic (e.g. old-
fashioned telephone) or metallic (e.g. fork, stgettle, hairdryer, lock). The same was true
for the stimulus set used by Brodie et al. (19Fhgir choice of stimuli may have been
responsible for their observation of only a weadt anreliable colour effect. Ostergaard &
Davidoff (1985) used only a very small number a§& items (three in exp. 2 and four in
exp. 3) which may have worked against finding aolpur effects. Chainay & Rosenthal
(1996) failed to find an advantage for colour wiesting verification with five subjects with
Alzheimer’s disease. The authors did not provideiaformation about whether these
patients were examined for their visual abilitie®pto the test. All of them failed toamea
substantial proportion of the pictures (< 40% cch)at is possible that other cognitive or

visual impairments may have biased the results.
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There are several weak points in the approachesatttbdologies of edge-based accounts of
object vision. In general, the computation of edgesds to be carried out for objects in
natural settings and not merely from line drawings or otgehat are presented against a
clear white background which rarely, occurs in retacenes. See an example in figure 1 by
Sanocki et al., 1998). Simplification of objectaitt in some cases ignores crucial aspects
and may result in problems in distinguishing olgegithin categories such as different
models of telephones (Sanocki, 1995; Sanocki £1898), see also figures 2-4 (Bar, 2004,
Biederman & Ju, 1988; De Winter & Wagemanns, 2@@4pecies of birds such as chicken,
goose and ducks (De Winter & Wagemanns, 2004; Geedaal., 2006). Simple volumetric
primitives are also insufficient to represent faample the different appearances of a flying,
swimming or waddling duck. Furthermore, a line drayis not a product of low-level and
local, signal based visual processing, insteadrst has produced it as a high-level
rendering of an object where some edges have hbgblighted and details omitted. In this
way, a line drawing does not depict anything teakal; it representssymbolic

representation of an object and often stands falgect class (e.g. a generalization of a car)
rather than for an individual object (e.g. a Hoonda Ford). Line drawings of faces generated
by computer contour detection reduced recognitignificantly when compared with grey-
scaled photographs (Leder, 1996; see also Davieperd & Ellis, 1978). The authors
stated that fine grain processing of facial confagion (e.g. distance between the eyes,
eyebrows, and nose) is crucial for the recognitibmdividual faces and such line drawings
do not provide sufficient information to allow figgain processing of facial configuration.
Unambiguous extraction of simple edge-based anagtitic images has been shown to be
difficult and they have therefore rarely been usecomputer vision recognition systems
(Uliman, 2004). Moreover, work in artificial recagon systems clearly shows that colour

facilitates extraction of image details such asamal types and surface wetness; moreover, it
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aids extraction of shape and enhances stereo porréence (Funt & Cardei, 2000; Carson et

al., 2002).

Taken together, edge-based theories of object netomig reveal several weak points in their
methodologies and fail to explain the computatibolgects innatural settings. However,
those theories are still widely used in literatdespite the fact that there is mounting
evidence that colour plays a major part in objegnsentation and that colour interacts with
shape at the earliest visual processing stageshwyould be more in line with ‘surface-plus-

edge-based’ accounts (Tanaka et al., 2001).

(a) edges without background (b) edges with background

(c) full color without background (d) full color with background

Figure 1shows an illustration of a briefcase in four éiffnt image conditions, (a) and (b) are producéh avi
computerized edge extractor, (c) shows the briefedter it was cut out from its background and gégtto an
uniform background, (d) shows the original photpdradmages taken from Sanocki et al., 1998.
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Object representations
Same but differant

Figure 2 gives an example that objects that look very sintién be represented and recognized as different
objects, whereas objects that look very differemt be recognized as the same basic-level objdatgration
taken from Bar (2004).

Figure 3 shows a photographic example of a telephone angrticessed line drawing of the same object. Image
taken from Biederman & Ju (1988).

Qutline
name and Umbrella, Ne 245 Plug,N2177 Tie,Ne232 Whistle, N2 255 Accordion, Ne |
number

Qutline

Identifica-

tion ite 100.0 % 753 % 50.0 % 245 % 00 %

Figure 2. Examples of contour versions with variable identification.

Figure 4 shows different identification rates edntoursof picture samples from the Snodgrass & Vanderwart
picture set (1980). Image taken from De Winter &g#faans (2004).
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1.5.2: Colour as an intrinsic object property

The internal representation of colour is not a $&ngonstruct of physical wavelength
information, but rather triggered by basic semantiits that are predetermined &glour
experiencgMausfeld, 1998). Perceptual within-item featuséan object such as object
colour represenntrinsic information. Binding the within-item features af abject is an
automatic data-driven process (Treisman, 1992; R@@tich is activated involuntarily
whenever an object is attended to even when therésaare not relevant for recognition (e.g.
Ecker et al., 2007)n other words, we cannot avoid seeing and proegssalour when

colour is available to our eyes. Several bottonaug top-down factors can influence the
participation of colour at very early processingggls. Research has shown that colour is
rarely processed independently and often intesaittsother perceptual properties such as
form, space and movement during object recognitioaddition, it has been demonstrated
thatcolour experienceas high-level information has the potentialiteract withperceptual
visual input by either facilitating or interferivgth object (Gauthier et al., 2003; Ecker et al.,
2007 ) or scene recognition (Oliva & Schyns, 20B06ffaux et al., 2005; Castelhano &
Henderson, 2008). For instance, Joseph & Proffi06) and Joseph (1997) show that stored
colour knowledge (colour experience) about theqiypical colour of an object can be more
influential then the presented surface colour.dject verification tasks subjects had to decide
whether a briefly (at 25 and 50ms) presemteture matches a followingabel (written

word). For example, a picture of an apple was Wdd by either the written worappleor a
distractor word ¢herry,or dog. When both stimuli share the same prototypicéduwosuch

as apples and cherries are red, conceptual kdgeldat an apple is red interferes with the
knowledge that a cherry is red and slows down r@at¢imes even when the image of the
apple is shown as black-and-white line drawingrespnted in an incongruent colour (e.qg.
purple). In contrast, reaction times are fastehwhe distractor wordog,as apple and dog do

not share the same prototypical colour (an exam@aown in figure 5 on page 38). Results
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indicate thatonceptuaprocessing of colour can be more powerful andpeddent from
perceptualprocessing and that stored colour knowledge isatetd automatically in any task

that requires semantic description (Joseph, 1997).

TARGET SHAPE SHAPE-COLOR RANDOM
OBJECT DISTRACTOR DISTRACTOR DISTRACTOR
tomato peach apple aliigator
4 4 A
similar in shape
similar in shapa and protolypical color
naither similar in shape nor in prototypical color

Figure 5. lllustration of the distractor conditions for agat object, tomato. Figure taken from Joseph (1997

Naor-Raz & Tarr (2003) made similar observationgmwhsing different Stroop-designs.
Their subjects performed a colour-naming task anraber of colour diagnostic objects, a
task that does not require any knowledge aboutbbfepe or identity as only the colour has
to be perceived and its appropriate label to beexetd. Naming for example tle®lour of the
object banana was faster when the banana was shawongruent colour (yellow) than in
an incongruent colour (e.g. blue). It appears timafpicture of the object automatically
activated the visual knowledge about the colourtaedshape regardless of the task
requirements. The intrinsic colour yellow of thenbaa interfered with the perceived
incongruent colour blue and slowed down the respaidowever, naming the congruent
colour of an object such as a banana did not pfiaaditate) a word like ‘monkey’ in a
following lexical decision task (whether monkeyaisvord or non-word) although monkey
and banana are conceptually related. It was specutiaat the observed Stroop-effect during

colour naming might have occurred at the leveltafcdural descriptions, which contains the
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visualrepresentation of an object, but not at the catuegevel, as naming an object’s
colour did not affect a conceptually related wdndcontrast, an opposite Stroop-effect was
observed when objects were specifiedvasds When using words instead of pictures, the
congruent colour of the print (e.g. yellow for thverd banana) was named more slowly,
because the yellow print caused competition betwieetexical entries of theame of the
object(‘banana’) and theame of the coloufyellow’). No interference was observed with an
atypical coloured print (e.g. blue). Furthermoréew subjectaamedthe objectsdepicted in
each picture (instead of naming only their colopriming in the same lexical decision task
was observed. For instance, naming the picturebain@na or seeing the word ‘banana’
primed the conceptually related word ‘monkey’. Bhehors attributed these effects to the
conceptual and lexical levels of object knowledgey conclude that colour is amwtrinsic
property of visual representations of objects dnad tolour-shape associations can arise
automatically at different levels of representasiosee figure 14 for a model of different
processing levels for object colour (model by Da¥id2001, in the naming section).
Recollection experiments, as used in the primitegdiure (see section 1.7.4 about colour and
priming), provide further evidence that colour msiatrinsic part of an object representation.
When subjects have to decide whether they haveaeebject before, changing the colour
between study and test always increases reacti@s tand is detrimental for the performance
even when the colour information is irrelevanttfoe task (e.g., Nicholson & Humphrey,
2003; Zimmer & Steiner, 2003; Spence et al., 2@xker at al., 2007). This suggests that
colour is bound as an intrinsic sensory featurestaced automatically when the object is
first attended to. At retrieval, colour informatieasupplied involuntarily by the memory
system leading to a mismatch of the stored colbatualy with the colour perceived at test.
Other studies contrastedngruentwith incongruentcoloured objects during object
recognition to examine at whidbvelcolour may aid the recognition process. If colaigs

segmentation only at a low level processing stagsotom up activation, no differences
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between the correctly and incorrectly colouredyies should be observed. On the other
hand, if colour is an intrinsic object property ahdbject colour knowledge already interferes
as top down activation at early processing stggg$ormance for incorrectly coloured
pictures should be worse. The majority of the ssdihow that incongruent object colour
worsens recognition significantly, no matter whetstemuli are shown as photographs (Price
& Humphreys, 1989; Edwards et al., 2003; Nichol&ddumphrey, 2003), as line drawings
(Price & Humphreys, 1989; Joseph & Proffitt; Josel®97; Tanaka & Presnell, 1999;
Zimmer & Steiner, 2003; Lloyd-Jones, 2005; Lloydids & Nakabayashi, 2009), but see
Davidoff & Ostergaard (1988, exp. 2 and 3), or pthin scenes (Castelhano & Henderson,
2008). These results clearly demonstrate that cadoan intrinsic property of visual
representations of objects and that colour-shapecagions can arise at early levels of

representations.

In summary, the internal representation of colsysredetermined by colour experience.
Perceptual within-item features of an object suxblgect colour is bound as an intrinsic
property of the object and stored automatically mvtiee object is first attended to.
Furthermore, several experiments have shown thatbtolour knowledgéas the potential

to interact with perceptual visual input by eitfeilitating or interfering with the object.

1.5.3: Colour effects related to object categoryral colour diagnosticity

The literature provides controversial results awhether colour aids object recognition only
in certaincategoriesof objects and whether the colour of an objecttbdsediagnosticof

that object for such an advantage to occur. The olmsous object-categorisation is that
between living and non-living things, or, at thedkof scene, between natural or urban
scenes. Categories of living things include objsatsh as body parts, food items, plants, or

animals, whereas non-living things are defined as made objects, tools or artefacts.
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Several studies have measured category-speciéctsfin healthy subjects and in patients
with brain damage by using either identificatioski®involving object naming, or object
decision tasks including superordinate object diaation. Results are equivocal with no
clear direction. Some studies find a disadvantddi®ing over non-living things for naming
objects (e.g. Humphreys et al., 1988; Moore & Rri@99), while other more recent studies
observe the reverse effect when variables suchoas frequency, visual complexity, and
concept familiarity are matched (Laws, 1999, 2QG8ys & Gale, 2002). One study reports
slower namingand classification for living things (Lloyd -Jones & Hphreys, 1997),
whereas others find no differences between livimgj @on-living things in naming tasks
(Price & Humphreys, 1989; Gale et al., 2006), buadvantage for living things when objects

have to be in classified (Price & Humphreys, 1988pre & Price 1999; Gale et al., 2006).

1.5.3.1: Theories about category effects in livingnd non-living objects

The visual crowdedness hypothesis (Humphreys ,e1288; Gaffan & Heywood, 1993; Gale
et al., 2006) provides one possible explanatiorifemon-living things advantage in object
recognition that is found in some of the studiess argued that natural things such as fruit
(e.g. apples, oranges, grapefruits etc.) or anifeads horses and zebras) tend to have more
structurally similarneighbours, and present with more multi-composeapes than man-
made objects. Therefore, living things may reqmae perceptual differentiation including
colour surface information for identification tdkeaplace. Whereas non-living things are
structurally moredissimilarand could be processed more easily by their shepeh mostly
consists of geometrical forms (Humphrey et al.,43erlach et al., 1999; Price et al., 2003).
In addition, non-living things often have more tlist semantic attributes and therefore fewer
competing neighbours that need to be dismissed faridentification. This view is supported
by observations in nonhuman primates. Gaffan & Heyav(1993) report that primates show

similar category effects to humans when trainecg$épond to living and non-living things. A
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different view proposed by Laws & Neve (1999) aretl&ch (2001) claims that ttsgmilarity
of featureswithin basic level object class (one sheep looks veryhntike any other sheep),
as well adbetweercategories (e.g. sheep are similar to other asiiil@ goats or dogs) may
actually benefit identification of natural objeciger artefacts in some cases. Features of
natural objects are more correlated and co-occue rinequently with each other (e.g.,
animals have legs, eyes) than features of artefagsfurniture: a table differs very much
from a wardrobe). Therefore, features of naturgats can support each other with mutual
activation, which can be particularly beneficiabasic object decision tasks (Humphreys et
al., 1999; Gale et al., 2003; Lag, 2005). In casttrtnedistinctivefeatures of natural objects
tend to be more weakly correlated which makes itendglifficult in identifying a specific
natural object within its category, for exampleidew whether an animal has stripes or dots,
feathers or fur. Accordingly, whether structurahgarity may be beneficial or detrimental
will depend on the task characteristics and theategf perceptual differentiation needed
(Price & Humphreys, 1989). Breakdowns can occulifegrent levels of the recognition
system, with each leading to a form of categorye#jedeficit (LIloyd-Jones & Humphreys,
1997; Forde & Humphreys 1999; Devlin et al., 2002gr et al., 2004; Gerlach et al., 2006).
Furthermore, choice and quantity of category memhbsmwell as visual presentation mode
(e.g. visual complexity of the stimulus; line dragior photograph; coloured or black and
white) can have an effect on the test results (ldoPrice, 1999; Devlin et al., 2002; see
also Laws, 2005 a, b, 2007 for critical reviewd)isTmay explain why people have found
different results when testing category effectdilong and non-living things. For instance,
there would be fewer contour overlap (structuralilsirity) between a monkey, giraffe, snake,
and a grasshopper (all members of the categoryads)ithan between a fridge, oven,
washing machine, and a television (all man madeg#)i(Gale et al., 2003). See figure 5 for
examples of multicomponent and simple shaped abgddhe categories natural objects and

man made objects.
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Natural objects Manmade objects
Multicomponent Multicomponent
Simple shaped Simple shaped

Figure 6 shows examples of multicomponent versus simplpesthaatural and man made objects. lllustration
taken from Moore & Price, (1999).

1.5.3.2: Methodological issues in the category daie

There is an ongoing debate how objects and th&@goaes are represented in the brain. Do
anatomically distinct brain areas, cells and colsmprocess different categories? There is
evidence that at least the procession of printedisvas well as the recognition of faces is
computed by cortical regions that are to some éxiptimized for those features (Farah,
2000; Kanwisher, 2000; Uliman, 2004). Findings stidct locations in the brain for different
object classes such as plants, animals, tools,caduestruments, or cars come from brain
mapping studies done with healthy humans on difteagpects of object recognition. Farah &
Aguirre (1999) surveyed a high number of such repdihey found overall 84 different
activation maxima that were linked to specific abjelasses. Those different activation
maxima spread all over both halves of the postdmniain (see figure 6). As stimuli and test

designs were highly heterogeneous, no clear picioué be drawn from these results.
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Figure 7. The left side shows an illustration of local mmaai from studies of visual recognition placed in
standard space and projected onto sagittal (Apradr(B) and axial (C) views. The right side shdtws same
views of local maxima subdivided by stimulus clag® objects, faces and printed words. Images tdkem
Farah & Aguirre (1999).

Other data come from patients with visual agnasigentral neurological disorder in which
people cannot recognize objects in the absencesehsory loss. Reports are chiefly single-
case studies of patients and include those thatedeetively impaired in recognizing a certain
category of objects such as living versus non-givimngs. There is so far no agreed structure
for such studies to make them comparable. Incluar@hexclusion criteria of the agnosic
subjects vary, subjects often suffer from additior@urological symptoms, the underlying
diseases vary (stroke, haemorrhage, encephalitur etc.), lesion site and size differs and
measurement methods and test designs are heteonge@ainotti (2000) reviewed over 47
of such cases with the conclusion that the repadsdlts lack evidence that there are

common sites for object categories that coulgdm®erated fomost human brains

Another critical point is that the majority of stad on category effects have used stimuli
from the Snodgrass & Vanderwart pictures set (198B0is set contains pictures of simple
line drawings depicting objects that provide lithhleno surface or depth information. Some
researchers have produced and included a coloerstbn of the set. However, the result of

the colouring of these line drawings is often qbiésic. Some images show an
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overgeneralization or caricature of the naturatobgolour and images often lack colour
detail (for instance, the alligator in the coloused by Rossion & Pourtois, (2004) is coloured
in an unnatural bright green instead in brownistegrand does not show the typical skin
marks of a real alligator). Therefore, these stirdalnot reflect anything that is real and may
not reveal the full picture of differences betwedect categories. Using more natural stimuli
and settings may help to present a clearer pictbogit category effects in visual object

recognition.

1.5.3.3: Definition of colour diagnosticity

Probably one of the biggest debates is whethewucaoly helps when colour is diagnostic to
the objectColour diagnosticityrelies on memory and is determined by two factinst, the
colour must be ‘symptomatic’ of the object (Hanst¢al., 2006) and second, not many other
objects in the allowable domain should have theeseotour (Wurm et al., 1993). For
instance, red should have a strong effect of cdlotine recognition of a fire engine, whereas
red is less useful when it comes to identifyingopautbiles in general (Tanaka et al., 2001).
Alternatively, yellow can be the colour of morenhane fruit (e.g. bananas, honeydew
melons, lemons, and grapefruits) and yellow shbeldssociated with their shapes. For
example, Tanaka & Presnell (1999) report that dbjedth high colour diagnosticity like a
lemon show a stronger effect of colour in objecognition than objects with low colour
diagnosticity like a screwdriver. The same condgpound to be valid for the recognition of
scenes; scenes with rich colour-diagnostic cortlemicoast, forest, or desert are more readily
recognized when seen in their natural colour thamcolour-diagnostic scenes such as a
shopping area (Oliva & Schyns, 2000; Steeves g2@04; Goffaux et al., 2005). However,
there is a problem with such fixed classificatioh®bjects (and scenes) into high and low
colour diagnosticity, because colour diagnostioityy vary among tasks, modes of

presentation (e.g. scenes in different weatheritond), or may differ from region to region
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(e.g. asparagus is typically white in Germany,dreen in Spain), and depends very much on
the experiences of the individual (Tanaka, 200Xgripson-Schill; 2003, Haushofer &
Kanwisher, 2007). For instance, it might be pattidy difficult to find agreement in colour
diagnosticity ratings fofood itemsw~vhen different age groups and subjects from differ

local areas are tested. This is because the appesaad distribution of food products have
changed over recent decades. There is now muchehoree available and products can
appear in more colour variations (e.g. tomatoesbeared, yellow, green, or reddish-black).

In addition, the food industry has created new igseaf fruits and vegetables and
manipulated old species in size, colour or shapmesof these new products can look more
similar to each other than older ones (e.g. somesugts of peaches, nectarines, and apricots
have nearly the same size and colour). There etly no generally agreed procedure as
how to rate an objects’ colour diagnosticity; seoi@ similar objects may vary between
different studies, and even subjects from homogengooups may rate the dominant colour
of an object differently (Lloyd-Jones & Nakabayasti09, p 317). For instance, subjects
rated objects like a fish, nail, fork, or a camasahigh colour diagnostic in the experiments by
Biederman & Ju (1988, p. 46) but those objects wkassified as low colour diagnostic in
other studies (e.g., Tanaka & Presnell, 1999, 2L1ence, people may mean different

things when referring to colour diagnosticity irithpapers.

1.5.3.4: Category effects and colour diagnosticity

More studies have us@tural objects from the category of living things thaneals from
the category of non-living things when examining tolour effects in object recognition.
This is because there are more objects among lthings that are rated high in colour
diagnosticity than in the category of non-livingnigs. It is expected that high colour
diagnostic objects may elicit stronger colour effg¢ban low colour diagnostic ones when

compared with their achromatic version. Resultssti@at there is more agreement that
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colour is beneficial for the category of livingtigis than for the category of non-living things.
Improved recognition with colour faratural objects is found in several studies that used
fruits, vegetablespr fooditems(Price & Humphreys, 1989; Macario, 1991; Wurmlet a
1993; Joseph & Proffitt, 1996; Joseph, 1997; MageBehrmann, 1997; Tanaka & Presnell,
1999; Delorme et al., 2000; Edwards et al., 2008nd¥n & Lloyd-Jones, 2003; Lloyd-Jones,
2005),animals(Price & Humphreys, 1989; Joseph & Proffitt, 1996seph, 1997; Edwards et
al., 2003; Vernon & Lloyd-Jones, 2003; Lloyd-Jor2305; Wichman et al., 2006), faces
(Kemp et al., 1996; Lee & Perrett, 1997; Edwardal e2003; Yip & Sinha, 2002; Russel &
Sinha, 2007). Only two studies did not find a gesieffect for colour with natural objects
(Biederman & Ju, 1988; Ostergaard & Davidoff 198%wever, both used only a very small
number of natural items, which might be the reasby they did not find any significant

effects.

Results about colour effects in the category oflming things are more controversial than
those concerning the category of natural objeameSstudies report no advantages for
coloured stimuli in the recognition of non-livingings (Biederman & Ju, 1988; Davidoff &
Ostergaard, 1988; Brodie et al., 1991; Chainay &d®thal, 1996; Delorme et al., 2000;
Nicholson & Humphreys, 2001, Exp. 4 in thesiordinate classification task), while others
do find a positive effect. For instance, coloursloaprove recognition of non-living things
that do not have a diagnostic colour in tasksidd object detection (Edwards et al., 2003),
subordinate object classification (Nicholson & Humpyse2001, Exp. 4), or object naming
(e.g. Rossion & Pourtois, 2004). A positive effmtcolour is also found for single everyday
objects (Zimmer & Steiner, 2003) or for manmaderabi@ristics in scenes (Castelhano &
Henderson, 2008) when viewing conditions are unusudlurred or partly masked pictures).
There is also evidence that colour improves thegeition ofnovelobjects despite the fact

that novel objects do not have a diagnostic cadmua do not belong to any pre-known object
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class. For example, it has been shown that sarfeéit (Ling & Hurlbert, 2004) and
old/new judgements (Nicholson & Humphrey, 2003hofYelobjects are faster and less view-
point dependent (Hayward & Williams, 2000), whea tibjects are presented in colour; and
identification reaction times decrease dotificial categorieswhen colour is part of the

learned identity (Hanna & Remington, 1996).

The above mentioned studies show that there afiatng results for the effects of colour
according tambject categoryr colour diagnosticity These differences may depend on
different task demands and test designs. It has sleewn that colour often has a stronger
facilitating effect in tasks withigher semantic demands such as during oljeating(see
section 1.6 about object naming)subordinateclassification than in simple object detection
or basic level classification tasks. This is beeah&re is more competition amongst the
category members in such tasks to generate andodiied response and additional
information such as colour can help the selectimtgss. For example, Rossion & Pourtois
(2004) contrasted coloured with black and white kinawings in @aming taskThey found
that nearly all of the objects benefited from coland there was little difference between the
categories of animals, fruits & vegetables, and meate objects with and without a

diagnostic colour.

Their findings may reflect the fact that even madeabjects without a specific diagnostic
colour tend to be presented in a limited rangeotdwrs (e.g. a hammer rarely appears in
purple or orange), or presented in a dominant cdleig. many chairs are brown).
Furthermore, the colour diagnosticity for a manmablect can vary amongst individuals as
colour diagnosticity depends on experience. Fangde, if one drives the only pink Mini
Cooper in town, one will discriminate ones car mtagter by concentrating on its colour

than on its shape, even though pink is generallyarthagnostic colour for that type of car. In
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this case, pink has become the diagnostic colauhBowner of the car but not for the other
Mini Cooper drivers. Wurm et al. (1993) and Humphegal. (1994) reasoned that testing
subjects with their personal items might show ativge for colour in some manmade objects
as well. In addition, Tanaka & Presnell (1999) fduhat even though the majority of the
tested objects in their experiments were affecteddbour diagnosticity, there were several
objects, which were not. Objects with high ratetbapdiagnosticity were processed slower,
and others with low rated colour diagnosticity wprecessed faster than average. The
authors propose that colour diagnosticity may ktebdescribed as a continuum, where
objects with strong colour association (dependim@es individual memory) are found at
the one end, and objects with indifferent or motéecalour association somewhere in

between.

1.5.4: Summary of colour effects on object segmertian and object recognition

In summary, research has shown that colour cahtédeiobject recognition at different
processing stages and that inconsistencies intsasaly depend on test designs. Tasks that
require more differentiation to select an indivitethresponse may show stronger effects for
colour than simple object detection or classifmatiasks (e.g., Price & Humphreys, 1989). At
astructural leve] differences in colour may help to locate objemifidaries, which aid the
segmentation process. Atanceptualevel colour associations provide additional
information and a direct access to the objectsititle which can aid object recognition. It is
further shown that colour is an intrinsic propesfyisual representations of objects and that
stored colour knowledge can influence object pdroe@nd segmentation as top down
activation at early stages of visual processingvéiger, colour associations with an object
depend on individual experience. In addition, fioredl imaging studies by Moore & Price
(1997) reveal that human participants show redacgigation levels in object recognition

areas when coloured drawings have to be identtioedpared with black and white line
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drawings. This may indicate that identificationtloé former is computationally less costly

than the latter.

Table 1. Review of studies that investigated effects of aolonobject recognitionin adult people

Reference Object type Colour manipulation found significant
effects for colour
Detection
Delorme et al. (2000) fruits, vegetables, food, CP vs. BWP + (RTs)
animals CP vs. BWP + (Acc.)
coldiag. objects
Wichmann et al. (2006) animals CP vs. BWP +
coldiag. objects
Recognition
Kemp et al. (1996), Exp. 2 faces CP vs. BWP Rk
Lee & Perrett (1997), Exp. 1 faces CP vs. BWP +
CCvs. BWC +
Russel & Sinha (2007), Exp. 2, 3 faces CP vs. BWP +
Yip & Sinha (2002) faces CP vs. BWP R Sl
Uttl et al. (2006) natural / fabricated CP vs. BWP +
coldiag. / non coldiag. objects
Verification
Biederman & Ju (1988), Exp. 4 natural / fabricated CP vs. BWLD -
coldiag. / non coldiag. objects
Biederman & Ju (1988), Exp. 5 natural / fabricated CP vs. BWLD -
coldiag. / non coldiag. objects
Brodie et al. (1991), Exp. 4 fabricated / CP vs. BWP -
non coldiag. objects CP vs. BWLD -
Chainay & Rosenthal (1996) natural / fabricated CP vs. BWLD -
Subjects with Alzheimer’s disease coldiag. / non coldiag. objects
Davidoff & Ostergaard (1988), Exp. 2 fruits, vegetables / CP vs. BWP -
coldiag. objects CP vs. ICP -
Davidoff & Ostergaard (1988), Exp. 3 fruits, vegetables / CP vs. BWP -
coldiag. objects CP vs. ICP -
Joseph (1997) animals, fruits, vegetables / CLD vs. BWLD +
coldiag. objects CLD vs. ICLD +
Joseph & Proffitt (1996), Exp. 1, 3 natural / CLD vs. ICLD +
coldiag. objects
Hayward & Williams (2000) novel objects / CP vs. BWP +
non coldiag.
Proverbio et al. (2004) natural / fabricated / CLD vs. ICLD +
coldiag. / non coldiag. objects
Tanaka & Presnell (1999), Exp. 2 natural / fabricated / CLD vs. BWLD + *
coldiag. / non coldiag. objects
Tanaka & Presnell (1999), Exp. 4 natural / fabricated / CLD vs. BWLD +*
coldiag. / non coldiag. objects CLD vs. ICLD + *
Classification
Davidoff & Ostergaard (1988), Exp. 1 natural / fabricated / CLD vs. BWLD -
coldiag. / non coldiag. objects
Ling & Hurlbert (2004) novel objects / CO vs. BWO +
non coldiag.
Lloyd - Jones (2005), Exp. 2 animals, fruits, vegetables / CLD vs. ICLD +
Healthy subjects and subjects coldiag. objects
with Alzheimer’s disease
Lloyd - Jones & Nakabayashi (2009) natural / fabricated / CPvs. ICP +
coldiag. / non coldiag objects
Nicholson & Humphrey (2001), Exp. 4 fabricated / CLD vs. BWLD + **
non coldiag. objects CLD vs. BWLD -
Ostergaard & Davidoff (1985), Exp. 3 fruits CP vs. BWP _
coldiag. objects CPvs. ICP _
Price & Humphreys (1989), Exp. 1b natural / fabricated CP vs. BWLD +
coldiag. objects CP vs. ICLD +
CLD vs. BWLD +
CLD vs. ICLD +
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Price & Humphreys (1989), Exp. 2 natural objects CP vs.BWP +

coldiag. objects CP vs. BWLD +

CP vs. ICLD +

Vernon & Lloyd - Jones (2003), Exp. 2b  animals, fruits, vegetables/ CLD vs. ICLD +
coldiag. objects

Zimmer & Steiner (2003) Exp. 1,2 natural / fabricated / CLD vs. ICLD +

coldiag. / non coldiag. objects

Notes CP = colour photosBWP = black and white photo§LD = colour line-drawingsBWLD = black and
white line drawingsCC = coloured caricatur®8WC = black and white caricatur€0 = coloured object;

BWO = black and whit®bject;ICP = incorrectly coloured photokCLD = incorrectly coloured line drawings;
RTs = reaction timesAcc. = accuracygoldiag. = colour diagnostict only for high colour diagnostic objects;
** in thesulordinate classification task; *** founfamiliar faces only; **** for blurred images.

1.6: The effects of colour on object naming

What processes govern the naming of objects fratopal material? There is evidence that
pictures and words share a common semantic netavatla sensory feature of an object such
as colour not only influences visual identificatiomt may also affect verbal processing stages
as well. Picture naming entails a number of subjetfject-, and linguistic-related factors,

which may influence latencies and accuracy meastitesse issues will now be considered.

1.6.1: Naming stages

In the recent decades, there has been importagtga®in the study of name retrieval and its
neural correlates. Several approaches using plogsiall techniques and/or functional
measures including psycholinguistic modelling,toyexplain the underlying mechanisms.
Naming is a fundamental aspect of language. Ivaies a wide range of brain areas as is
evident from functional neuroimaging (e.g., Moord>&ce, 1999; Price, 2000) see figure 7,
cortical stimulation experiments (Ojemann, 1991nt&din, et al., 1994); intraoperative
language mapping (limberger et al., 2001); tramsatanagnetic stimulation (TMS) studies

(e. g., Stewart et al., 2001) and lesion studigs,(Bamasio et al. 2004), see figure 8.
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Figure 8. An illustration of areas of the brain that actevduring naming visual pictures. The activatedrbra
areas are illustrated in red and yellow. Imagendkem Price (2000) with data from Moore & Pric&999).
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Figure 9. Example of schematic representation of the braircgires involved in the name retrieval of an obje
presented visually as proposed by Damasio et @042
Schematic representation of the brain structuresiwed in the retrieval of concept and productiéma evord
denoting a visually presented non-unique concnetiéyea cup. The image processing begins in prymésual
cortices of both hemispheres and continues alarageade of divergent and later convergent assogiati
cortices. Signals related to this process eventuaich motor-related cortices. In this particégample the
authors propose the following: (1) bilateral engagat of early visual cortices is followed by engageat of (2)
left parieto-occipital cortices (which hold disptimns for concept retrieval); (3) engagement otices which
hold dispositions related to the concept; (4) bédiional connections among these areas probably &r
iterative activations and eventually lead to engagat of (5) regions which hold dispositions for riagn (6)
engagement of areas capable of phonemic map ralire=g. in the left superior temporal gyrus, nsaeegto
guide (7) the regions in charge of word productmionstruct the phonetic sequence of the actudespword.
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Naming an object or its pictorial version aloudagistearly sensory visual analyses, access to
stored information about object properties, sengaatttivation, lexical retrieval and the
activation of the phonetic-articulatory program dee for oral output (Laiacona et al., 2001;
This process can further involve activation of cgptaal, psychological, functional, temporal,
and psycholinguistic aspects, including grammateal syntactical functions (Frattali, 2005).
In this research, we will not be interested ingleeeration of words or grammatical and
syntactical functions, but focus on the semanticess of naming and how this process can

be influenced by colour.

1.6.2: Linguistic models of object naming

Psycholinguistic research has developed modelstdbewnderlying structures of naming to
provide a framework that researchers can use tatekspredict language behaviour. Various
neurolinguistic models have been proposed to explaw visual and lexical processing
stages might be connected. Some early functiondetadavoured aequentialvay of
information processing in a discrete and stricthjteam-up manner (Morton, 1979; Levelt,
1989; Dell & O’Seaghda 1991, 1992; Hillis & Cararaz2995). These models assume that
processing starts ats&ructural object descriptioleveland that semantic information of a
target object (e.g. CAT) spreads activation oftrget and its semantically related
competitors (i.e. DOG, RAT) onto thelevel The L level contains lexical representations
that correspond to words and mediates betweerotieeptual-semantic level and the level of
individual phonemes. Phonological retrieval caretplace after a single L level unit (in this
example: CAT) has been selected amongst its secrm@nmpetitors. See figures 9 and 10 for
examples of serial models as proposed by a) HillG&aramazza (1995), and b) Dell &

O’Seaghda (1991, 1992).
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Representations computed on-line in visual processing:

primal sketch Exampla:

2.5 D sketch NI

3-D sketch

w

Stored representations:

structural description I [bristles] [handie] |6-8 inches] :
samanlic reprasentation Idor brushing=  <hand-held>  <for cleaning:» <for teeth>

lexical-phonological Jpelmbmj / melrbrnﬁ fwe brAjr‘ lspand 3/ Nuepelst
representation

"paintbrush” “"hairbrush” "toothbrush®  “sponge” "toothpaste”

Figure 10. A schematic representation o$erial model of visual object naming as proposed by $18li
Caramazza (1995)
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Figure 11.Schematic representation of the discrete forwaobant as proposed by Dell & O’Seaghda (1991,
1992) adapted by Rapp & Goldrick (2000). Thick arsalenote activation flow involving the target;rttarrows
denote activation flow involving its lexical neighlrs.
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However, such serial models fail to explain thaetstrof naming errors found in normal
subjects and in patients with neurological deficiher theories therefore introduced more
interactiveandcompetitivemodels withexcitatoryandinhibitory connections between the
levels of structural descriptions, semantic clasaiion, and name representations (Glaser &
Glaser, 1989; Glaser, 1992; Davidoff & De Bles&93; Humphreys et al., 1995; 1999).
Interactive models with feedback connections ndy allow for an explanation of semantic
or phonological errors, but also the originnsiikednaming errors containing semarsicd
phonological components like for example in caf-oatiish-dish. In addition, such models
also account for the use of synonyms. For examyen one struggles to find the intended
phonological form for a certain meaning (esgfg, feedback could result in the use a

synonym (i.ecouch instead (Rapp & Goldrick, 2000).

One example of a model which includes interactistésation and competition is that of
Humphreys et al. (1995) in Figure 11 with feedbtak between all levels of
representations, and activation and inhibition emtionsbetweerandwithin the single

levels. The model has units at each level that eagegatoryconnections toelatedunits and
inhibitory connections tainrelatedunits at the preceding level. Inhibitory connectiwithin
each level result in the selection of a single tirat represents the stimulus. In contrast, the
restricted interaction account (RIA) model by R&o@oldrick (2000) only allows feedback
flow between the phonological forms (phonemes)taedexical representations of words as

depicted in Figure 12.
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Figure 13. The restricted interaction account proposed bypR&asoldrick (2000). Tick arrows denote
activation flow involving the target, thin arrowenbte activation flow involving its lexical neighlns, and

outline arrows denote the feedback flow.
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Evidence for interactivity between visual and védystems comes from studies on speeded
naming (Vitkovich & Humphreys, 1991; Vitkovich dt,a1993; Lloyd-Jones & Nettlemill,
2007) which looked at error types made by normbjesais when forced to respond to a fast
response deadline. Speeded naming was used tomsitaints on information transmission
between visual and verbal systems and to induceseif the visual processing stage is
discrete, as proposed in earlier models, and ihdme selection only starts by the time the
visual access to object semantics is complete, rihering errors should be only semantic in
nature. However, errors made by the subjects watteviisually andsemanticallyclose to the
target objects. This indicates that partial trassioin of information can trigger object
naming and that visual access to semantics isutigtdomplete before name retrieval starts

(Riddoch & Humphreys, 2001).

1.6.3: A common semantic network for pictures and wrds

Several attempts have been made to understand bads &nd pictures are linked together
with different test designs and evaluation methémsging studies including PET and fMRI
tried to link functional models to areas of braatiwation. Their results show that visual and
verbal processing form a strong relationship asdl tthey share a common semantic system.
Evidence was found irrespective of stimulus mogaés inpictures versus words
(Vandenberghe et al. 1996) or tasks, aseimantic decisiofVandenberghe et al. 1996; Price
et al., 1997, Mummery et al., 1998; Murtha et E999; Kellenbach et al., 2005) word
generation(Wise et al., 1991; Martin et al., 1995). For exéamin thepictures versus words
comparison by Vandenberghe et al. (1996), subferdso judge whether a target stimulus
(e.g. “cow”) is closer in meaning to one of two gaenstimuli (e.g. “horse” or “bear”), when
stimuli were presented in triplets of either wmtt@ords or pictures. The measured brain
activity showed largely overlapping processingdmturesandwordsand revealed only a

few specific areas that were differentially acti#arthermore, it was found that semantic



58

tasks activate representations from picture-spesifuctural descriptions amebrd-specific
lexical or phonological representatiogsimultaneouslyrom modality-specific brain areas.
The authors suggest that a distributed semanteanktshared by both modalities may have
its phylogenetic origin in a pre-existing objectognition system that has provided the
ground for a lexical system attributing meaninghte words.

Similar cortical activations were found in PET sasdby Mummery et al. (1998), who
compared differences in semantic similarity judgtedietween the perceptual attribute
colour (typical colour of the object) and the associattteibutelocation of objects (typical

location of objects) by using triads of written words.

More support for a strong connection between viandl verbal processing comes from
studies measuring eye movements during visual atpeand verbal encoding tasks. Object
viewing times depend systematically on the numibsritables in the object’'s name when
subjects are asked to name different objects predém pairs in a display. For example,
subjects look longer at a picture with a ‘scootkén a ‘hat’. Subjects also look longer at
objects with low-frequency compared with high-fregunames. High frequency words are
defined as words that are used more often in ceatien (e.g. food, home). Such words have
a lower threshold to be activated for selection parad with low frequency words (e.g. igloo,
penguin). Word frequency effects arise only dutaxdcal retrieval, but do not appear when
subjects categorize objects without naming thenlicating that viewing times during object
naming reflectinguistic planning processes (Meyer et al., 1998).

In addition, Zelinsky et al. (2000) showed thatjsats often automatically sub-vocalize
object names to supplement their visual representathen trying to remember objects in a
multi-item display. In a free viewing task subjelbtsl to remember four objects that were
presented simultaneously in displays without exghfimaming them. Viewing times

corresponded with the time required to sub-vocallzjiect names and gaze was only shifted
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to the next item after this process was compldtedlings show that depending on the task,
people may use implicit verbal strategies to supplat their visual memory and that the

linguistic process may then constrain the oculapéttion of the object.

Shepard (1964, p 59) argues that colours diffenftioe representation of other object
attributes as they seem to appear onlyreggesandnamesn long-term memory, because
they are ‘reacted to as homogeneous unanalyzaldiesgitihat cannot be further fractioned
into perceptually discrete parts like geometricairfs. The perception of a form can be
decomposed into different parts of its shape fangxe into straight or curved lines, whereas
thesensatiorof a colour appearance cannot be decomposedsphysical components

brightness, hue, or saturation (Pavio & te Lind#g0).

Knowledgeabout colour is stored holistically and as a cardus representation that can be
triggered either by the perceptual appearance obgett during object recognition, or by its
lexical label during mental imagery (Tanaka et2001). Pavio & te Linde (1980) suggest
that colour knowledge is not stored any closemovedge abouthapethan to knowledge
about objechames They showed in their studies that subjects spatiagery skills can be
related to outcome scores of symbolic comparisonsize, and that reaction times are faster
with pictures than with words in such tasks. Iniaidd, individual verbal fluency can be
related to outcome scores of comparisons of siznvegtimuli consist of words. In contrast,
no correlation to spatial or verbal abilities isifial when subjects haveitoaginecolour
during decisions about brightness and hue. FurtbexnStuart, (1994) found that subjects
need equal times to judge whether colours diffemfian object’s real-life colour when
colours are presented tachistocopically besideeithcolouredine drawingsor objects

names.
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Lantz & Steffire (1964) have also shown that theeeaith which a colour can lvecognized
in an object is directly correlated to the easénwihich the colour can laescribed verbally
between subjects. These results indicate that c&lmawledge can be assessed equally

quickly from pictures as from words.

In summary, there are a number of studies withengd for a common semantic system that
is accessed by pictures and words. A sensory feafian object such aslour may
therefore not only influence visual identificatismen the task involves naming but may

affect verbal processing stages as well.

1.6.4: Colour in the semantic selection process

In fact, there is less disagreement about colaayipg a role in objeatamingthan it is for
objectidentificationor categorisation|t is generally agreed that it requires more sga
information to find the correct name of an objdwrt it is needed to identify or sort objects
into categories. Retrieving the name of an objexnfa picture involves perceptual analyses
of the visual input and the mapping from an objsetmantic concept to its name. The ease of
access at an early stage will subsequently affdgstadion and processing at later stages
(Humphreys et al., 1999). Furthermore, the degfetsaal and semantic similarity between
objects constrains the demand of semanticallyedlatlection processes until only one
lexical item survives to be ultimately articulai@sla response (Levelt, 1991). The left inferior
frontal gyrus (LIFG) has recently been associatéld such selection processes in fMRI
studies by Kan & Thompson-Schill (2004). The aushaoint out that damage to the LIFG
can be a possible source of linguistic deficitsome forms of aphasia. Colour as an intrinsic
property of the object is found to play a cruca@ekrin this semantically related selection
process as it speeds up naming reaction timesrdrahees naming accuracy compared with

achromatic pictorial material as shown in sevetadies of different subject groups.
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A linguistic model of object naming that particijaincorporatesolour is that by Davidoff

& de Bleser (1993) and Davidoff (2001) and depidteligure 14 on page 62. The model
consists of four main stages: the first stage casaprthe processing of shape boundaries that
contain surface information includirmglour at a temporary register. This information is then
mapped onto stored structural descriptions of tijead (visual object knowledge). The third
step contains the access to associated object kdgelincluding object-colour knowledge. In
a forth step this information is then mapped ortorlogical representations for the lexical
item (name of the object).

The model implies that colour can influence namanhdifferentprocessing levels. The
‘temporary register’ in Davidoff's model holds imfoation derived from spatial and temporal
variations in wavelength in the form of boundarsenifaces (shape). Boundaries can be
formed by variations of several domains such asriante, binocular disparity, motion,
texture, anatolour (Cavanagh, 1987). At this levelplour can affectorm. It has been shown
that wavelength information referring to colour tains shape forming properties and that
colour can form boundaries by itself (Heywood et H91; Kentridge et al., 2004).

The ‘internal colour space’ is a system for repnéisg colour category information such as
red, blue or green. The internal colour space haseadirectional information flow to the
temporary register, which itself has bidirectioo@ahnections with the ‘entry level of stored
structural’ descriptions’; and there is a direnelfrom the internal colour space to colour
names.

The entry level of stored structural description&ls information about the visual form of an
object. The term ‘structural description’ is usyalsed to distinguish between a perceptual
visual form of an object and the associative knogéeabout the object. There is no
consensus in the literature as to whether struati@scriptions contain colour information or

not, as there are different views of whether stadtknowledge is holistic (e.g., Graf &



62

Schneider (2001) or implies a solely parts-baspdesentation of the object (e.g., Biederman,
1987). Structural descriptions have access to abject knowledge including ‘associated
knowledge’, ‘function knowledge’, and ‘sensory krledge’ as illustrated by the bidirectional
arrows. Storedbject-colourknowledgds located in the sensory knowledge space and may

influence lexical access (Davidoff, 1991; Davideffal., 1997).
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Figure 14. A model of object naming from Davidoff & de Bleg&¢993), adapted by Davidoff (2001), taken
from Humphreys & Forde (2001).

A positive effect of colour on naming has been shawseveral studies of different subject
groups. For exampleormally developed childreaged four, six or eight name coloured
pictures for new vocabulary faster and more acelydiban black and white ones, when the
vocabulary level of the picture is within their @éoapmental range. For items that exceed the

child’s developmental level, colour aids accurdmyt, not speed (Barrow et al., 2000). Similar
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results are reported by Johnson (1995) indicatiag ¢olour may add saliency to the names
that are known but still developing, leading toreager number of names to be retrieved.
Other studies with differeratdult subject groups show that colour enhances accuaraaipr
speeds up reaction timeshralthy adults of different ag®stergaard & Davidoff, 1985;
Davidoff & Ostergaard, 1988; Biederman & Ju 1988¢#& Humphreys, 1989; Brodie et
al., 1991; Wurm et al., 1993; Humphrey et al., 9@dntanes et al., 1995; Tanaka &
Presnell, 1999; Nicholson & Humphrey, 2001; Ver&ohloyd-Jones, 2003; Rossion &
Pourtois, 2004; Laws & Hunter, 2006),prople with conditions of low visibiliyVurm et
al.,1993) and irlderlyilliterates (Reis et al., 2006).

Furthermore, colour improves naming in patientdwweurological deficitsas shown in
patients withAlzheimer’s diseasgMontanes et. al 1995) and when the objects anatfral
categories (Chainay & Rosenthal, 1996 )patients with visual agnosiahen the colour is
diagnostic for the object (Humphrey et al., 19944 also inpatients with aphasiéBisiach,

1966; Benton et al., 1972). See table 2 on pagercdn overview.

In the latter two studies, aphasic subjects demaigskess impaired naming with coloured
stimuli when real coloured objects, presented enftihm of toys (Benton et al.,1972) or
realistically coloured pictures (Bisiach, 1966 arontrasted with the same objects presented
as two-dimensional black and white line drawingse &uthors suggest that naturally

coloured three-dimensional objects and realisgiaadloured pictures might carry more
redundant information to facilitate an objects ndiearousing a wider range of associations
and thereby helping to access the objects lexgmksentation. Two-dimensional
representations may activate a weaker ‘concepfichwvmay fail at certain levels to support
lexical access (see also Goodglass et al., 1968).vlew fits with the findings by Reis et al.
(2006) who tested elderly illiterates and a matditecate control group with four different

colour conditions, including colour- and black amiite photographs and coloured- and black



64

and white line drawings. They found that illitergkrticipants perform better with coloured

stimuli and that effects are independent of thegdraphic detail. The observed colour

effects were more prominent in the illiterate gral@n in the literate control group, showing

that naming abilities of the illiterates depend enon perceptual information, as they had

fewer opportunities to practice interpreting vissyonbolic representations compared with the

literate population (Reis et al., 2006).

Table 2.Review of studies thamvestigated effects oobject namingin adult people

significant  effects
Reference Object type Colour manipulation ~ Accuracy RT
Healthy adult subjects
Biederman & Ju (1988), Exp. 1 4 natural and 25 fabricated CP vs. BWLD - -
Biederman & Ju (1988), Exp. 2 4 natural and 25 fabricated CP vs. BWLD - -
Biederman & Ju (1988), Exp. 3 4 natural and 25 fabricated CP vs. BWLD - +
Brodie et al. (1991), Exp. 3 12 fabricated objects CP vs. BWLD - +
CP vs. BWP - -
Davidoff & Ostergaard (1988), Exp. 2 32 natural and 32 fabricated CLD vs. BWLD - +
Humphrey et al. (1994), Exp. 1 11 natural and 109 fabricated CP vs. BWLD [%] +
CP vs. BWP 14} -
RO vs. ROG a +
Humphrey et al. (1994), Exp. 2 11 natural RO vs. BWP (%] +
RO vs. BWLD 14} +
CP vs. BWP a +
CP vs. BWLD 14} +
11 natural and 68 fabricated RO vs. BWP 14} -
RO vs. BWLD a -
CP vs. BWP 14} -
CP vs. BWLD 14} -
Humphrey et al. (1994), Exp. 3 30 natural CLD vs. BWLD + +
CLDvs. ICLD + +
CLD vs. BWLDT +
Laws & Hunter (2006) 20 natural CLD vs. BWLD Ll 0]
Lloyd - Jones & Nakabayashi (2009) 65 natural and 10 fabricated CP vs. BWP + +
CPvs. ICP + +
Montanes et al. (1995), Exp. 2 24 natural and 24 fabricated CLD vs. BWLD + 0]
Moore & Price (1999) natural and fabricated CLD vs. BWLD + +
Nicholson & Humphrey (2001) Exp. 2 54 fabricated CP vs. BWP - +*
CLD vs. BWLD + +*
Nicholson & Humphrey (2001) Exp. 3 54 fabricated CP vs. BWLD + +
Ostergaard & Davidoff (1985), Exp. 1 24 natural CP vs. BWP a +
Exp. 3 4 natural CP vs. BWP a +
CPvs. ICP 14} +
Price & Humphreys (1989), Exp. la 100 natural and fabricated CP vs. BWP + -
CP vs. BWLD + +
CPvs. ICLD + +
CLD vs. BWLD + +
Reis et al (2006) 70 objects CP vs. BWP +H* -
CLD vs. BWLD +rx -
Rossion & Pourtois, (2004) 260 natural and fabricated CLD vs. BWLD a +
Sanocki et al. (1998) 16 fabricated CP vs. BWLDC + 0]
Tanaka & Presnell (1999), Exp. 3 11 natural and 13 fabricated CP vs. BWP RS R il
Vernon & Lloyd - Jones (2003), Exp.la, b 40 natural CLD vs. BWLD + +
Exp.2 a, b, c 40 natural CLD vs. ICLD + +
Wurm et al. (1993), Exp. 1 21 natural CP vs. BWP + (]
Wurm et al. (1993), Exp. 2 21 natural CP vs. BWP + +
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Patients with aphasia

Benton et al. (1972) 4 natural and 12 fabricated RO vs. SBWLD + [%]
RO vs. LBWLD - (0]

Bisiach (1966) 30 objects CLD vs. BWLD + [%]

Patients with Alzheimer’s disease

Chainay & Rosenthal (1996) 20 natural and 20 fabricated CP vs. BWLD HRx a

Montanes et al. (1995), Exp. 2 24 natural and 24 fabricated CLD vs. BWLD + a

Notes CP = colour photosBWP = black and white photo§€LD = colour line-drawingsBWLD = black and
white line drawingsBWLDC = black and white line drawings produced by corapméd edge extractor
(Canny, 1986)BWLDT = black and white line drawings with textu@BWLD = small black and white line
drawings (3.5 x 4.7 cm);BWLD = large black and white line drawings (8.9 x 1éf); ICP = incorrectly
coloured photodCLD = incorrectly coloured line-drawingRO = real objectsROG = real objects grey
sprayedd = not reported* only in the non-canonical presentatidh;only in the illiterate populatiort** only
for the natural object&*** only for high colour diagnostic objects; ***** ownlfor blurred objects

A problem with many of the studies evaluating coleffiects on naming is that their results
are difficult to compare (see table 1). Differergthiods and test designs are used to measure
the effects (accuracy, latencies, or both) with s@esults deriving from a single exposure
with the target objects and others from multiplpasures. People contrasted different types
of stimulus manipulations such plsotosor line drawingsin colour or black and white,
incorrectlycoloured line drawings aeal objectsLine drawings were presented either with

or without additionatexture information Stimuli appeared in varying numbers and belonged
to different categories. They derived from diffeéreaurces such as real objects, toys, self-
made photos or drawings or were taken from the §reg & Vanderwart (1980) picture set.
Furthermore, the number of participants involved task varied between two (Humphrey et
al. (1994), Exp. 1) and 220 (Rossion & Pourtoif)®0which may have affected significance
levels in some of the results. Another problenh& &« majority of the studies provides
incomplete information about their stimulus sets Ibbject class or surface details of the
pictures, and does not report precise results asi@verages of accuracy measures or reaction

times for each condition.
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1.6.5: Factors affecting picture naming

A number of studies examined variables other tldoue that may affect latencies and
accuracy of picture naming at different processawgls. A list of these factors is described
below. However, some of these factors do not slaiwst effects in all of the test designs
(e.g., word length effects; Levelt, 198%)have a clear locus of effect (e.g., age of

acquisition; Lewis, 2006).

Severakubjectrelated background factors may need to be consldelnen seeking
interactions between participant characteristicsstimulus attributes (e.g. colour effect).
These factors include age and education, genea#thretatus and effects related to language
such as bilingualism or cultural effects (Gollarakt 1995; Johnson et al., 1996; Laine &
Martin, 2006, pp 95-96 Agerelated performance, where older people performsa/than
younger ones, have been reported in the majorisguafies on this matter, but not in all of
them (e.g. Benton, 1967; Ally et al., 2008). lassumed that executive functions may decline
with age making spontaneous name retrieval legst@fe. Educationandcultural effects
related to languagéave often shown a positive correlation with nagrsnccess, as subjects
with a broader education may posses a larger véagb{iLaine & Martin, 2006, p 94-95).
However, in their review, Laws et al. (2007) fodittde effect of years of education on
naming when common stimuli are used as they arergby known and readily named by the
majority of healthy people (see also Benton, 196éneral healthssuedqe.g. depression,
neurological impairments) can influence performaawée need to be examined, especially
when dealing with an elderly population (Laine & tlia, 2006 p 94-95; Wingfield et al.,

2006).

Object identificatiorcan be affected by variables suctstisiulus qualitywhere image

degradation such as blurring or spatial filteriegy(, Viggiano et al., 2004; Laws & Hunter,
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2006) or removal of information of key featurediué object lead to poorer recognition
(Biederman, 1987; Biederman & Cooper, 19%)mulus sizeeems to be optimal when
pictures are presented foveally in a range of £°t(Biederman & Cooper, 1992Janonical
perspectivéPalmer et al., 1981; Viggiano & Vanucci, 2002) atichulus realisn{Bisiach,
1966; Benton et al., 1972; Leder, 1996; NicholsoH&mnphrey, 2001; Viggiano et al., 2004;
Tatler & Melcher, 2007) have been shown to easegption.Image agreemenwhich refers

to the degree of a match between a picture arsiated canonical representation in memory,
may affect object recognition in that objects witgher ratings in image agreement elicit
faster naming RTs (Barry et al., 1997; Alario et 2004). Visual complexityefers to the
number of visual attributes/details of a picture amiliarity to the experience and frequency
with which participants use or encounter a givejgectb Both variables affected scores in
some studies (e.g., Cuetos et al., 1999; Kremah. e2003), but not in others (Snodgrass &
Vanderwart, 1980; Barry et al., 1997; Laiaconale801; Alario et al., 2004). Results may
vary becausémiliarity scores depend on the selection of the exemplarexmple,

whether a chosen picture of a bird is perceivegtpgesenting fypical exemplar of the
category ‘birds’ for a given population (Snodgré&s¥anderwart, 1980; Jolicoeur et al.,
1984; Tanaka & Corneille, 2007). In addition, Viggo and her colleagues (2004) found that
familiarity differs among object categories withraals and musical instruments having
significantly lower familiarity ratings comparedtWiother categories such as tools or food.
Ratings may also differ depending on whether thexwe from pictures or from words.
Kremin et al. (2003) published a cross-linguistatadbank for oral picture naming (PEDOI)
with data from ten different languages. Their ssgducing ‘a high correlation for the
degree of concept familiarity’ derived from 98 Fearsubjects who were rating black and
white line drawings. The scores from the Frenchesib varied considerably from those of

107 German subjects, who performed the same retgkgwith words.
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Variables affecting naming at tkemantic and lexical levake age of acquisition, word
frequency, name agreement, and word length. Teaaesubstantial literature on hage of
acquisitionand/orword frequencaffects lexical tasks (e.g., Morrison et al., 198arrow,
2000; Barry et al. 2001) with different conclusidese Lewis (2006) for a critical review).
Objects can have lower or higher ages of acquisdind words can be used more frequently
in one or the other language community, dependmtheir cultural habits (Benton, 1967).
The major findings are that words which have bemyumed early in life and which have been
used more frequently are easier to produce thadsiearned later in life and used less

frequently.

Word lengtheffects (i.e. number of letters, syllables, phoasmim a word) showed only a
significant effect for the number of phonemes toicdy defined correct naming rates in the
study by Snodgrass & Yuditsky (1996) and no effedien correlated by Barry et al. (1997)
and Szekely et al. (2005). It is suggested thatilemgth effects arise during the assembly of
the phonetic program for a verbal response (Johesah, 1996). However, length effects are
difficult to measure, because they cannot be se&olation; they depend, at least partly, on
other variables such as age of acquisition and reggiency (Morrison et al., 1992). In
addition, word length effects diminish when pedm&e enough time to prepare a naming
response before pronouncing it, suggesting thag¢ffleets are influenced by time (Levelt,

1989).

Name agreememefers to the most dominant (or frequent) namemttaure given by a
(native) speaker of the studied language. It isi@dghat it may affect competition amongst
incorrectresponses at the level of structural descriptioanobbject or competition amongst
correctresponses at a more post-semantic level whereahglation between semantics and

phonology takes place (Barry et al., 1997). Supfoorthe latter explanation comes from
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studies where name agreement influenced namingydiwtbject decision reaction times

(Johnson et al., 1996).

Controlling name agreement can be difficult asdhexists only very few objects that come
with a single name. In addition, names can haveerttan one meaning (homonyms) and this
varies across different languages and populatiemskankor clip, in English; andPfeife= a
whistle or a pipe in German). Differences in namgeament have been observed between
objects belonging to the same category and amdfegett categories (Viggiano et al.,

2004). The authors found the highest name agreeioietite category of animals and the
lowest for the category of food. Levelt et al. (19%und a full name agreement on only 78
out of 300 target pictures, when 20 different studdabelled them and subjects came up with

18 alternative names for a single object in thelystuy Szekely et al. (2005).

Furthermore, cross-linguistic studies show a sulbistiavariation of name agreement scores
when different languages and/or populations arsidened (Kremin et al., 2003; Viggiano et
al., 2004). These findings come as no surprisejasy objects and their names have been
prone to changes over time. Industries such asdoaddashion launch new item
specifications and labelling to sell their produdise use of language is not static with some
names coming out of fashion and new ones beingededl the time. For instance, the basic
word ‘shoes’ can refer to sandals, slippers, bakey, loafers, sneakers, trainers, boots, flip-
flops, wedges, moccasins, stilettos, high heelsyga) mules, and so forth. Some food items
may have an additional (dominant) regional nange, ‘&tties’ for potatoes in the north east
of England. Those names may be used more often bidar generation than among younger

people.
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In summary, there are many factors that appeanflizeince subjects’ performance when
measuring behavioural effects on picture namingbgécts. However, not all of them have
shown robust effects in all of the test designaavoss all participant groups. It is important
to establish which are crucial when conductingassilanguage study and to involve a wider

range of objects and participants than is planoethie current research.

1.6.6: Summary of colour effects on naming

Several studies have been conducted to evaluaiarasifects on naming. Results are often
difficult to compare as different studies use d#f& subject groups, stimuli, visual
presentation modes, methods and test designs tsunecthe effects. In addition, the reported
statistical analyses and results often do not piesufficient data to make these studies
comparable. It is therefore difficult to draw a gead conclusion at which levels of processing
colour might interfere with the naming process. lduer, there is evidence that pictures and
words share a common semantic system, it is thereéasonable to assume that colour
might not only affect visual identification but &l processing stages as well. In fact, the
model by Davidoff & DeBleser (1993) and DavidofD®.) suggests that colour may affect
form at an early visual perceptual level. At anotlegel, surface colour information may
activate sensory knowledge and may influence aaseeiknowledge about the object. This

object-colour knowledge in turn may influence letiaccess.

1.7: The effects of colour on priming

Research measuring priming effects when namindesmigiects has chiefly used achromatic

stimuli and very few studies have included coldurese latter studies have produced mixed

results and provided no clear picture about the oblcolour in the priming process of picture
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naming. However, there are at least some findingsdolour improves priming when

subjects are verifying scenes.

1.7.1: Multiple forms of memory
Memory is composed of different forms (short-tertong-term memory) and systems
(conscious / unconscious processes) that can beathged from one another. Short-term and

long-term memory are distinguished by the amounineé that has passed before recall takes

BAE MY
DECLARATIVE (EXPLICTT) NOMDECLARATIVE [IMPLICTT)
FACTS EVENTS SHILLS FRIMING SiMPLE NOMASSOCIATIVE
AND CLASSICAL LEARMNING
HARTS CONDHTIONING

Figure 15.Classification of memory. Declarative (explicit) mery refers to conscious recollections of facts
and events. Nondeclarative (implicit) memory retera heterogeneous collection of abilities whereby
experience alters behaviour nonconsciously witlpooviding access to any memory content. Image téien
Squire (1992).

place. Priming is a type of memory where a percdptken laid down during initial
encoding of a stimulus affects encoding of a folluywstimulus presentation. This can occur

either by implicit or explicit memory processese®emodel of components of memory by

Squire 1992 in figure 14.

1.7.2: General definition of priming
Implicit memory is defined as an unconscious andtentional retrieval of past experience
on a current behaviour, whereas explicit memosgyésnscious and intentional recollection of

facts or events in a recent experience (Schact&udékner, 1998). Implicit memory can be
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seen as a more primitive and pre-linguistic fornm&mory structure; because it can be
observed even in animals that do not possess qmakxplicit memory systems (Squire et
al., 1993). A further differentiation is that mema@ffects in implicit memory are long-lasting
and can last for many years (Mitchell, 2006), wasmnmemory effects in explicit memory are
short-lived and prone to a much faster decay. Pgns a part of implicit memory that
defines a certain type tdarningthatcan operate without attention and in the absence of
conscious memory of earlier experiences. This fofiearning occurs regardless of either its
behavioural significance or any particular stimudtisibutes and serves to speeceapoding
processes with an object. In contrast, learninghaeisms in the explicit memory system
require attention to the task and involve procesgesre new material is encoded in forms of
meaning and related to one’s knowledge base. Bxpliemory serves to provide intentional
information about specifieventghat occurred with an object (Baddeley, 2004, p 34
Another form of learning is called ‘perceptual le&ag’, which can occur either explicitly or
implicitly. It is suggested that the neural meclsams of priming may differ from those
supporting perceptual learning in that priming neayrespond to semporarymultiplicative
gain change (Reinitz et al., 1989), whereas peued¢ftarning may correspond to more long-
lasting changes in synaptic weighting (Karni & B&rt1997). Mechanisms of priming are

discussed further below in paragraph 1.7.4.

1.7.3: Visual priming

Visual priming refers to the process where a prisual exposure to an object speeds up its
subsequent identification, classification, or nagramd where the greatest effects are
observed when an identical view of an object iad@d in a subsequent encounter. During
visual priming, each encounter with an object sgtan object file, which includes the
specific features that were registered during priegi®n. The content of each object file is

stored automatically and in a long-lasting formgf$man, 1992). During retrieval, features of
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the past object file are matched to the featurdbepresent object file in an automatic and
unconscious way, rather than by an explicit (interal) search for a specific memory. As a
result, features that were part of the originalogled object file provide better retrieval cues
for recall compared with features that were not pathe original file (Tulving & Thomson,
1973). Consequently, changing object properties fstudy (first encounter) to test (at second

presentation) may result in reduced priming effects

Research has shown that visual priming can ocdadiffatent levels of processing. For
instance, it has been demonstrated that visualgsrimay influence very early perceptual
processes and that they can affect the encodimgtiad, perceptual information from a
picture (Loftus et al., 1988; Loftus & Hogden, 198Breitmeyer, Ogmen, and Chen (2004)
and Breitmeyer, Ro, and Singhal (2004) observednswous colour priming effects already
at early wavelength-dependent levels, probabljiatavels of V1 and V2. In their
experiments using metacontrast-masking paradigmseen prime followed by a green mask
elicited faster choice reaction times for the idfgmtg the colour of the mask than a green
prime followed by a mask of a different colour (Bmeeyer, Ogmen & Chen, 2004). In
another metacontrast-masking experiment, a whéie alnd a desaturated blue and green disk
were used as primes and the blue and green digksalg® used as masks. The white disk
had more similarity to the green colour at pingsical(wavelength-dependent) level, but was
perceptuallymore similar to the blue one. Pairings of unmaskad masked primes reveal
that the white prime tends to act more like a gy@@me when followed by a blue mask,
indicating that this colour confusion must havewoed atphysicalrather thamperceptual
levels of colour perception (Breitmeyer, Ro & Siaggl2004). Results show that visual
information of a prime that is suppressed from canssness perception by a metacontrast
mask can nevertheless affect choice reaction ttm#®e colours of the following consciously

perceived stimulus and that unconscious colouripgraffects can happen before conscious
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colour perception takes place (Leopold & Logotheit95; Schmidt, 2000; 2002). Further
evidence comes from studies with patients withueftial neglect and distinction, who show
intact colour priming in visual search tasks, wkamuli are presented in their left neglected
hemifield, even when the patients are not constyaware of what they have seen
(Kristjansson et al., 2005). It follows that thleysicalattributes of colour information can
prime subsequent encounters with a stimulus atiéae} visual processing stages and that

this can happen without any awareness.

In contrast, Mecklenbrauker et al. (2001) foundaoolpriming effects caused by high-level
processing stages at the levetohceptuakolour representations when using a different
colour choice task. In their experiment, particigganere asked to select the most appropriate
colour for a black and white drawing of an objeftéathey had seen the same object coloured
in an arbitrarily colour. Participants were mokeely to select colours previoushgsociated

with the object, although they were not instrudiedttend to colours at the initial

presentation of the objects. These observationsargistent with findings from other studies
showing that implicit memory systems are able tallirbitrarily different features into
representations that mediate priming, and thatipgroan be observed after one single trial
(Musen & O’Neill, 1997). New association learnirag €olour that implicitly primes

following encounters has been demonstrated in akstrdies. It is shown in pairings of
arbitrary colours with artificial objects (Murph¥991; Hanna & Remington, 1996; Nicholson
& Humphrey, 2003), human artefacts (Marks, 199eCet al., 1996; Wippich &
Mecklenbrauker, 1994; 1998), abstract shapes (M&s@iNeill, 1997), different scenes
(Marks, 1991), and written words (Logan et al., 8;99usen & O’Neill, 1997; McKelvie et

al., 2001). Advertisers, who are seeking to lingasate drawings to brands, and products, use
such techniques. One example is the ‘Coca Colaidovéhere the colour red cues the

response product (McKelvie et al., 2001). Furtheanpriming new associations with colour
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is found to be easier than with other object aftels, as stimuli like objects and words can be
stored separately from colour, while colour carmostored independently of the stimuli of
which they are part (Musen & O’Neill, 1997). Thel@p to bind arbitrarily different features
into representations that mediate priming makeswehral sense. Such cognitive flexibility
in the use of object information in implicit memalfows for rapid adaptation to

environmental situations and different task demands

1.7.4: Cognitive models for visual object recognitin priming

Research has shown that not all changes in objepegies influence priming effects in a
similar way. This might mean that the implicit membas some flexibility for certain object
attributes according to processing demands inrtkedng and retrieval operations. For
instance, changes in thedt-right reflection(e.g. Srinivas, 1996) or in tlsgzeof an object
between study and test shows little or no effentpraming (Biederman & Cooper, 1992;
Lueschow et al., 1994; Fuhrmanski & Engel, 2000ijlemnier et al., 2002; Sawamura et al.,
2005). In contrast, changing tpesition(Bar & Biederman, 1998; Grill-Spector et al., 1999
orientation(Murray et al., 1993; Tarr 1995; Uttl & Graf, 199&arr et al., 1997xhape
(Bartram, 1974; Biederman & Cooper, 1991; Cave &i&q1992; Zimmer, 1995; Cave et al.,
1996; Simons et al., 2001; Yago & Ishai 2006),hardolour of an object (Hanna &
Remington, 1996; Uttl & Graf, 1996; Suzuki & Takahd997; Gegenfurtner & Rieger,
2000; Wichmann et al., 2002; Nicholson & Humphr2903; Vernon & Lloyd-Jones, 2003;
Zimmer & Steiner, 2003; Lloyd-Jones, 2005; Fanirale 2006; Spence et al., 2006; Uttl et
al., 2006; Lloyd-Jones & Nakabyashi, 2009) redywésing effects in most of the reported

cases.

Sensitivity to such recent object features inclgdiolour is not a part of object recognition

theories such as Marr & Nishihara’s (1978) or Biedan’s ‘recognition-by-components
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theory’ (1987). Both models assume that structdestriptions (object files) contain only
basic information of the object representation,oclhis mainly based on shape, and that
structural descriptions are not associated withagur or other incidental attributes that are
unique to a particular occurrence of an object.okding to these views, priming occurs
because the perception of an object strengthessitstural description and by this facilitates
the perception of the same object at a second eteoonsequently, repetition priming
should not be affected by any changes in surfatalsléncluding colour or incidental
attributes of an object such as size, spatial loeaor left-right orientation. However, several
studies have shown that priming effects decreasmwbjectcolour is changed between
study and test. Such results suggest that coldaousd automatically as amtegral part of
object identity during encoding (Maljkovic & Nakaya, 1994; Logan et al., 1996; Spence et
al., 2006) and processed automatically duringeredli (Engelkamp et al., 2000). Stimulus
characteristics that can affect priming are considéo be important for stimulus
identification (Biederman & Cooper, 1991b ; Cavelet1996) and must therefore represent a
configuration of the object’s parts (structural dgstion). Shape based accounts to describe
priming mechanisms like those proposed by Marr &iara or Biederman fail to explain

the observed colour effects.

What other models are there in the literature fagn the underlying mechanisms of priming
effects? Behaviourally, priming can be consideriéiee as a temporary activation of pre-
existing objectepresentationsor as a transfer of task relevgnbcesseshat allow a more
specific decoding of a stimulus when the stimutugepeated. The former view would only
hold for short-lived priming effects (immediate aliy, whereas the latter would also

incorporate the relatively long-lasting primingesdts observed (Moscovitch et al., 1993).



77

At the neural level, theories can be divided brpaato five different assumptions: the
‘fatigue model’, the ‘sharpening model’, the ‘fattion model’, the ‘stimulus adaptation
model’, and the ‘rapid response learning modeleSehtheories are described below. A
schematic description of possible neural tuningesiffor the first three theories, the ‘fatigue

model’, the ‘sharpening model’, and the ‘facilitatimodel’ are shown in figure 16.

{a) Fatigue model (b} Sharpening model (€) Facilitation model
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Figure 16. Implications of models for neural tuning follawg repetition. Tuning curves before (black) anéraft
(gray) repetition. Image taken from Grill-Spectdenson & Martin (2006).

The fatigue modelis similar to ‘the temporary activation of pre-gtkng object
representations model’ proposed by Moscovitch.gt1&893) in that it only holds for
immediate repetition effects reflecting transidinslus specific effects. The major
assumption of the fatigue model is that there ishmange in pattern relative to the response
across neurons in the brain, but the mean firitg daclines. The decline of the firing rate
may be explained by synaptic efficacy where theomuthat respond optimally at the first
encounter with the stimulus will reduce activityvrds the repeated stimulus in order to
increase capacity for a mechanism of novelty dete¢t.i et al., 1993; Muller, et al., 1999).
This view would fit with the suggestion by Ring®@b) that priming occurs to reduce
interference from neuronal activities elicited yeady experienced stimuli to enable the

brain to focus and processvelimages. Ringo called this mechanisstimulus adaptation’
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and highlights that it would allow the visual syst& deal with any possible new situation or

threat by ignoring familiar objects that have bdealt with earlier.

The ‘sharpening model's opposite to the ‘fatigue model’ in that it f@@s on a learning
process. It implies that neurons that respond aglynat the first encounter are tuned again
when the stimulus is repeated whereas neurongtitade features that are irrelevant for the
stimulus identification are reduced and inhibitBdcause fewer neurons respond to a
repetition of a stimulus, neurons become more seaso changes of stimulus properties. A
sharpening mechanism has the advantage to reduaéatie costs and to allow a faster read
out of the stimulus information (Desimone, 1996g@4 & Martin, 1998, van Turennout et
al., 2000; 2003; Vernon & Lloyd-Jones, 2003). Hoer\a different view aboutapid
response learningtomes from Dobbins et al. (2004) and Horner & téen&@008). They
claim that prior exposure to a stimulus leads itowus-response associations. At a second
encounter, those associations automatically cuesfponse, bypassing some of the various
processing stages that were active during thergesentation. Such mechanism would
make sense from an evolutionary point of view aemdy encountered stimuli in the
environment are likely to be encountered again @rysz, 2003; Marsolek, 2008). The
difference between the ‘rapid response learningehaahd the ‘sharpening model’ is the
level of response learning. In the sharpening modgborese learning occurs at feature level
whereas learning in the model proposed by DobMlias eand Horner & Henson happens as a

transfer of task relevant processes.

Another explanation for the neural mechanisms whing is stated in the ‘facilitation model'.
The key effect is synaptic potentiation. This mastates that in the beginning, neurons fire
robustly to both first and repeated representatibusfiring stops sooner when the stimulus is

repeated. Because repetition of stimulus attribumgsoves prediction, synaptic changes
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accelerate (synaptic potentiation), leading to thaturation of neural processing. This model
highlights changes mainly across the dimensiomuod (James et al., 2000; Grill-Spector

2003; Henson & Rugg, 2003; James & Gauthier, 26638ton, 2005).

To summarize, many questions about the underlyiaghanisms of visual priming are still
left open. The current models that try to explaimpng effects differ in qualitative and
guantitative changes of neuronal activity and lewvance across space, time and task. To
date, none of them seems to offer a final solutiifferent approaches might be useful to
explain the variation of neuronal responses obskirvdifferent tasks during visual priming

(Grill-Spector et al., 2006).

1.7.5: Mechanisms of priming in object naming

Priming inobject namingcan derive from qualitatively different types nfarmation
processing. This has been demonstrated with difféest designs. For instance, van
Turennout and colleagues (2000; 2003) measured acivity with fMRI during repeated
object naming at different time intervals (1h, &hd 3 days) and found long lasting changes
in cortical activity with different patterns in gesior and anterior brain regions. These
changes showed decreased activity in occipitoteataord left inferior frontal regions, and
increased activity in the left insular and basalgiia, suggesting that long- lasting priming is
mediated by two distinct neural mechanisms. Tret firay represent changes in object
processing in the occipitotemporal cortices to ioverobject recognition. The second may
represent a kind of procedural learning, which lage reorganization of pathways in the
brain to support the name retrieval for that specbject. The authors state that it remains
unclear how these increasing and decreasing bcéiitees can be related to either implicit
(unconscious) or explicit (conscious) memory preesgvan Turennout et al., 2003).

Accordingly, priming may originate at the levelpdrceptualrepresentation (Tulving &
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Schacter, 1990) and / or at the levelexfical-semanticepresentations (Weeldon & Monsell,
1992), or as amteractionof both (van Turennout et al., 2000). Differenipng effects in
naming according to the task modality at study Hzeen demonstrated by Carroll (1985),
Mitchell & Brown (1988), and Vernon & Lloyd-Jone2003). It was observed that prior
exposure to an object escognitiontask can facilitate subsequer@mingbut that priming
effects are stronger when naming and renamingltfezb Results indicate that switching
task between study and test may reduce but noisdlq@miming, and would fit with the
assumption that priming in object naming may omggnat qualitatively different levels of

processing and brain areas.

1.7.6: Priming effects in naming pictures of singlebjects

Priming in object naming is typically assessed waithasking individuals to engage in
recollection. Participants are usually left naitbew the real focus of the experiment to
prevent them to memorize any particular objectitiegxplicitly. Priming effects can be
measured in two different ways. One method compaaiesng measures in the test phase for
pictures that were repeated from the study phaamsighose for pictures shown for the first
time in the test session. This method can haveldeas#dages as latencies of new items can be
biased by fatigue effects, because the numbeewpistat test (ol@lus new items) is usually
double the amount of number of items at study (ofdyitems). Another method uses a
between-item calculation whefiest minussecondateng of old items are compared (i.e.
comparing naming measures in the test phase witingameasures in the study phase for
pictures that were repeated in the test phaseh(han & Lachman, 1980; Moscovitch et al.,
1986). This latter method enables a more item §pammparison. The few studies that
reported numbers for both between-item calculatghoav slightly smaller priming effects

with ‘the first minussecondatencyof old items’ method.
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Most of the studies examining priming effects iotpre naming have used achromatic stimuli
and only a few (Cave, 1996; Nicholson & Humphre§Q2, Vernon & Lloyd-Jones, 2003;
Lloyd-Jones, 2005) used coloured materials. Theabveesults show that priming effects are
little or not affected by number of lags or timapgded between the first and second
presentation. However, results show quite a vamaticrosstudieswhich may reflect
differences in test designs and task demands.nistarice, the highest priming effects for
unchanged pictures and conditions (-179ms to -243amesfound in the studies by Francis &
Saenz (2007), who compared repetition-priming ealce in picture naming and translation.
The task in their experiment involved bilingual fi@pants who had to rename half of the
items in the same language and to translate thesafithe other half into a different
language. The task difficulty of dealing with twifferent languages may have increased
subject’s attention thereby causing higher prineffgcts (for the pictures in the same
language) than observed in other studies. Primings in the other studies varied between -
30ms and -131ms, with an average of -66maébromaticpictures (Sperber et al., 1979;
McCauley et al., 1980; Carr et al., 1982; Mitct&Brown, 1988; Cave, 1997; Lloyd-Jones
& Humphreys, 1997; van Turennout et al., 2003; iblat al., 2004; Lloyd-Jones, 2005;
Wingfield et al., 2006), and with an average ofrgg-56ms to -115ms) for tleeloured
pictures (Cave, 1996; Nicholson & Humphrey, 200&rib6n & Lloyd-Jones, 2003; Lloyd-
Jones, 2005). Cave (1996), Nicholson & Humphre@{20and Vernon & Lloyd-Jones
(2003) directly contrasted priming effects of chadim and achromatic stimuli in their studies
and found no differences priming times attributed to colour, although objects ia Yfernon

& Lloyd-Jones experiments were faségrcodedn colour duringrecognitioncompared to
their black and white counterparts, and NicholsoHdnphrey (2001) found larger priming
effects for colour when objects were rotated. Thetesting findings and the results from

studies with achromatic stimuli seem to suggedtttiexe is no difference in priming times
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between chromatic and achromatic stimuli when dbjace presented in a canonical position.
This may further indicate thgeneralpriming mechanisms are unaffecteddmjour, as long

as the colour information remains unchanged betwagty and test.

1.7.7: Colour priming effects in verification taskswith scenes

In contrast to observations that colour makelitifference in general priming whaaming
pictures ofsingleobjects repeatedly, are findings that colour enbampriming when subjects
areverifying scenesOld / new, or matching to sample tasks clearbpwsknhanced accuracy
scores of 5-10% when the scenes are presentetbur cluring study and test compared to
when they are shown in black and white. These &ffa® independent of whether the scenes
are represented immediately (Gegenfurtner & Rie?@d0; Wichmann et al, 2002), with
intervening delays (Spence et al., 2006), or aftéelay of 1 day to 12 weeks (Homa & Viera,
1988; Suzuki & Takahashi, 1997). Furthermore, thiea@ced accuracy with colour was
independent of angxplicit memory about particular colour details. For insggrSuzuki &
Takahashi (1997) show in their experiments thabwoimproves the recall of scenes about
10% after a one-week interval, even though theesubjcould not recall the colour

information about particular parts of the scenethe colour mode the scene was presented at
study (colour or black and white). The scenes de@ionages such as train stations and
shopping malls, and contained many different objdahages were presented for five seconds
with a two-second interval and subjects were askaedemorize the scenes. The authors
suggest that the colour benefit may smabencyeffect during encoding and retrieving by
highlighting the distinctiveness of the featuresha pictures, but not due to specific memory
about the colours themselves. Hanna & Remingtof@g)L8raw a similar conclusion. In their
studies, subjects responded more accurately todloeired scenes but were generally bad in

recalling the particular colour in which objectstlbé scenes were initially presented, even
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when they remembered that they had seen that digémte. The scenes in this study where
made of geometric shapes depicted either in frbatwhite background or a background for
which the top half was sky blue and the bottom beden. Because colour enhanced
recognition memory only for whole scenes but notdlojects that were part of it, the authors
suggest that colour and shape are independentgiarismory representation and that they
can be assessed independently. Binding up coléommation from memory with shape
information, would require focal attention, andréfere not be a natural consequence of
processing visual stimuli. Colour may aid a peatitve segmentation of a scene into distinct
regions and this coarse information may be extdalotdore a conscious identification of the
particular elements of the scene can take plads.carse first layout may than prime an

explicit identification of the scene and its elensen

In contrast to this view are findings by Wichmanrle (2002) who contrasted congruent with
incongruent coloured scenes in a recognition mertasly (Exp. 4). If colour only aids
segmentation processing through saliency or inegeatiention (by highlighting the
distinctiveness of the features of the picturdsgdntperformance (priming) for congruent and
incongruent coloured scenes should be the sameevewthey found decreased recognition
memory for the falsely coloured images, which iatks that the memory system must have
used a kind of “reality filter” at a high level gressing stage that involves objeotour
knowledgeFurthermore, Homa & Viera (1988) investigatedoggation memory for scenes
under four different conditions of foil discriminisity (coloured and black and white
photographs, elaborated and unelaborated line dgsyivith four different delays (1 day, 1
week, 4 weeks, and 12 weeks). They found that pedoce was best with the coloured
photographs and that recognition accuracy was basedthysical similarity of the images
between study and test. Since recognition accurasybest for the more detailed stimuli, the

authors concluded that the additional details iehtin the more complex scenes (including
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colour) were encoded and stored over time. Thedirfigs speak against the view that priming
is mediated solely by a coarse first layout ofgbene gist capturing an abstract meaning of
the picture, instead, it suggests thahlogueinformation including colour is encoded and

retained.

1.7.8: Summary

To summarize, theories about the role of coloyriming are controversial. It is still unclear
whether colour information is stored and retained/ioether priming is mediated mainly by
shape. However, the reviewed studies provide ecglémat priming is not mediated solely by
a coarse first achromatic information as suggesyeeddge-based accounts, instead analogue
information including colour seems to be encodetdiratained. It has been shown that colour
is bound automatically as an integral part of abjgentity during encoding and processed
automatically during retrieval. This means thabcwlis part of the object file (i.e. an intrinsic
object property) and bound with shape during eadyal processing stages. In fact, research
on visual recognition priming has shown that colcam prime at different visual processing
levels ranging from very early perceptual leveltater conceptual levels. It seems that colour
can prime following representations implicitly witbng lasting effects. Such priming effects
for colour have been demonstrated in studies onasseciation learning and in studies on
verifications of scenes. However, little researal heen done on colour effects during
priming of objecthaming The majority of studies on priming during repelgpécture naming
have used achromatic stimuli and few studies haeed goloured stimuli to evaluate colour
specific effects. Such studies on colour have ptedumixed results. It seems that the
underlying mechanisms for priming effects on objeantning and specifically the role of
colour are not yet fully understood. Hence, moseagech is needed to measure colour effects

on repeated naming of objects.
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1.8: Thesis outline

The research of this thesis aims to establishdleeaf colour at the interface between the
visual analyses and the lexical access and incatg®a cross-linguistic design. Experiments
are designed to explore the influence of colouoloject naming in healthy people and in
aphasic patients with anomia. Experiments 1 ane 2lesigned to address (a) how colour
contributes to imagsegmentatiomnd objectdentificationin the process of naming common
real objects, and (b) how colour affeptiming measures when objects are named a second
time after a delay. Experiment 3 was constructedeasure time differences on object
segmentatiomeforesemantic processing can take place by varyingl{gct colour, (b)
background colour, and (c) background contextfastaobject detection paradigrest

stimuli used in the three experiments were fronewaly created picture set.

There is evidence for a widespread anatomical métwathe brain subserving object naming.
In a system in which information is continuousld ferward and backward, the effects of a
particular variable such as colour may be feltdigtmut the system and may influence some
processing stages more than others. Studies hawanghat there is amplater andintra
subject variation in measures of picture namingd@d naming accuracy. This may be
because there are multiple factors at differentgseing levels that can influence the results.
It is therefore often difficult to elaborate a aimeene subject and/or item-based
correspondence between the effects of a partigalaable and a specific processing stage.
Therefore, the research reported here aims to ghinsearch for aroverall patternof

influence of the variable colour on object recogmt naming and priming during repeated

object naming.
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Chapter 2: The stimulus set

2.1: Introduction

The aim of this research is to determine how coioflmences processes entailed in object
recognition. Three experiments addressed this .idwefirst two experiments were designed
to investigate (a) how colour contributes to obgarymentatiomnd objectdentificationin

the process of naming common objects, and (b) hadawuc exerts griming effect when
objects are named a second time after a delaythiitteexperiment assessed how colour
influences object segmentatibeforesemantic processing can take place by varying (a)
object colour, (b) background colour, and (c) bawokgd context in #ast object detection
paradigm All the experiments in this thesis used a newdated picture set described below

in section 2.3.

2.2: Background

In previous research, stimuli used to investigatleur effects on object identification,

naming or priming have varied greatly between ssidianging from line drawings to
coloured drawings, photographs, and real objectad been often assumed that the way that
information is extracted and retained from a sifigdiimage of an object, such as a line
drawing, is equivalent to the way in which informoatis extracted from a real scene.
However, it has also been questioned whether ttiéfseent types of object presentations are
equally ecologically valid and suitable to meastolur effects. Indeed, findings from

several studies suggest that line drawings suthose from the often used Snodgrass &
Vanderwart picture set (1980) permit only poor rpatation of physical variables when

measuring effects of surface properties such asicalr texture on object segmentation and
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identification (Humphreys & Riddoch, 1987; Brodiea¢, 1991; Humphrey et al., 1994;
Leder, 1996; Sanocki et al., 1998; Nicholson & Himngy, 2001; see also Shevell &
Kingdom, 2008). It was argued that real-world otgesr their photographic depictions
provide more information including colour, lumina&@and texture, specularities and shading
cues. There is evidence that these additional faeggate object recognition in a more
economic way as they provide depth information suagy help coding and parsing objects
into their correct parts and this has been showoth normal (Humphrey et al., 1994; Leder,
1996; Nicholson & Humphrey, 2001) and brain-damagggjects (Humphreys & Riddoch,
1987; Humphrey et al., 1994; Chainay & Humphrey$)1). In addition, studies measuring
recognition memory of pictures showed that recagmitnemory is sensitive to manipulations
of low-level details such as luminance (Loftus, 3p&nd contrast (Loftus & McLean, 1999)
and that photographic scenes are better encodeditnédar drawings (Tatler & Melcher,
2007). Thus, it seems that stimulus realism hasfarence on the underlying processes of
object-memory formation. Furthermore, studies feoug on object naming suggest that
realistic stimuli result in richer semantic asstoias (Bisiach, 1966), which in turn may ease
the retrieval of that object’'s name (Levelt et 4891). Using stimuli that are more naturalistic
than simplified drawings allows for a better evaioa of how the visual system encodes and

retains information about objects in the environmen

2.3: Description of the new stimulus set

To separate the influence @dlour attributes from other visual attributes that cHad the
process of segmenting an object from its backgrantbthe processes of identifying and
naming the object, a new stimulus set was cre&tsdecided not to use images of common
real objects freely accessible from the net or frmmmercial image libraries because most of
these images are presented in different semantiexts, photographed in front of different

backgrounds, with varying viewpoints, and undefedént lighting conditions and so would



88

have confronted us with too many confounding vadesbA stimulus set was constructed
where pictures were produced under the same liglstimditions and controlled for viewpoint
and background. All test stimuli used in the thegperiments were from this newly created

picture set.

2.3.1 Stimuli for experiment 1 and 2

We started by photographing 144 common real ohjémtis of them were used as practice
items (see object list in Appendix 3). The Snodg&3d/anderwart picture set (1980) inspired
the selection of the objects. This widely usedyetset comprises 260 black and white
outline drawings of so-called “concepts” of comnudnjects from several different categories.
We used only those objects from their set thatabel easily placed on a table and
photographed and added additional items to theyosess fruits & vegetables and manmade
things. To minimize possible vocabulary differenaesong subjects in the haming task,
objects were chosen that were common and thatjpetits of different gender, age, and

educational background could easily name.

One hundred and forty-four objects were used iregrpent 1 and one hundred and fifty-four
in experiment 2 because asking subjects to nameyarlnumber of objects in a row can

cause fatigue effects and confound the results§seegrass & Yuditsky, 1996, pp 517).

To allow us to maintain the same settings betwéwngosessions no objects were bigger than
60 x 40 cm. All items wereeal objects and in their real size, except the folnales and the
road sign (car, double-deck-bus, fire engine, taokentry sign) which were taken from toys,
and the 28 animals, which were plastic figurese @&himal figures were mainly from the
manufactures Schleich (Germany) and Papo (Framck$elected for having the most typical

and naturalistic looks. Fruits, vegetables, and fitems were presented in their most typical
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colours and shapes. The objects from the manmadgarg were selected to be as uniformly
coloured as possible so that their surface textaration would not be obscured by arbitrary
colour variation. All objects represented a typeeemplar of their kind, easily identified by

both older and younger participants.

Half of the objects of the set for experiment lobgled to the category bwing things(72)
composed of the sub-categories of fruits (21), teges (18), animals (28), food items (3),
and other living things (2). The other half wam-living thingg68) and belonged to the
category of manmade objects including householdsilg tools, clothing, and toys (see
object list in Appendix 3). For experiment 2, tefdaional objects were created that consisted
of physical representations of geometric abstrah$ (cylinder, trapezoid, sphere,
hemisphere, pyramid, square, cube, pentagonal-pcsne and rhomboid). These abstract
forms were introduced because we were interestedwncolour affects naming of objects
which have no relationship with particular coloarsl which do not therefore generate any
specific colour associations. All abstract formgev@-dimensional objects made of wood and

painted in arbitrary colours of either yellow, oganred, green or blue.

All objects were either classified as having highoar diagnosticity if they are almost always
encountered in one particular colour (e.g. cucuniperen), mandarin (orange), fire
extinguisher (red)), or as having low colour diagpimty when they may appear in arbitrary
colours (for example clothes pegs or shirts). Bigtgven of the objects in the set had a high
colour diagnosticity and 53 (63 in Experiment 2yevidw colour diagnostic. For those
objects that were similar to the ones used in tingysof Rossion & Pourtois (2004), colour
diagnosticity was defined according to the colaagdostic values that the authors published
online (retrieved online August 12, 2004, from \\&tle:

hhtp://www.perceptionweb.com/misc/p5117/, apperiXThe scores on the list derived
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from eleven subjects (seven females, four maleanmage 24 years) who were asked to rate
each colorized item of the Snodgrass & Vanderwiattie set on a 5-point scale ranging
from whether the object can appear in more thancoimur to whether the object exists
exclusively in a particular colour (=5). Values aper than 3 reflected high colour
diagnosticity, and below 3 low colour diagnosticiyl ten abstract forms for experiment 2

where classified as low (non) colour diagnostic.

Each object was photographed in a photographidastuith the help of a professional
photographer using a Canon EOS 5D digital still e@nThe objects were placed in the centre
of the background and photographed oriented im taionical position. The photos were
taken under simulated daylight conditions to giverg object a natural shadow and equipped
with a horizon line (formed by the fold in the bdoBp between floor and wall) to provide
cues of depth and to ensure that the images weieusby of real three dimensional objects.
All objects were photographed in exactly the sawstpn against two different

backgrounds, one plain white one and the otheristimg of coloured fractal noise. We used
the two different backgrounds to manipulate theeeeith which the objects could be
segmented from their background. The fractal neiae made of three superimposed
independent channels (red, green and blue) offPeoise (Perlin, 2002). The noise has a
pseudo-random appearance, but appears similar tiermdnat scale it viewed at because its
statistical features are scale-invariant. Thisesgalariance means that the same noise
background can be used as a backdrop for objec$ferfent sizes, photographed at different

viewing distances without giving any hints of sig@®rmation of the object.

After the pictures were taken, each photographmasipulated using the Paint Shop Pro 8
software package. To create the different verstdresach photograph the image of each

coloured object was digitally cut out from its bgaobund and transformed into a grey-scaled
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version equated in luminance with the original coleersion of the image. These isolated
object images were then placed, in exactly thegimal positions, against coloured or grey-
scaled versions of their backgrounds. In this wag/created six different picture versions of

every object (see colour plate in Appendix 1):

1. cocn =coloured objectin front of acoloured fractal noise

2. gocn =grey-scaled objecin front of acoloured fractal noise

3. gogn =grey-scaled objecin front of agrey-scaled fractal noise
4. cocp =coloured obijectin front of aplain background

5. gocp grey-scaled objecin front of aplain background

6. gogp =grey-scaled objectn front of agrey-scaled plain background

Legend c = coloured, g = grey-scaled, o = object, n isadackground, p = plain background

The six different picture versions were createthegmasure colour effects on object
segmentation and on the lexical selection procgsadnipulating object colour (colour vs.
grey-scaled), background condition (plain vs. npiaad congruency of object and
background colour. Research has shown that indbrreaoured objects are named slower
when compared with correctly coloured objects dhwheir greyscale images (Vernon &
Lloyd -Jones, 2003; Castelhano & Henderson, 20@8)ur research, we did not use
incorrectly coloured objects (e.g., a blue banara yellow pig) but created two picture
versions where we violated the congruence betwbgatiband background colour (cogp =
coloured object in front of a grey-scaled plainkgaound, and cogn = coloured object in
front of a grey-scaled fractal noise). This wasalaith the aim to measure whether
incongruence between object and background colasiah effect on the segmentation and

lexical selection process and whether the effeffisrdrom pictures with congruent object
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and background conditions. Because the violatiaim@icongruence between object and
background colour is the same whether it is dorik @igrey object in front of a coloured
background or with a coloured object in front afray background, we included only the

former version in the stimulus set for the namisgks and neglected the latter one.

The total image set for experiment 1 comprised d@#@rent stimuli (140 objects x 6
versions) plus 4 training items. The 840 diffenemhges were divided into six different sets
of 140 images each. Every set contained all theobjécts in the same order, but in each set,
the object occurred in a different picture versibhe sets were counterbalanced across
subjects to assure an equal number of items fdr eadition. In this way, every subject was
presented with all of the 140 objects, but subjeetsed different picture versions of the
object. The image set for experiment 2 consistal@Bame stimuli as used in experiment 1
plus 10 abstract forms prepared in 6 differentysetersions. The total image set for
experiment 2 comprised therefore 900 different sliif150 objects x 6 versions) plus 4

training items and the images were sorted inta#ierent sets as described for experiment 1.

2.3.2: Stimuli for experiment 3

For the rapid object detection task in experimemt&selected 40 different objects from the
original set and created four images that contaomdg backgrounds. The images of the 40
different objects contained only one single objelzlf of the objects were from the manmade
category with low colour diagnosticity, the othalfrwere fruits (6), vegetables (7), and
animals (7) and had high colour diagnosticity (skject list in Appendix 4). All objects were
presented in eight different picture versions, @dittonal two to those used in experiment
one. These two additional picture variations corgdithe object in its original colour, but the

backgrounds were transformed into grey. The backygts for the four new background
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images were photographed under exactly the sanditmos and equipped with the same
horizon line as the rest of the set. The four bemlugds were a coloured plain background, a
grey-scaled plain background, a coloured fract@e@nd a grey-scaled fractal noise. The
eight different object picture conditions and tbarfdifferent background conditions are

shown in the colour plate in Appendix 2 and exmdinown below.

Pictures with objects

1. cocp =coloured objectin front of acoloured plain background

2. cogp =coloured objectin front of agrey-scaled plain background
3. gocp =grey-scaled objectin front of acoloured plain background

4. gogp =grey-scaled objectn front of agrey-scaled plain background
5. cocn =coloured objectin front of acoloured fractal noise

6. cogn =coloured objectin front of agrey-scaled fractal noise

7. gocn grey-scaled objecin front of acoloured fractal noise

8. gogn =grey-scaled objecin front of agrey-scaled fractal noise

Pictures with backgrounds only

9. cp =coloured plain background

10. gp =grey-scaled plain background

11. cn =coloured fractal noise

12. gn =grey-scaled fractal noise

Legend c = coloured, g = grey-scaled, o = object, n is@adackground, p = plain background



94

The six different picture versions were createthgmasure colour effects on object
segmentation and on the lexical selection procgssdnipulating object colour (colour vs.
grey-scaled), background condition (plain vs. npiaad congruency of object and
background colour. Research has shown that indtyremoured objects are named slower
when compared with correctly coloured objects dhuleir greyscale images (Vernon &
Lloyd -Jones, 2003; Castelhano & Henderson, 2088)ur research, we did not use
incorrectly coloured objects (e.g., a blue banarayellow pig) but created two picture
versions where we violated the congruence betwbgtiand background colour (cogp =
coloured object in front of a grey-scaled plainkgaound, and cogn = coloured object in
front of a grey-scaled fractal noise). This wasalaith the aim to measure whether
incongruence between object and background colasiah effect on the segmentation and
lexical selection process and whether the effeifisrdrom pictures with congruent object
and background conditions. Because the violatiaim@icongruence between object and
background colour is the same whether it is dorik @igrey object in front of a coloured
background or with a coloured object in front afray background, we included only the

former version in the stimulus set for the namisgks and neglected the latter one.

The total set for experiment 3 consisted of 640g@esaand a block of 28 practice items that
were not analyzed. Half of the 640 images contaaredbject (40 objects x 8 different
versions = 320), the other half was made of the fafterent background versions that did
not contain any object. The 640 images were dividameight blocks of 80 pictures each
randomized for picture condition with the consttdivat each object version appeared only

once.



95

Chapter 3: Experiment 1 - Colour effects on namingnd priming

3.1: Introduction

The aim of experiment 1 was to explore the infleatcolour on object naming in healthy
people and in aphasic patients with moderate taumedevere anomia. The experiment was
designed to measure how colour contributes to isagenentatiomnd objectdentification

in the process of naming images of common objacid,how colour affectgriming

measures when objects are named a second timeafeday. A further aim of experiment 1
was to compare naming measures with respect taicatoss different populations/language
communities (English and Germans) to establish drdhere is an effect independent of

cultural differences and linguistic variables sashword length and name agreement.

Patients with more severe naming impairments sagratients with severe Broca’s- ,
Wernicke’s- or Global-aphasia were excluded fromdtudy because such patients fail to
produce enough correct answers to allow for vdhtistical comparisons on accuracy and
naming latencies (Mohr, 2004). Therefore, onlygrat with moderate to medium severe
anomia who are able to name at least 50% of thang of the stimulus set correctly were

included.

Aphasic patients with even a mild form of anomiaf@en considerably worse in naming
tasks than non-aphasic speakers of the same agédlass et al, 1968; Mills et al., 1979;
Wingfield et al., 2006). Marshall (1976) and Mitcheet al. (1990) suggest that aphasic
patients with relatively mild naming impairmentkigher level’ aphasics) may use delay
strategies to allow time for interpretation by & associationprocesses when searching for
a target name that they find hard to retrieve. $v&ll al. (1979) also made similar

observations; they foundcuantitativedifference between aphasic and normal subjects in



96

picture recognition performance when naming objelitey suggest that this difference

would lie in theprocessingof the lexical retrieval (i.e. impaired strategy the lexical

search) and not in an impairment of the lexicalesttself. According to these findings, we
expect to find an increased vulnerability duringegbnaming in the group of aphasic subjects
with overall longer naming latencies and a highenher of errors when compared with the
healthy control group, even though we include @agfasic subjects with moderate to

medium severe anomia in this research.

Models of picture naming involve several procesbascan be activated in parallel with
feedback flow between the different levels, whian be either facilitating or inhibiting
(Humphreys et al., 1995; Rapp & Goldrick, 2000)e3é& processes include the segmentation
of the object from its background and the parsihgbject features into meaningful parts
(visual processing), the categorizing and recogmitif the object as a member of a particular
class, and access to stored conceptual knowledge #ie object’s individual identity
(semantic processing). This knowledge has therm teebbally encoded (lexical processing)
before the name can finally be articulated (phogickl and articulatory processing) (e.g.,
Levelt, 1992). There is evidence that name retlieaa start before the visual access to
semantics is fully completed, which means thatiglaaittivation of visual information can
trigger object-naming (Vitkovich & Humphreys, 1994itkovich et al., 1993; Riddoch &
Humphreys, 2001; Lloyd-Jones & Nettlemill, 2007hefe is no clear picture to date at which
levels of processing colour may interfere and irfice the naming process. However, there is
evidence that colour helps to segment objects tham surroundings (e.g., Rivest &
Cavanagh, 1996; Gegenfurtner et al., 1998; Heyvab@dl., 2001; Wichmann et al., 2002;
Fine et al., 2003; Kentridge et al., 2004). Itlsoashown that the combination of texture and
colour cues helps to parse objects into their coparts, which in turn facilitates object

recognition (Humpreys & Riddoch, 1987; Humphrewlet1994; Leder, 1996; Sanocki et al.,
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1998; Funt & Cardei, 2000; Chainay & Humphreys, ZA@icholson & Humprey, 2003).
Furthermore, colour is bound as an intrinsic pathe object file (object identity) and stored
automatically in memory when the object is firgeatled to (e.g., Joseph, 1997; Mausfeld,
1998; Zimmer & Steiner, 2002; Naor-Raz & Tarr, 20B8ker at al., 2007). This colour
knowledge is supplied involuntarily by the semantiemory system and activated
automatically inanytask that requires semantic description aboutotbjdoseph, 1997). It is
further shown that object colour knowledugs the potential to interact with perceptual visua
input by either facilitating or interfering withétobject (e.g., Joseph, 1997; Naor-Raz & Tarr,
2003).

A model that nicely incorporates the different llsvat which colour might influence the
naming process is that by Davidoff & de Bleser @)%&nd Davidoff (2001). This model
implies that colour can affect form at the earls&siges of visual processing as colour
contains shape-forming properties and has the patén form object boundaries by itself
(Cavanagh, 1987; Heywood et al., 1991; Kentridga.eR004). Consequently, colour can be
a part of the structural descriptions, which cantaie basid¢orm information of an object
representation. At later stages, object-colour Kedge, as part of the sensory object
knowledge, may influence the lexical selection pssc However, theories of object
recognition differ as to whether primary objectgessing is mainly based on shape (edge-
based accounts) or whether it is also based oacidetails such as colour (shape

surface based accounts). As can be seen in taivlgpage 50, results deriving from
semanticallysimpletasks like basic object detection, basic verifaatorsupepordinate

object classification are inconsistent concernimgrble of colour. In contrast, there is more
evidence that colour can facilitate objeaaimingas more semantic differentiation is required
to select an object’s name for articulation to tpkace. In fact, positive effects for colour on
object naming have been demonstrated in severdieston healthy participants (Ostergaard

& Davidoff, 1985; Davidoff & Ostergaard, 1988; R¥i& Humphreys, 1989; Brodie et al.,
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1991; Wurm et al., 1993; Humphrey et al., 1994; Moes et al., 1995; Tanaka & Presnell,
1999; Nicholson & Humphrey, 2001; Vernon & Lloyda#s, 2003; Rossion & Pourtois,
2004; Laws & Hunter, 2006) and on patients withrotagical deficits such as Alzheimer’s
disease (Montanes et. al 1995; Lloyd-Jones, 2008phasia (Bisiach, 1966; Benton et al.,
1972), see table 2 on page 64. However, the liusrgirovides controversial results as to
whether colour aids object recognition and naminky o certain categories of objects and
whether the colour of an object has to be diagoasdtthat object for such an advantage to
occur.

The majority of studies on object recognition ojezb naming foundignificantcolour
effects chiefly with objects belonging to the catggof living things (e.qg., Price &
Humphreys, 1989; Wurm et al, 1993; Joseph & Ptoff@96; Joseph, 1997; Mapelli &
Behrmann, 1997; Tanaka & Presnell, 1999; Delorna.e2000; Vernon & Lloyd-Jones,
2003; Lloyd-Jones, 2005). Living things includeetis such as body parts, food items,
plants, or animals and often tend to have diagoasiours. However, a few studies also
found facilitating effects for colour on namingafjects that belong to the category of non-
living things (manmade objects) and that do nospss a diagnostic colour (Brodie et al.,
1991, Exp. 3; Nicholson & Humprey, 2001, Exp. 3sBion & Pourtois, 2004). Facilitation
by colour was also found in the recognition (Ha&¥aemington, 1996; Hayward &
Williams, 2000; Nicholson & Humphrey, 2003; LingHurlbert, 2004) andulordinate
object classification (Nicholson & Humphrey, 20&kp. 4) ofnovelobjects despite the fact
that novel objects do not have a diagnostic cadmua do not belong to any pre-known object

class.

Such diverging results in the literature aboutdffects of colour comes as no surprise. It is
commonly known that neurocognitive operations imedlin the process of picture naming

are complex and that they can be influenced by nfi@etprs including picture stimuli, word-,



99

and concept properties (e.g., Frattali, 2005; SyeMeal., 2005). Consequently, variations in
tasks, modality, and stimulus properties can leatifferent conclusions about the observed
effects (Szekely et al., 2005). Indeed, there arsicerable variations of latencies and/or
accuracy measures in respect to colour across (Bstgie et al., 1991; Tanaka & Presnell,
1999; Nicholson & Humphrey, 2001; Zimmer & Stein2003), items (Goodglass et al.,
1968; Davidoff & Ostergaard, 1988; Humphrey et 8994; Zimmer & Steiner, 2003), and
across subjects (Delorme et al., 2000; Zimmer &ngte 2003; Laws & Hunter, 2006).
Furthermore, variation of performance has beenrgbdesverwithin subjects indicating that
subjects may use different strategies on colous toeeach a decision even within the same
task (Tanaka, 2001; Lloyd-Jones & Nettlemill, 2QdRA)the present study, groups of subjects
(English vs. Germans; aphasic vs. non-aphasicy@argared on their ability to name
different categories of objects (living vs. nonitig items; animals vs. fruits & vegetables vs.

manmade objects) with different colour diagnosyi¢itigh vs. low).

Other factors that may influence the outcome dlidyson picture naming are sample sizes
and numbers of participants. For instance, Snoddtasgudistky (1996, p 524), compared
their results with studies that used subsets oStimlgrass & Vanderwart pictures set (1980)
to determine whether results from smaller samplesscan generalize to this larger set. They
found that small sample sizes may sometimes protijpcgious and nonreplicable results”.
This could be one of the reasons why Rossion & ®B®u(2004), using a much higher
number of objects and participants than most obther studies, did find a positive effect of
colour on non-colour diagnostic manmade objectslevdther studies did not. For those
reasons, it was planned to use an appropriate nuohberget stimuli per condition (70/140 in
Experiment 1, and 75/150 in Experiment 2) and a@piate number of participants per

target group in this research to evaluate the cadfacts.
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Part two of the experiment aims to evaluate thiei@mice of colour on priming measures
during repeated object naming. Studies on primingng repeated naming of pictures of
objects have shown robust effects with averageipgrimes of -66ms. However, most of the
studies have useathromaticpicture stimuli (Sperber et al., 1979; McCauleylet 1980;
Carr et al., 1982; Mitchell & Brown, 1988; Cave 9¥9 Lloyd-Jones & Humphreys, 1997;
van Turennout et al., 2003; Alario et al., 2004yd-Jones, 2005; Wingfield et al., 2006),
and relatively few studies coloured material (Ca\896; Nicholson & Humphrey, 2001,
Vernon & Lloyd-Jones, 2003; Lloyd-Jones, 2005) ti@fse latter studies, only two directly
contrastedealistically coloured pictures with achromatic ones to evalwdtether colour
improves priming. Vernon & Lloyd-Jones (2003) usadly natural objects and found no
difference inpriming measures between the achromatic and chromatialgtivat faster
naming for the coloured pictures duriegcodingandrecall. In contrast, Nicholson &
Humphrey (2001), using mainly fabricated (manmaudg¢cts, found little difference in
priming times between the chromatic and achronmtiture conditions when pictures were
presented in an upright position, but large adwgagdor colour when the same images were
rotated. No clear conclusion about the role of gpliuring repeated picture naming of
objects can be drawn from these few results. Tiseteowever, evidence that colour can
prime objectecognition Visual priming effects for colour have been fowtdlifferent levels
of processing and are reported in several stuBm@msinstance, Breitmeyer, Ogmen & Chen
(2004) and Breitmeyer, Ro & Singhal (2004) dematstt priming for colour during
recognition already at early wavelength-dependarels such as V1 and V2, while
Mecklenbrauker et al. (2001) showed that colour alsmes at later stages such as at the
level of conceptual colour representations. Theeeasso reports that colour improves the
recognition of scenes and that such priming effeatsbe independent of whether subjects
are able to recall the colour details of the scexgdicitly (e.g., Hanna & Remington, 1996;

Suzuki & Takahashi, 1997). The present study amshed a light on how colour influences
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priming during repeated picture naming by contregstihromatic with achromatic stimuli and

by using two different subject populations.

3.2: Method

3.2.1: General method

Experiment 1 was designed to address (a) how celmiributes to imagsegmentatiomnd
objectidentificationin the process of naming common real objects,(Bptlow colour affects
priming measures when objects are named a second tima afétay. The basic structure of
experiments 1 and 2 was the same; both contaigaelg session with an immediate naming
task and a test session where subjects had torpeafoepeated naming task after a certain
delay. Data of the immediate naming task from expent 2 was included in the analysis of
the immediate naming task from experiment 1. Expenit 1 involved aphasic patients and
healthy control subjects. In this experiment, telag between study and test was 12 days on
average (between 7-17 days). It was not possilde tine repeated naming task with every
aphasic patient exactly after 14 days as plannaiiiRs were not always available because
most had demanding time schedules for their reitatidn. Testing was generally not
allowed on weekends and, in some cases, patiemésdiseharged earlier than expected.
Repetition priming was measured with a between-ttafoulation wherdirst minussecond
lateng of old items are compared (i.e. comparing naming measuitbg test phase with

naming measures in the study phase for picturéswiige repeated in the test phase).

3.2.1: Participants
Experiment 1 was conducted in four different Germedrabilitation clinics with aphasic

patients and a group of healthy German controles®jwho were matched in age.
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Experiment 2 was conducted at Durham UniversitheUK with healthy English speaking
participants. Results of experiment 1 and 2 werepared across subject groups and across
the two languages, English and German. Particidaomns experiment 2 were used as

additional control subjects for the immediate nagresk of experiment 1.

Aphasic subjects

Thirty-one patients with aphasia took part in tkpegiment. The patients were recruited from
four different German rehabilitation clinics, whehey took part in rehabilitation programs
that included language therapy. The clinics pguéitng in the research were the Neurological
Rehabilitation Clinics Kliniken Schmieder in Alldvech, Gailingen and Konstanz and the
Special Aphasia Unit, MediClin, Klinikum Soltau.lAdatients were selected by their speech
and language therapists according to our critdrinatusion and asked for their consent to

participate in the study.

Patients were included in the study who spoke Gerasaheir current dominant language.
Snodgrass & Yuditsky (1996, p 518) suggest thiatntore effective in multinational

societies to discard subjects according to therformance characteristiqgrror rates and /

or naming latencies) rather than according to wdrettiey are monolingual and native
speakers of the language. In many areas of Germanynative speakers make up 25% of the
population and some immigrants live in Germanyldoig periods. Some immigrants may
even be in the fourth generation of their famitieéve in Germany. Increasing numbers of
patients in German hospitals and rehabilitationicé with aphasia speak more than one
language; to include only monolingual native Gerrspeakers would have halved the sample
size available to us for testing. Further detaigid the criteria of inclusion are specified

below.
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Eleven of the subjects were female and 18 were,@&lavere right handed, one left handed,
and three were ambidextrous. Subjects were bet@@amd 79 years old with a mean age of
59.06 years (patient details see in Appendix 5§ fiine elapsed between the onset of aphasia

and testing varied between 1 and 401 weeks (mea&nwksks).

The study was conducted according to German ettegallations and with the consent and
cooperation of the administrative authorities aflealinic. Two of the participants had to be
excluded after they had finished the first parthef test; as they did not meet the minimum

criterion we applied to naming accuracy of a rdte0%b6 picture naming.

Twenty-four of the remaining 29 aphasic patientsenavailable fobothparts of the
experiment and were included in the analysis oftiraing task. All of the 29 subjects
performed the first part of the experiment and weckuded in the analysis of the initial

unprimed naming task.

Nineteen of the patients presented with post-agpl@sic syndromes (one Broca’s Aphasia,
one Thalamic Aphasia, one non-classified Aphasia, Transcortical Motor Aphasia, and 15
Anomic Aphasias) with a mean post onset of 6.63k&é¢between 1 and 22 weeks). The other
ten patients presented with chronic aphasic syndsoftnvo Broca’s Aphasias, one non-
classified Aphasia, one Global Aphasia, and sixrArmoAphasias) and were in the clinic to
repeat their rehabilitation program, with a meastpmset time of 122.3 weeks (between 34

and 401 weeks).

Our criteria for inclusion in the patient grouptbé study were as follows. Patients had to be
diagnosed with a moderate to medium severe andranérng been pre-tested by their speech

and language therapists with the AAT (Aachener Aghdest, 1983), a standard German test



104

battery for the evaluation and classification dia@ga syndromes. All subjects had to name at
least 50% of our stimuli correctly in the coursedlwd current experiment. Patients with more
severe cases of anomia, or who failed to meet @auracy criterion were excluded. In

addition, subjects had to possess sufficient lagpgeamprehension to understand the very
simple test instructions and a minimum attenticanspf 40 minutes to accomplish the tests.
Patients with additional articulation disorderslumiing Dysarthria and AOS (apraxia of
speech) were accepted, when the symptoms had bsessad as less than medium severe
according to the intelligibility of the patient. &speech and language therapists, who worked

with the patients, assessed the language compieheattention span, and the articulation.

To make sure that the participants did not havevasuyal deficits which might have affected
their ability to identify the picture stimuli, ghlatients’ visual abilities were also tested.
Because all of the patients were anomic, only t@ste chosen that did not require any verbal

responses.

Correctcolour associationsvere tested with the “Colouring of Pictures Tg&eRenzi et al.,
1972; Damasio et al., 1979). Subjects had to chaasayon from a multicoloured set and fill
in the outline drawing of familiar objects that leastrong colour associations for instance, sun

— yellow; lips — red. None of the subjects made amgrs in this test.

Accuracy of colour perceptionas tested with the Farnsworth Panel D-15 Testlaad
Lanthony15 Hue Desaturated Panel D-15 d Test (RiclshiProducts Inc., Albuquerque). To
detect any form of colour blindness (deuteranonyalgtananomaly or tritananomaly)
subjects were asked in both tests to sort a s ablour caps into rows systematically
varying in colour. In these tests, all of the chpse the same brightness, while they differ in

hue. Caps were randomly distributed on a blacktstfgeaper and the examiner placed the



105

reference cap in front of the subject. The subjexg instructed to select the colour cap, which
most closely matches the reference cap, and placéhie bottom of a plastic box and slide it

next to the reference cap. This process was repeaté all caps were aligned in a row.

All subjects were tested with the “Three Picturesinponent of The Pyramid and Palm Tree
Test (Howard & Patterson, 1992) in order to excltiese with deficits in access to object
semantics from picture stimuli. The “Three Pictire@mponent consists of fifty-two triads of
pictures in which subjects have to decide whetneraf a lower pair of pictures is associated
with the single picture above, for example, a pietof apyramidhas to be matched to one of
the pair of pictures of pine treeor apalm tree.The test does not require any verbal
responses, as participants just need to poineantitching picture. Two picture triads were
excluded from the scoring because they were notmamfor German subjects as they

pictured soldiers in British uniform and a figuepresenting a British mayor.

Control subjects

Ten healthy German-speaking participants matchadiénand 60 English-speaking
participants who had taken part in experiment 2evuesed as control subjects. The data from
the 60 English-speaking participants could alsmbkided because the procedure of the first
part of experiment 2 is identical to the first pafrexperiment 1. All subjects in the control
groups spoke English and German, respectivelyheas ¢urrent dominant languages. Seven
of the German-speaking subjects were female aee there male, all were right-handed and
between 23-78 years old with a mean age of 58.&y&ae English-speaking participants
were between 19-64 years old with a mean age 6f\afars, 38 were female and 22 male, 53
were right-and seven were left-handed (controlextijetails see Appendixes 6 and 7). All
subjects had normal or corrected to normal visiangolour vision deficits and no deficits in

the access to object semantics from picture stifrubtommon with the patient group, all
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control subjects were tested with the “Colourindadtures Test”, the Farnsworth Panel D-15
test and the Lanthonyl5 Hue desaturated panel @&5t, and the “Three Pictures”
component of The Pyramid and Palm Tree Test inrdadassess whether they met the

criteria for inclusion in the main experiment (se®see Appendixes 5-7).

3.2.2: Stimuli

The stimulus set consisted of photographic depistaf 144 common real objects and each
object appeared in six picture different versiansoloured object in front of a coloured
fractal noise, a grey-scaled object in front obdoared fractal noise, a grey-scaled object in
front of a grey-scaled fractal noise, a colourbpkct in front of a plain background, a grey-
scaled object in front of a plain background, ampteyy-scaled object in front of a grey-scaled
plain background. The full details of the stimufet are described in chapter 2. The total
image set for experiment 1 comprised 840 diffestimiuli (140 objects x 6 versions) plus 4
training items. The 840 different images were ddddnto six different sets of 140 images
each. Every set contained all the 140 objectsersdime order, but in each set, the object
occurred in a different picture version. The se¢sercounterbalanced across subjects to
assure an equal number of items for each condilnottis way, every subject was presented

with all of the 140 objects, but subjects nametkedsint picture versions of the object.

The presentation order of pictures was randomrmgef design (picture version), but
controlled for other aspects such as categoryucabthe object and naming similarity.

It is well established that prior presentation stienulus related in meaning to a following
target affects accuracy and speed with which ttgetas named. All items were therefore
controlled forcategoryto avoid any interference (semantic inhibitionivizen items that are

semantically related. For instance, a fruit wasfalbdwed by another fruit. Several authors
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(e.g., Humphreys et al. 1995; McCarthy & Kartsou®&00; Howard et al., 2006; Marsolek,
2008) have shown that successive presentationmékemplars of the same semantic
category slows down naming reaction time as a resglemantic inhibition. The semantic
inhibition effect stems from priming of previouslgcessed representations of semantically
related objects. When naming another object ob#mee category that has overlapping
information with the previous item, the old repmesgions are activated again (priming). This
leads to competition between the old and new reptatons and slows down the

identification process.

All pictures were also controlled for the (origihablour of the object to avoid unwanted
colour priming effects (perceptual or imaginaryjviaeen the pictures. Showing an object in
colour can prime the colour of a consecutive obgect these colour priming effects may act
at an early wavelength- dependent stage of colmagssing (Breitmeyer, Ogmen, and Chen,
2004; Breitmeyer, Ro, and Singhal, 2004) well befosnscious colour perception takes place
(Schmidt, 2000; 2002). Colour is an attribute thetomes activated automatically when the
semantic description of an object is accessed fho&eProffitt ,1996; Joseph,1997). Even
when the object is shown in grey, stored colounkiedge about the object becomes
activated and can prime the colour of a consecutige For those reasons, objects were
separated by their original colour even when thgyeared in their grey version. For instance,

a strawberry did not follow a fire engine, as bata originally red.

All items were also controlled f@imilarity of name. Objects with names that begaaraed
with the same phonemes/syllables were separatabid any phonological priming between
the images (see for e.g. Collins & Ellis, 1992; $ite & Saffran, 2005). For instance, nut-

cracker did not follow peanut, and alligator did falow almond.
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3.2.3: Apparatus

In experiments 1 and 2 stimuli were displayed @eknea LCD 17 inch flat screen computer
monitor and viewed at a distance of 50 cm. The gizbe pictures was a height of 27 cm
and a width of 34 cm, with a resolution of 104890 ixels. Participants’ speech was
recorded with a Labtec stereo 342 headset thatwasected to a Medion MD 40100
Notebook PC. The head set was used to ensurelltpatticipants maintained the same
distance to the microphone and to minimize any urt@dnoise.

A software program with a voice-key was used t@cteand record the voice onsets of
participants’ speech and to determine the offs¢h@images. The program used a very short
input buffer to minimize the latency when recordihg audio signals by checking intensity
against a chosen trigger threshold every 10msoffget of the images was determined by
the start of a vocal response. Speech onset latena@re measured using sound waveforms

displayed using the Adobe Audition 1.5 software.

3.2.4: Procedure

All participants were tested individually in a qupace. They were told that the aim of the
study is to measure how information about pictafesbjects is stored in memory. Because
we wanted to evaluate hancidentalprocessing of physical attributes of stimuli m#fget
later performance, participants were left naivth®oreal purpose of the study and were never
directed to attend to particular attributes of atgesuch as colour. At the beginning of the
experiment, participants were presented with aeristandard test instruction and the
experimenter ensured that all subjects understoatesst procedure. Participants were
instructed to find the best possible name for edgjct and to name each picture as quickly
but also as accurately as possible. Subjects whktéa respond purely with the name of the
object without using any definite articles like “af’ “the” and to avoid any other utterances

like “hm”, “I think”, or “that is”.
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The test started with a practice block of four isetm familiarize the subjects with the task.
Responses to the practice items were not analfaesh subject named a set of 70 pictures
during the initial study session and 140 pictunesnd) the subsequent test session. Half of the
pictures used in the test session were identicldse seen in the study session, but presented
in a different order and mixed with 70 new pictufé8 old and 70 new). The time interval
between study and test session was 12 days ongaviretween 7 and 17 days), depending

on the availability of the patients. By the endltd experiment, each participant had named
each of the 140 objects once in an immediate nataslg and had named 70 of the objects

(study items) twice in a repeated naming task.

The pacing of image onset was controlled by theegrpenter and each stimulus remained in
view until the voice key was triggered. A blankesam appeared immediately after the voice
key was triggered and remained until the next image initiated. The next trial was initiated
immediately after the previous trial had been catga. The maximum stimulus exposure
time was 10 seconds, consistent with the time-eatiun the Snodgrass & Yuditsky, (1996)
study. If subjects could not respond within thisipa, the experimenter ended the stimulus
exposure manually and initiated the next pictutgs Tnethod was chosen to reduce time-
stress for both subject groups, but especiallylferaphasic patients, in order to maximise the
number of correct responses. Marshall, (1976) aitdndm et al., (1990) have shown that a
common compensatory mechanism of anomic patiemdésuse a delay strategy during name
retrieval that allows time for interpretation byamal association processes. If this
mechanism is interrupted, they fail to retrieve ¢berect name (Brookshire, 1971; 1972).
Healthy subjects seem to behave in a similar wagy thake fewer correct responses

(Vitkovitch & Humphreys, 1991; Vitkovitch et al.993; Lloyd-Jones & Nettlemill, 2007)
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and produce naming errors that can correspond&ethroduced by aphasic subjects (Tew,

1990) when pressurising time constraints.

All participants’ answers were written down in ghatato audio recording in a naming

protocol and the experimenter corrected and digcliegery error that occurred during the
task immediately with the participants after eagbretrial by asking them why they had

failed to produce the correct name for the objébts method was chosen for four reasons.
First, giving subjects the expected name for theatlnften stops them dwelling on the failed
trial and makes them attend more to the task ad.halnical practice has shown that subjects
often continue to search for the correct nameeaythail during the first attempt. This may
disturb the word retrieval and bias naming latemaie following trials. Second, several
subjects used names for some objects that werecomynon in their specific dialects.
Discussing such name agreement issues directhgthétpdistinguish those answers as either
correct or incorrect. Third, instead of having esroategorized after the test and rated later by
independent scorers, errors were identified anssiflad directly with the help of the
participants (see details about error classificatiothe result section). Subjects, including the
aphasic patients, were generally very good at @xpkawhythey failed to produce the

correct name of an object. Fourth, it also allowsdo detect any picture designs that subjects
may have found ambiguous and to relate those amtieigto specific participants and subject
groups. When dealing with a clinical populatiorstapproach is more practical and yields
more useful insights into stimulus ambiguities thawing the objects rated for image

agreement prior to the test by a different sulbjyectip.



111

3.3: Results experiment 1

3.3.1: Design

Experiment 1 was conducted as a repeated meassigmdo determine (a) whether colour
has any influence on naming common real objecjsyfiether colour affects priming, and (c)
if so, what role colour plays in the naming anawng process. The first part of experiment 1
was designed to investigate whether colour inflesrtbe object segmentation process and the
lexical access in parallel or in an additive martnesystematically varying the properties of
object and background colour and the context obtekground.

The second part of the experiment addressed tratigaef how colour affects priming
effects. Naming accuracy and naming latencies werelependent variables in both parts of
the experiment and repetition priming was assessthda between-item calculation where
first minussecondateng of old items are compared (i.e. comparing naming measutes
test phase with naming measures in the study ghagéctures that were repeated in the test

phase).

3.3.2:Immediate naming task

3.3.2.1: Analysis

Scoring of correct responses

Responses were included or excluded from analgsnguhe following criteria. Responses
with noise interference or in which the voice-kegliunctioned were excluded (1.63% of all
trials). A response was counted as correct ift((@piresponded to the correct name of the
picture, as determined by the Oxford English Dizéiy (2005) for English or the Wahrig

Deutsches Woérterbuch (2002) for German, and (2whs the first attempt to name the
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picture, and (3) if the response was initiated inithe first 5 seconds of the trial. All attempts
for correction and all responses that were outiides seconds time limit were classified as
failure to find the correct name. Further scoringecia were similar to those described by
Snodgrass & Yuditsky (1996). A response was couasecbrrect if (4) it was part of that
name pegor lighter instead ottlothes-pegr firelighter); or if (5) it was an abbreviation
(Welliesor hippoinstead ofWellington boot®r hippopotamuy or if (6) it was a
superordinate of the name and more frequently gilvan the subordinatatsor berries
instead ofalmondsor red curran). In addition, a response was counted as corfréc} it was
a synonym or dialect of the correct name and oeduat least twice in the naming protocols
of the respective language (for example in Englistfifa’sinstead oimandarinsor bunny
instead ofabbit; in GermanTraubleinstead oflohannisbeerenr Stumpenstead of
Zigarre).

The scoring criteria for correct responses usedhi®aphasic participants differed slightly
from those of the healthy controls, as it alsoudeld responses withinor phonological or
semantic errors as correct. In this respect, thargg system for naming correctness of the
widely used German aphasia test battery AAT (Aaehé&phasie Test, 1983) was adopted.
Scoring in the AAT defines a response witionological paraphasiaas correct if two-thirds
of the word are correct, for example if participasay “Bhustift” instead of Beistift or
“Saschebesser” instead ofaschemesser (1.48 % of the analysable data); and defines
semantigaraphasiaas correct if it is closely related to the targetame, for example
Langustanstead oKrebs or Kaffe&kanne instead ofeékanne (1.74 % of the analysable

data).

Scoring of errors
For both control participants and aphasic patiesrt®rs were classified as (1) naming

attempts where participants reported that theytifiet the object but could not retrieve the
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name in time, were classified @sical access errorffailure to retrieve the namé€) naming
attempts where the response was incorrect and winergame did not fulfil the criteria
mentioned above, were classifiedeasors of misnaming the obje(temantic paraphasia) (3)
naming attempts were participants reported that teld not identify the object were
classified agailure to identify the picture

In addition, for aphasic patients, naming attemytsre participantanintentionally repeated
names of previous trials or were they producedaesgs that contained more than one-third

of phonological paraphasias where classifiedeaseveration/Jargon error.

Reaction times for naming

Only trials with correct naming responses wereudel in the reaction times analysis. The
software voice-key that was used for recordingpiduicipant’s responses was programmed
to evaluate the voice onset times by intensity mess To test the reliability of the voice-key
measurements, a number of randomly selected gaatits were chosen to conduct a
comparative analysis of the voice onsets gaineithéyoice-key and those obtained by visual
inspection of the waveform displayed using the Aaldlndition 1.5 software. The

comparison showed that measurements by the voice#ee not always sensitive enough to
discriminate between noise caused by breathingeea muscle movements, such as mouth
opening or tongue movements, and a real onset oftarance. In those cases, the intensity
thresholds to detect the beginning of an utteravere too low. In contrast, intensity
thresholds to detect onsets of soft consonant$)igem or n were often too high and words
starting with such consonants were detected teo Tdte voice onset detection by the voice-
key also varied in some cases according to theudation and/or frequency of the
participant’s voice (male or female, high or deep&). Lowering or increasing intensity

thresholds to distinguish breathing from the omdetn utterancandto capture the correct
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onset of soft consonants, worked for the voicesiddtion of some participants, but not for
others. All naming onsets were therefore determindvidually using sound waveforms
displayed by the Adobe Audition 1.5 software in @omation with the sound. This method

ensured a highly precise measurement of each voset within a frame of 5 ms.

Seven aphasic patients presented with an additaprakia of speech. They were included in
the study because apraxia of speech is a defatiighoften associated with aphasia. Patients
with such motor speech disorders often needed thareone attempt to articulate the full
name. Voice onsets of those patients were counitbdive start of thérst syllableof the
correct utterance. For example the onset of teediyllable Ba” of the responsBa-na

tabane(German: Banane) was counted as correct and tkstart of the correct name.

Mean reaction times were calculated for each sulje picture condition assaibject-based
analysis(F1), and for each object and picture conditiont@®-based analysi$2). Naming
latencies more than 2.5 standard deviations framthan of the participant or object

respectively were classified as outliers and exadud

3.3.2.2: Results

Reaction times for healthy participants.

Data were analysed using a repeated measures AN@WAicture design (six levels) as a
within-subjects Factor, and Language (German vglié) as the between-subjects Factor.
Greenhouse-Geisser correction was used when ddéded the assumption of sphericity.

Treatment means were compared usiB@ (Least Significant Differen¢d ests.
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Analyses revealed that there was no effect of Laggur(1,68) = 1.78;p = 0.186) indicating
that there was no difference between the 60 Hmglisd 10 German-speaking participants.

The two groups were therefore pooled to providerdrol group for the aphasic participants.

One-way repeated measures ANOVASs on subject-b&dgcafd item-based reaction times
(F2) were conducted for healthy participants, resaiéspresented in graphs in figures 17 a
(F1) and 17 bK2) on page 117. Results showed that the main dffe&icture design was

highly significant F1(4.0, 280.6) = 15.643<0.0001;F2(4.3, 594.5) = 18.821<0.0001).

For the chromatic object and thkain background differences were as follows: (+69ms
(F1(1,69) = 31.70p<0.0001; +91msK2(1,137) = 49.28p<0.0001)) with the grey object and
the coloured plain background, and (+81Ms({,69,) =30.80p<0.0001);+91ms F2(1,137)
=41.11,;p<0.0001)) with the grey object and the grey plackground, and (+42ms
(F1(1,69) =14.47p<0.0001); +51msH2(1,137) = 13.22p<0.001)) with the chromatic object
and the coloured noise, and (+119M%((,69) = 51.71p<0.0001);+128ms F2(1,137) =
79.39;p<0.0001)) with the grey object and the colouredapand (+78md-(1(1,69) = 35.44;

p<0.0001); +92msK2(1,137) = 36.97p<0.0001)) with the grey object and the grey noise.

Differences for the chromatic object and the cadoumoisebackground were (+26ms
(F1(1,69) = 4.11p<0.046)); +40msK2(1,137) = 7.36;p<0.008)) with the grey object and
the coloured plain background, and (+38iF%((.69) = 8.11p<0.006));+39ms F2(1,138) =
5.33;p<0.022)) with the grey object and grey plain backgd, and (+76md-(1(1,69) =
23.55;p<0.0001));+77ms F2(1,137) =22.20p<0.0001)) with the grey object and the
coloured noise, and (+35mB1(1,69) = 7.31p<0.009); +40msK2(1,137) = 8.96p<0.003))

with the grey object and the grey noise (see figiea and 17 b on page 117).
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These results show that the achromatic object \waged significantly slower in all its
conditions and this effect was even found for tletupe design where the coloured object had
to be segmented from a coloured noise backgrotméhd named significantly faster than the
easy to segment picture versions where the olgegtely and the backgrounds are plain. This
striking finding suggests that the influenceobject colour knowledgat the conceptual level
has a stronger effect on naming latencies thamthence ofperceptual colouat the

structural level of object descriptions, i.e. thiwantage of an object possessing the attribute
of colour outweighed the difficulty of segmentiriggtobject from a noisy background. The
slowest named picture versions among the plaimaise background conditions were the
pictures that contained a combination gray object and &olouredbackground. If colour

only facilitates segmentation during naming thaesthtwo picture versions should have been
the fastest because the enhanced colour contrdst bbrder between the grey object and the
coloured background should have speeded up theesggtion process. However, the
incongruity between object and background colouy hmeve caused interference with object
colour knowledge and provides further evidence tigeéct colour knowledge can have a

stronger effect than any segmentation benefit.

There was a significant difference betweenrtbiseand theplain background condition
when the object was in colour of (+42nf<.(1,69) =14.47p<0.0001); +51msK2(1,137) =
13.22;p<0.001)) which can be interpreted as the additionat tosegment coloured object
from coloured noiseSurprisingly, no such segmentation costs weredouimen objects and
backgrounds were both in grey (-3nk4.(1,69,) =0.68p<0.795) and +1md(1,137) =

0.05;p<0.945)).
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Figure 17 a.Experiment 1. Mean naming reaction times in mgHercontrol group in the immediate naming
task, results are shown a) subject based andr)higsed. The two picture conditions that are pri@sg the
object in colour are shown as dark columrmcpandcocn) Legendcc = colouredg = grey-scaledp = object,
n = noise backgroungh, = plain backgrounccocp= coloured object in front of a plain backgrougdgp =
grey-scaled object in front of a plain backgrougogp = grey-scaled object in front of a grey-scaledrpla
backgroundgocn= coloured object in front of a coloured fractalse;gocn = grey-scaled object in front of a
coloured fractal noisggogn= grey-scaled object in front of a grey-scaledtménoise.
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Figure 17 b.Experiment 1. Mean naming reaction times in mgHercontrol group in the immediate naming
task, results are shown a) subject based andrb)atesed. The two picture conditions that are mitasg the
object in colour are shown as dark columrmcpandcocn) Legendcc = colouredg = grey-scaledo = object,
n = noise backgroung, = plain backgrounccocp= coloured object in front of a plain backgrougdrp=
grey-scaled object in front of a plain backgrougogp = grey-scaled object in front of a grey-scaledrpla
backgroundpocn= coloured object in front of a coloured fractalse;gocn= grey-scaled object in front of a
coloured fractal noisggogn= grey-scaled object in front of a grey-scaledténoise.
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Reaction times aphasic subjects

For aphasic participants, there were again sigmticifferences among the six Picture
designsF1(3.2,91.5) = 6.47p<0.0001) andR2(5,585) = 5.72p<0.0001). Pairwise
comparisons again showed an effect@dject colourin a noise background. Naming was
faster for a picture of a coloured object in a coéml noise background than an achromatic
object in colour or grey noise (-175n#s1(1,28) = 32.57p<0.0001); -147msH2(1,117) =
11.63;p<0.001)), and (-115m$((1,28) = 7.66p<0.10); -112msK2(1,117) = 7.16;
p<0.009)), respectively (see figures 18 a, b). Havethe effect for Object colour was less
pronounced in the plain background conditions. Gadd objects, presented against a
coloured plain background, were named faster thain &chromatic counterparts, presented
against a grey background but this was only sigaifi for the subjects-based analysis (-82ms

(F1(1,28) = 4.76p<0.038)) (see figures 18 a and b on page 119).

Unlike the control group, aphasic patients shovitlé kevidence of slower responses to
images presented against a noise, compared witirg packground. Such a segmentation
cost was only apparent in the item-based analylBewobjects and backgrounds were grey
(+85ms F2(1,117) = 4.94p<0.028)) but not in the subject-based analysis ir83¢1(1,28)

= 1.65; p<0.209)) or when the object was in colour: (+5f$({,28) = 0.31p<0.862);
+29ms £2(1,117) = 0.406p<0.525)). These findings differ from those foundhe control
group, where segmentation costs were only evidenesponses to coloured objects

presented against coloured noise, but not for glaevalent achromatic picture.

As with healthy participants, the slowest namedupecversion in the subject- and item-based
analysis was the grey object in front of a colounetse. The incongruence between object
and background colour increased naming latenoggsfsiantly compared with when the

object and the noise background were both in colgdi75ms F1(1,28) = 32.57p<0.0001);
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+147ms F2(1,117) = 11.63p<0.001)) indicating again that the interferencewabject

colour knowledge has a stronger effect than thensegation benefit.
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Figure 18 a.Experiment 1. Mean naming reaction times in mdteraphasic group in the immediate naming
task subject based. The two picture conditionsdhapresenting the object in colour are preseasediark
columns ¢ocpandcocn) Legendc = colouredg = grey-scaledp = object,n = noise backgroungh = plain
backgroundcocp = coloured object in front of a plain backgrougdcp= grey-scaled object in front of a plain
backgroundgogp= grey-scaled object in front of a grey-scaledmpleckgroundgocn= coloured object in
front of a coloured fractal noisgpcn= grey-scaled object in front of a coloured fraaise;gogn= grey-
scaled object in front of a grey-scaled fractabroi
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Figure 18 b.Experiment 1. Mean naming reaction times in mgHeraphasic group in the immediate naming
task item based. The two picture conditions thatmmesenting the object in colour are presentethes
columns ¢ocpandcocn) Legendc = colouredg = grey-scaledp = object,n = noise backgroungh = plain
backgroundcocp= coloured object in front of a plain backgrougdep = grey-scaled object in front of a plain
backgroundgogp = grey-scaled object in front of a grey-scaledmbmckgroundcocn= coloured object in
front of a coloured fractal noisgpcn= grey-scaled object in front of a coloured fraaise;gogn = grey-
scaled object in front of a grey-scaled fractabroi
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An overall ANOVA was conducted using Picture dedqigin levels) as a within-subjects
Factor, and Group (Control, Aphasic) as the betwsedajects Factor. The control group in
this group comparison (Control vs. Aphasic) incldd® German-speaking healthy
participants from experiment 1 and 60 English-spgakealthy participants from experiment
2. These two subject groups were combined as dartvap because the immediate naming
tasks of experiment 1 and experiment 2 had the sisign and used the same pictures of the
140 common real objects except that the objed iisexperiment 2 contained 10 additional
images of abstract forms. The naming reactiondiarelysis and error analysis for those 10
additional abstract forms in experiment 2 were cateld separately from the analysis of the
140 common real objects and were not part of ttosig analysis. As described on page 115,
there was no effect of Group((L,68) = 1.78;p = 0.186) in the group analysis of the 60
English- and 10 German-speaking participants inoligahat there was no difference related
to Language (English, German) or Age (English mega 30.5 years, Germans mean age
58.8 years) between the 60 English- and 10 Gespanking participants. In addition, a
within group analysis for the 60 English-speakimagtigipants (19-30 years old vs. 31-64
years old) showed no effect related to age (seer&ig2 a on page 161). The 60 healthy
English- and 10 healthy German-speaking particgamre therefore pooled to provide a

control group for the aphasic participants.

Results of the ANOVA showed that there was a higidyificant difference between the two
groups, with the aphasic subjects being on ave3ag§ms slower in naming the pictures than
the healthy participant$-§roup(1,97) = 95.01p<0.0001). The main effect of picture design
was significant(4.2,409.6) = 20.87%<0.0001) and the Picture design x Group interaction
approached significanc&(@.2,409.6) = 2.21p<0.064) and is likely to arise as a result of
aphasic participants depending more on colour kieatthy participants, especially in the

noise background condition (see figure 19). To erarthis further, a further analysis was
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carried out using Group (Control, Aphasic), Objaiour (colour vs. grey) and Background
condition (plain vs. noise) as Factors. Data ferititongruent object-background variations
(gocp and gocn) were excluded. Results show a aftent of Object colour where pictures in
colour were named on average 78.75ms faster tledngitey counterpart$-(1,97) = 37.13;
p<0.0001) (see figure 20 a), and an effect of Bamlgd condition with objects embedded in
noise backgrounds named on average 21ms slowemtipdain backgrounds$=(1,97) = 6.31;
p<0.014) (see figure 20 b). The other interactigdijéct colour x Background condition;
Object colour x Group and Background condition @) were not significant, however, the
interaction between Object colour x Background dord x Group approached significance
atp<0.064, suggesting that aphasic subjects rely mom@lour when segmenting an object

from a noise background than the healthy controls.
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Figure 19.Experiment 1. Mean naming reaction times in mdtieraphasic group and the control group in the
immediate naming task. The blue line representapiasic group and the black line the control group
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Figure 20 ashows the mean naming reaction times in ms foafesic group plus the control group for the
comparison of the overall picture colour. The ldokumn represents the two conditions where theupact
presents the object and the background both iruc¢émcp and cocn), and the grey column represbatsvo
conditions where the object and the backgroundbatie in grey (gogp and gogrBigure 20b shows the mean
naming reaction times in ms for the aphasic grdup the control group for the comparison of the two
background conditions: plain (cocp and gogp) versise (cocn and gogn).

Therole of object category and colour diagnosticity

The majority of the studies examining the influen€eolour on object-naming report
positive colour effects predominantly in the catggaf living things and/or when the colour
of the object is diagnostic of that object We tlere performed item-based ANOVAs using
Picture design (6 conditions) and Category as Fackirst, we contrasted the two categories
living (n=72) versus non-living items (n=68), aretend, in another analysis, the three main
categories fruits & vegetables (n=39), animals @)=and manmade objects (n=68). In a
further step, results were analysed using Pictasgga (6 conditions) and Diagnosticity

values (2 conditions: high (n= 87) versus low (13})3or each group.

The analysis showed, for both groups, a main effé®icture design with coloured objects
named more quickly than grey on@&softrog4.3, 589.4) = 18.73<0.0001); Faphasic(5, 580)

= 5.72; p<0.0001). This effect was significant in the pland noise conditions for the
controls and in the noise conditions for the aptsasihere was a main effect of Category but
this was only significant for the control grougedntroi(1,136) = 4.84p<0.029;Faphasic{1,116)

= 2.5; p<0.110). For the control group, living things waramed more slowly across all
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picture designs compared with non-living things86ms, Fcontroi{1, 136) = 4.86p<0.029)
(see figure 21 a). This difference was not apparfentthe aphasic patients (+61ms,
Faphasic{1,116) = 2.59p<0.110) (see figure 21 b). There was no interactietween Picture
design x Category in either Groupcgntrolf4.3, 589.4) = 1.18§<0.319) andKaphasic{5,580) =

0.35; p<0.885) indicating that the effects for colour dot rdiffer between these two

categories.
70 controls living vs. non-living things 29 aphasics living vs. non-living things
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Figure 21a shows the mean naming reaction times in ms fandiversus non-living things for the control
group, and figur@1b for thegroup of aphasics.

The analysis with the three main categories fritwegetables, animals, and manmade
objects showed, for both groups, a main effecticfuire design with coloured objects named
more quickly than greyFcontroi4.3, 565.5) = 17.24p<0.0001;Faphasic§4.6, 507.7) = 5.51;
p<0.0001). There was a main effect of Categorythistwas only significant for the control

group Econtroif2,130) = 6.70p<0.002;Faphasic{2,110) = 2.4p<0.088).

The interaction between Picture design x Categoag wot significant in the group of
aphasics Kaphasic{9.2, 507.7) = 1.21p<0.285) (see figure 22 b) but showed a significant
effect in the control groug=¢ontrol{8.7, 565.6) = 2.62p<0.04), with fruits & vegetables and
manmade objects benefiting the most from objecbwol(see figure 22 a). A pairwise
comparison showed that fruits & vegetables are wasignificantly more slowly than both

manmade objects (+153m&controls, p<0.001; +105ms,Faphasics, p<0.031)) and animals
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(+162ms FEcontrols, p<0.04); +94 Faphasics p<0.105)). The latter result in the aphasic group di
not reach significance probably because of loweminhumber in the statistical analysis as
aphasics named fewer items in the category ofsfiiitvegetables correctly. No significant
differences in naming latencies were found betwiencategory of animals and manmade

objects: (-8msKcontrols, p<0.869); +11msKaphasicsp<0.825)) (see figures 22 a, b).
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Figures 22 a, bshow the mean naming reaction times in ms for sabfect group and the three main categories
fruits & vegetables, animals, and manmade objects.
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Figure 23 shows the mean naming reaction times in ms focdimérol group and the three main categories fruits
& vegetables, animals, and manmade objects.
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3 categories 29 aphasics
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Figure 24 shows the mean naming reaction times in ms foagtesic subject group and the three main
categories fruits & vegetables, animals, and mamnadjects.
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Figures 25 a-fshow the mean naming reaction times in ms for eabfect group and the three main categories
fruits & vegetables (n= 39), animals (n= 28), aremhmmade objects (n=68) separately per picture de$ige

dark columns represent the picture versions wher@bject is presented in colour. The number ichkets in

the headline of each graph represent the numbeategory members named correctly in all of thepsiure
conditions.
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Figures 25 a-fshow the mean naming reaction times in ms for sabfect group and the three main categories
fruits & vegetables (n= 39), animals (n= 28), armhmrmade objects (n=68) separately per picture deSige

dark columns represent the picture versions wher@bject is presented in colour. The number iches in

the headline of each graph represent the numbeate§ory members named correctly in all of thepgiture
conditions.

To answer the question whether colour effects omimg only occur for high colour
diagnostic objects, results were analysed overuRictlesign (6 conditions) and Colour
diagnosticity values (high vs. low) for each grolipere was again a main effect for Picture
design, for both groups, with coloured objects ndim@re quickly than grey ones in the plain
and noise background conditions for the control gro{faontro4.3, 593.5) = 16.44;
p<0.0001), and in the noise conditions for the grafipaphasics Kaphasic{5, 580) = 5.62;
p<0.0001). The effect for Diagnosticity was alson#igant, for both groups, showing that
high colour diagnostic objects are named more slatlvhn low colour diagnostic ones
(+114ms,Fcontroif1,136) = 8.58;p<0.004); (+99msFaphasic§1,116) = 6.85;p<0.010) which
corresponds with the longer naming latencies fopadicularly for the category of fruits &
vegetables, which made up the largest number ohible colour diagnostic objects. The
interaction Colour diagnosticityx Picture designwas not significant for both groups

(Fcontrold4.3,593.5) = 1.4(p<0.228); Faphasic{5,580) = 1.11p<0. 355).

The occasion where one can look at the effectdagindsticity is in the manmade category,
because the vast majority of objects in the otreegories have high colour diagnostic

values. The separate analysis of the manmade cated@re 19 objects had high (e.g., fire
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engine, life vest) and 49 low colour diagnosticuea (e.g., toothbrush, socks), showed a
significant main effect for Picture design with @oted objects named more quickly than grey
ones in the control group-ontroi(3.9,261.9) = 6.77p<0.0001). The effect for Picture design
was also significant in the group of aphasiEsotasic§5,300) = 2.43p<0.035) but only the
picture design with the incongruity between a gobject and a coloured noise background
(gocn) differed significantly from other picturesigns. There was an effect of Diagnosticity
showing that high colour diagnostic manmade objaecshamed more slowly than low colour
diagnostic ones and this effect was significant tbe group of aphasics (+119ms,
Faphasic{1,60) = 5.42;p<0.023) but not for the control group (+66nksentroi1,66) = 1.41;
p<0.238). However, the observed differences betvirggim and low colour diagnostic items in
the manmade category may be due to other factats @i word frequency as many of the
high colour diagnostic manmade objects had lowueegy names such as ‘fire extinguisher’
or ‘Santa hat'. There was again no significant Qolaliagnosticity x Picture design
interaction for both groups in the separate anslydi the category of manmade objects
(Fcontrold3.9,261.9) = 0.91p<0.455); Faphasic§5,300) = 2.0;p<0.079). The insignificant
interactions betwee@olour diagnosticityand Picture designin the separate analysis of the
category of manmade objects and in the overall ialysis suggest that in our set, colour
effects on naming did not dependent directly ormgpbiagnosticity values (see figures 26 a,

b).
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Figures 26 a, bshow the mean naming reaction times in ms foc#iegory of manmade objects divided into
high and low colour diagnostic objects and perysetdesign for each subject group separately.

In conclusion, the group analysis of healthy anlleapr subjects showed a straaftect for
object colourwith coloured objects named significantly fasteith on average of -78.75ms,
than their grey counterparts. This effect was irthelent of whether objects were easy to
segment from a plain background or had to be setgddrom a noise. These findings
suggest that the advantage of an object possab&ragtribute of colour outweighed the
difficulty of segmenting the object from a noisyckground. There was a positive trend in the
Picture design x Background x Group analysis shguhiat aphasic subjects demonstrate a

stronger effect for object colour in theisebackground conditions. This indicates that
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aphasic subjects may depend more on colour infeomathen naming on object embedded
in a noisy background than healthy controls. Theas also an effect of object segmentation
(Background condition) in the group analysis asdk participants on average 21ms longer
to name an object that had to be segmented froonsa background than from a plain
background. In the separate analysis of the apBabiject group, these segmentation costs
were higher for the grey picture conditions thantfe coloured ones, but this was the reverse
in the analysis for the healthy control group. &ies with an incongruity between object and
background colour (gocp, gocn) elicited the sloweattion times in both subject groups
despite having a segmentation benefit due to emtacalour contrast at the borders between
object and background. This effect was even stmoimgee aphasic subject group. These
findings suggest that the interferenceobject colour knowledgkas a stronger effect on

naming latencies than asggmentatiomadvantage by colour

Further analysis showed that the effect of objetdur was unrelated to category effects
when contrasting living with non-living items in thosubject groups. Living things were
named significantly slower than non-living thinggowever, when contrasting the three main
categories fruits & vegetables, animals, and marnadjects, there was an effect for object
colour (Object colour x Category interaction) ie tmealthy subject group. The two categories
fruits & vegetables and manmade objects benefitedrftom colour than the category of
animals (see figures 25 a-f). In both subject gsp@uits & vegetables were named the
slowest while animals and manmade objects were dageally fast. The analysis of object
colour diagnosticity showed that high colour diagfimobjects were named slower than low
colour diagnostic ones bablour diagnosticitwalues were not directly related to the

observed colour effects on naming in our set.
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The cross-linguistic comparison for the healthytoalrgroup showed that the observed colour
effects were independent of whether objects weneedain English or German. This shows
that the reported colour effects are robust, ag dippeared little affected by differences in

language, including factors such as word-lengtiming agreement, and cultural differences.

Accuracy

To establish whether object colour influenpasgure identificationlexical acces®r
misnaming the objecaccuracy data were analysed as follows. Firspaeses were screened
for correct naming and error types. The controligrperformed at close to ceiling with
94.94% correct naming and with error rates bel®9Qin each error category. The most
frequent, of the albeit small number, of errorsevailures to identify the picture (1.89% of

all responses). Because of the low error ratef,inloer analyses were carried out.

The accuracy rate was lower in the group of aphaesiticipants, as they produced more
errors as a result of anomia, with 78.24% corraating. Data were transformed into
proportion of errors because the number of analgsstbmuli was not equal across the three
error types. The data were then analysed with &&ed Measures ANOVA. Follow-up
ANOVAs were conducted to measure pairwise Pictorelition differences in the Error type
conditions. Further analyses were carried out tovere the relationships between Error type

and Colour diagnosticity, and Error type and Catggo

Accuracy resultsfor the aphasic subject group

The two-factor ANOVA was carried out using Pictdesign and Error type as Factors. There
was a main effect of Error typ&((L.7, 341.7) = 61.31; p < 0.0001) with the mogvatent

error being that of failures of lexical access 985.of all errors) and errors of misnaming the

object (26.7% of all errors). Picture identificatierrors were 10.1% of all errors. The effect
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of Picture design was significari(@.5, 609.7) = 3.34; p < 0.010) as was its intéoacivith
Error type £(9.3,1246.2) =2.36; p < 0.012). The analysesleitification errorsshowed a
highly significant effect of Picture desigh(6,670) = 6.02; p < 0.001) as the proportion of
identification errors was smaller with the colou(@d3%) than with the grey objects
(3.07%). This was a similar pattern to that obseélinethe control group (0.62% identification
errors of all the responses with coloured objeantsl, 2.49% identification errors of all the
responses with grey objects), although the nurabetentification errors in the control
group was much smaller. The statistical analysesrofs of lexical accesanderrors of
misnaming the objeaetere inconclusive concerning Picture design. Pestwvith grey objects
showed little difference in eliciting failures aical access or causing misnaming errors
when compared with pictures in colour. This wagéddy a result of the small number of
errors in some Picture design. Perseverative ewers not further analysed, as they did not

fall into the linguistic classifications of intetes

An ANOVA using Picture design, Error type and Diagticity as Factors revealed an effect
of Diagnosticity F(1,133) =18.14p<0.001), Error typeK(2.5,339.1) = 5.38; p < 0.005), and
Picture designK(4.5,605.1) = 3.22; p < 0.012). The interaction®Etype x Colour
diagnosticity F(3,399) =3.51p<0.015), and Picture design x Error typ€15,1995) = 2.04;
p<0.011) were also significant. These main effeot$ their interactions show that pictures
with an achromatic object elicit more picture idéoation errors than when the object is in
colour. This was especially true for the categdriruats & vegetables where all category

members have high colour diagnostic values.

When contrasting the 19 high-colour diagnostic whit 49 low-colour diagnostic members
of the category manmade objects separately, DiaigitggF(1,66) = 4.28p<0.043) and

Error type £(3,198) = 42.25p<0.001) and their interaction Error type x Diagmost (F
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(3,198) = 2.91p<0.036) were significant. Interactions with Picttype failed to reach
significance (Picture design x Error tygg15,990) = 1.56p<0.077; Picture design x Error
type x Diagnosticity £(15,990) = 0.95p<0.507). The most prevalent error types were again
those of failures of lexical access (62.22% okalbrs) and errors of misnaming the object
(24.44% of all errors). Only a very few errors warade with picture identification in this
category (4.44% of all errors). High-colour diagimosbjects caused more errors than low-
colour diagnostic ones particularly in the Errqueytexical access errors. This effect might
have been caused by word frequency rather thahebgdlour diagnosticity of the object as
some of the high-colour diagnostic objects hadfi@guent names (e.g. Swiss army knife,
fire extinguisher, no entry sign). Low frequent ¥®m@are known to cause more lexical access

errors (Vitkovitch & Humphreys, 1991; Montanes ket 8995).

To analyse the effects of object category an ANQXéMkg Category, Error type and Picture
design was carried out. Picture desif(b(320) = 2.35p<0.041), CategoryH(2,64) = 3.33;
p<0.042) and Error typd~(3,192) = 27.24p<0.001) were significant. The interaction Picture
design x Error typeR(15,960) = 2.39p<0.002) was also significant. Other interactionketh

to reach significance. These results show thatédxccess errors and errors of misnaming
were again the most prevalent errors followed leyype identification errors. Most errors
were made in the category of fruits & vegetablesssall Error types and there were more
errors inmisnaming the objediut fewerndentification errorswhen fruits & vegetables were

in colour.

In conclusion, the most prevalent errors of the@lbmall number of errors made in the
control group weréailures to identify the picturevith much smaller error proportions when
the object was in colour than when it was in giégwever, as participants in the control

group performed at close to ceiling, no furtherlgses were carried out. The analysis of the
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aphasic subject group showed that subjects madadakeerrors withailures of lexical
accessandmisnaming the objeds a result of their anomia. A further analysisvedd that
there was @ategoryeffectwith most errors made in the category of fruitse&yetables across
all Error types. There was also @ifiect of colour diagnosticitgndobject colourand
interactions with Error Type showing that grey @tgecaused more picture identification
errors than coloured ones. This was especiallyfouthe category of fruits & vegetables
where all category members have high colour diagmealues. In the category of manmade
objects, more errors were made with high than loWar diagnostic objects particularly in
the Error type lexical access errors. However, ¢ffisct might have been caused by word
frequency rather than by colour diagnosticity. Nfe@s for Picture design (= colour) were
found for lexical access errors and errors of mising the object, which was probably

because of the small number of errors in some Rictasign.

3.3.3:Repeated naming task - priming

3.3.3.1: Analysis

Twenty-four of the 29 aphasic patients participateldoth parts of the experiment and were
included in the analysis of the priming task. Tée healthy German-speaking participants
who were part of the control group in the immedizdening task were used as the control
group. Repetition priming was measured by a betviteen calculation wherérst minus
secondatencyof repeateddld) items are compared (i.e. comparing naming measuteg
test phase with naming measures in the study ghagéctures that were repeated in the test
phase). This method is more precise than the betites calculation used in some other
studies where naming latencies of repeatddtimuli presented in the test phase are

compared with latencies abwstimuli presented in the test phase. Test adaptatas
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measured by comparing mean RTs of all correctlyathitems of day one (study) with mean
RTs of all correctly namedewitems of day twelve (test). Only trials were irada where
pictures were named correctly on both occasionmih@glatencies with more than 2.5
standard deviations from the mean of the partidipathe item were classified as outliers and
excluded. Mean reaction times were calculated dohesubject and picture condition as a
subject-based analysfs1), and for each object and picture conditionte®- based analysis

(F2).

3.3.3.2: Results

Priming in German controls and aphasic subjects

A repeated measures ANOVA was conducted using Giappasics, Controls) and Time
(RT1 and RT2), and Picture design (6 conditiondyadors. Results revealed a strong effect
for Time (Fgroup(1,32) = 18.74p<0.0001) with on average 86.17ms faster namingits

for pictures that were repeated from study to ({@sming). There was no difference in the
priming times between the two Groups: Time x Groupraction Fgroup(1,32) = 0.26;
p<0.872), and Picture design x Time x Group inteoacf~group(5,160) = 0.48p<0.793)
showing that aphasic subjects had the same pripotential for the correctly named pictures
as the healthy controls. There was no Picture desiime interactionKgroup(5,160) = 0.55;
p<0.734) indicating that colour did not affect primgitimes (see figures 28 and 29)

Subject and item-based ANOVAs using Picture deaigh Time as Factors confirmed that
for each Group there was a strong priming effecthe repeatedly named pictures (-89.39ms,
Flcontrol1,9) = 12.95p<0.006); -88.15mM& 2controi1.0,53.0) = 24.29p<0.0001, and -

82.95msFlaphasic§1,23) = 12.56p<0.002); -71.98 m§&2aphasic{1,44) = 11.71p<0.001).
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There was no Picture design x Time interacti®hx4ntrol(5,45) = 0.53p<0.747);
F200ntro|s(5,265) = 0.46p<0.802, and:laphasic(5,1l5) = 1.09p<0.365);F2aphasic(5,220)

=0.53;p<0.749) indicating again that colour did not affpdtning times (see figures 27 a-d).
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Figures 27a-d show the mean naming reaction times in ms for sabfect group subject based and object

based, the straight line represents the mean narsaugion times for the immediate naming at daRT 1), the
dotted line represents the mean naming reactiosstiior the repeated naming at day 12 (RT 2).
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10 controls and 24 aphasics priming SUBJECT based
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Figure 28 shows the mean naming reaction times in ms ftr babject groups subject based, the straight line
represents the mean naming reaction times fomtingeidiate naming at day 1 (RT 1), the dotted lipgesents
the mean naming reaction times for the repeatednupat day 12 (RT 2).
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Figure 29 shows the mean naming reaction times in ms fir bobject groups object based, the straight line
represents the mean naming reaction times fomtiheeidiate naming at day 1 (RT 1), the dotted limpgasents
the mean naming reaction times for the repeatednpat day 12 (RT 2).

Therole of colour, object category, and colour diagnosticity in priming

To measure how colour affects priming times andtirethese effects are influenced by
object category or by colour diagnosticity, separsm-based ANOVAs were carried out for
each group with (1) the two Times (RT1 and RT2) Bicture designs, and the three
Categories as Factors, and (2) Time, Picture desigh Colour diagnosticity (high versus

low) as Factors. There was no effect for Categéigno(8.2,206) = 0.66p<0.761) and
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(Faphasics (10,210) = 1.21p<0.282) or Colour diagnosticityFontroi1,50) = 0.17;p<0.839)
and Eaphasics (1,42) = 0.22;p<0.803). No significant interactions were observedany of
these Factors: Picture design x Category intenadf@ontrol{8.2,206) = 0.66p<0.761) and
(Faphasics (10,210) = 1.21;p<0.282); Time x Category interactioficgntroi2,50) = 0.44;
p<0.645) and Kaphasics(2,42) = 0.11p<0.890); Picture design x Time x Category inte@cti
(Fcontrol(10,250) = 0.85p<0.583) and Kaphasics (10,210) = 1.59p<0.110); Picture design X
Colour diagnosticity interactiorF¢ontroi{4.1,216.4) = 0.56p<0.730) and Kaphasics(5,215) =
0.93; p<0.462); Time x Colour diagnosticity interactiofcdntrol{1,52) = 1.76;p<0.190) and
(Faphasics(1,43) = 1.63p<0.689); and Picture design x Time x Colour diagicdy interaction
(Fcontrold5,260) = 0.57p<0.718) and Kaphasics(5,215) = 1.49p<0.194). These results suggest
that priming is equally effective regardless of tiigect category, the picture design or the
diagnosticity of the colour of the item when thanstlus remains unchanged between study

and test.

To exclude the possibility that the observed prigneffects are simply a result of test
adaptation, mean RTs of all correctly named itefrdag one (German controls = 91.71 %,
and aphasics = 88.99 % correct) where comparedmetn RTs of all correctly nameeéw
items of day twelve (German controls = 89.28 %, apldasics = 73.21 % correct). Results
show that the new pictures presented at test waeredslowerthan the new pictures named
at study (Controls -73 ms, and Aphasics -47 @k)wernaming latencies farewitems at

test have been observed in other studies (e.gmDery & Newcombe, 1995; Cave et al.,
1996; Mitchell, 2006). Possible explanations agd thtigue effects might have caused the
slower naming as twice as many items need to beedamntest, or that the item selection of
the new stimuli at test was more difficult to naroethat the slower naming was caused by a

combination of both Factors.
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In conclusion, results revealed a stramgning effectwith, on average 86.17ms, faster
naming latencies for pictures that were repeaitauoh fstudy to test with no difference between
the two subject groups, showing that aphasic stbjeve the same priming potential as the
healthy controls. In addition, priming was equaffective regardless of the object category,
the picture design or the diagnosticity of the oolof the item. Furthermore, the possibility

that these results could have been caused bydagtadion was excluded.

3.4: Discussion experiment 1

The primary goals of experiment 1 were to invesédgeo related questions: does the surface
property colour influence the naming of common otgeand does it influence the magnitude
of priming effects when such objects are namednegféer a delay? Research has shown that
colour can influence object recognition and nananhdifferent levels of processing including
perceptual, conceptual, and lexical levels (e.ggé&bfurtner & Rieger, 2000; Wichmann et
al., 2002; Naor Raz & Tarr, 2003). In order to meashow colour might influence different
levels of the naming process, we developed a nghisticated and naturalistic stimulus set.
The stimuli were created to measure colour effentsbject segmentation and on the lexical
selection process by manipulating object colouloi@ovs. grey scaled), background
condition (plain vs. noise), and congruency of obgnd background colour (object and
background either in colour or in greyscale vseobjn greyscale and background in colour).
The dependent variables were naming reaction tandsnaming accuracy. Both variables
measure different aspects of the naming processd@ass et al., 1968). Reaction times
provide information about therocessing timelapsed between the stimulus onset and the
successful retrieval (and articulation) of the naBiéferences in latency should therefore
show which of the stimulus manipulations are spsgdp the naming process and which

ones are slowing it down. In contrast, accuracyescmeasure theutcomeof the naming
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process and should therefore provide informatiayuabow the stimulus manipulations

contribute to any failure of identification or |leail selection process.

The main findings of experiment 1, evident on ggwant response times, were clear-cut: (a)
object colour reduced latencies on naming pictofe®mmon objects during encoding (study
phase) and recall (test phase) in both groupsthyeparticipants and aphasic subjects with
anomia. (b) Theses effects were independent ofhvehetbjects were named in English or in
German. (c) The colour advantage was observed whelijects were easy to segment from a
plain background or had to be segmented from ndisis. suggests that the advantage of an
object possessing the attribute colour is not kahiio the perceptual level of object
recognition by simply supporting object segmentatiostead, the colour advantage seems to
extend to the conceptual levels of object reprediems and thereby speeding up the naming
process. (d) Picture designs with incongruence éetvobject and background colour
prolonged the naming process, although they possedsghest contrast between object and
background colour, which facilitates segmentatidms indicates that the interference of
object colour knowledge has a stronger effect aning latencies than any segmentation
advantage of colour. (e) Colour effects were umeel@o colour diagnosticity values and (f)
independent of whether objects belonged to thegoayeof living- or non-living things. (g)
Object colour did not enhance the magnitude of prgmvhen pictures were renamed after a
delay; all stimulus types primed naming in the savag. (h) Priming times did not differ
between the two subject groups indicating that sigleubjects possess the same priming

potential as healthy controls.

Evidence from participant accuracy measures on mgmere less conclusive and revealed
only a few effects. This was mainly because ofsiimall number of errors made per

condition, especially in the group of the healtbytrols, who performed at close to ceiling.
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The main findings showed that: (a) colour decredisedailure to identify the picture for the
category of fruits & vegetables and this was védidboth subject groups. (b) Aphasic
subjects made the most errors with failures ofdaixaccess and misnaming the object as a

result of their anomia, and (c) both error typesenerelated to colour.

3.4.1: Colour effects on immediate naming

We found a substantial effect fobject colourin the group analysis of the immediate naming
task when coloured photographs were compared tin achromatic counterparts. Object
colour speeded up naming latencies by, on aver@yes (36ms to 82ms in the separate
analysis of the healthy control group, and 56mklt&ms in the separate analysis of the
aphasic subject group). Our findings generalized¢isalts of other studies to a new testing
procedure that incorporates more realistic ancebetintrolled picture stimuli; they show that
colour has a beneficial effect on the naming ohdting- and non-living objects; as well as
on both colour symptomatic and non-symptomatic abjeln addition, colour is beneficial
whether pictures present with a high (noisy backgd) or low segmentation demand (plain
background).

How do these results compare with findings of o#ttedies that have measured naming
reaction times in respect to colour by uspigptographic depictions of real objects? Our
findings are in line with other studies that hagedi objects from the category of living things
(Ostergaard & Davidoff, 1985, Exp. 1; Wurm et &B93, Exp. 2; Humphrey et al., 1994,
Exp. 2; Tanaka & Presnell, 1999, Exp. 3), or olgdcam both categories (Lloyd-Jones &
Nakabayashi, 2009) which found faster reaction sifioe chromatic stimuli. However, they
are at odds with studies that failed to find siguaift effects for colour either for both
categories (Reis et al, 2006) or for the categbrnpon-living things (Price & Humphreys,
1989, Exp. 1a; Brodie et al., 1991, Exp. 3; Humpleeal., 1994, Exp. 1, 2; Tanaka &

Presnell, 1999, Exp. 3; Nicholson & Humphrey, 20B1p.2). A closer look at these latter
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studies shows that they differ in some methodoklgispects from that reported here. All but
the study by Reis et al. (2006) used multiple expes of stimuli (between two and eight
times) when testing the effects. Price & Humphr@@89) even trained their subjects with
the expected target names prior to the task inracdi@amiliarize subjects with the set. This
method was also used by Biederman & Ju (1988) wityfound a very small effect for
colour for fabricated objects when comparing colpliwtographs with black-and-white line
drawings. Training subjects with the target nantés po the test might have also tapped into
measuring memory for the given names, aside fraasaing behaviour with respect to
colour. There is evidence that multiple exposuoehi¢ same stimuli may cause inhibitory or
facilitatory priming effects (e.g., Marsolek, 20G8)d may encourage participants to develop
strategies including perceptual learning skills wiealing with the tasks (e.g., Fine &
Jacobs, 2002; Jiang et al., 2007; Chaumon et@)8)21t is possible that all of these studies
evaluated something other thammediatenaming in respect to colour, as in the present
experiments. The use of small number of items pedition (Price & Humphreys, 1989;
Brodie et al., 1991; Humphrey et al. Exp.1, 199%ndka & Presnell, 1999; Reis et al, 2006)
and/or small number of participants (Brodie et E91; Humphrey et al. Exp.1, 1994; Reis et
al, 2006) may have also influenced the results.Sweigrass & Yudistky (1996, p 524f) for
more empirical data on the possible effects of kiteath size and participant numbers on
picture naming. Another reason why studies may ailed to find reliable colour effects is
the choice of stimuli. For instance, Brodie et(4891) and Biederman & Ju (1988) used a set
of stimuli that were not very distinct in their oak. Most of their fabricated objects were
grey, black, or metallic and therefore not subsdigtdifferent when they were presented in
their original colour or in a greyscale versiorkawise, in the studies by Price & Humphreys
(1989), stimuli were not matched for luminancerthsitions of the colour and black-and-
white images. As a result, these stimuli might halge differed in contrast and not only in

colour. It has been shown that differences in lamae and contrast can influence the
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perceptual encoding of pictures (e.g., GegenfunBieger, 2000; Wichmann et al., 2002;

2006), a failure to match stimuli when assessirilguzanay therefore bias the results.

Consistent with other studies (e.g., Humpreys.etlaB8; Lloyd-Jones & Humpreys, 1997),
we found a category effect in that living thingsres@amed much slower than non-living
things, and this effect was significant for the ttohgroup, but not for the aphasic subjects.
However, contrary to other studies (Price & Humphre989; Humphrey et al., 1994;
Chainay & Rosenthal, 1996; Joseph, 1997; MapeHtiedarmann, 1997; Vernon & Lloyd-
Jones, 2003) this category effect was unrelatedlmur. When dividing the categories into
the three main categories fruits & vegetables, atspand manmade objects, a category
effect for colour emerged. First, fruits & vegetbivere named slower than the two other
categories, which were named about equally fastl@sdvas true for the control group but
not for the aphasic subjects. Second, for the obgtoup, fruits & vegetables and manmade
objects benefited more from colour than the catggbanimals. The aphasic subject group
showed similar differences but their effects did m@ch statistical significance probably
because of lower item number that was named ctyr&lower processing and more reliance
on colour for fruits & vegetables in terms of reasttimes have been reported in other studies
(e.g., Moore & Price, 1999; Rossion & Pourtois, 200 hird, both subject groups made more
errors with fruits & vegetables compared with arlsrend manmade objects and
identification accuracy increased when fruits & @&dples were named in colour. This was
similar to findings by Viggiano et al. (2004). Oesults for the category of fruits &
vegetables are consistent with the view that fi&iitegetables have many structurally similar
neighbours and that their shape alone often catiffetentiate them. During the naming
process, many perceptually similar objects fromstén@me category become activated which
increases the demands on object processing and8emifferentiation. This in turn leads to

increased top down activation for selection to taleee and prolongs the processing time,
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especially when the objects are shown without tb@iour (e.g., Humphreys et al., 1999;
Moore & Price, 1999; Lloyd-Jones & Nettlemill, 2007This idea may be generalized to all
natural objects including the category of animalg.( Humphreys et al., 1988; Lloyd-Jones
& Humphreys, 1997). Similarly, manmade objects ¢heimg things) are considered
structurally more dissimilar and do not benefitnfraolour because they can be recognized
mainly by their shape. Furthermore, selection oimade objects is faster because the more
discrepant two items are, the easier it is to disgoate them (Humphreys et al., 1988;
McRae et al., 1997). While this fits with the ritsswbtained here for fruits & vegetables, it
does not explain why differences were found betwagts & vegetables and animals, similar
naming latencies were apparent for animals and raderobjects and why all of the three
categories benefited from colour. We found thatreats caused the least errors, unlike the
category of fruits & vegetables, where the mostrsroccurred. Wichmann et al. (2002) also
found very few errors for animals when subjectsidied them in scenes. Furthermore, our
naming latencies for animals were much faster thage for fruits & vegetables (- 162ms for
the controls, and -94ms for the aphasics), whichk also observed by Delorme et al. (2000)
during rapid object detection, and overall fast@ntthose reported in most other studies.
There are several reasons why our results for dsiamgl manmade objects may have differed
from those found in other studies. First, instebdrawings, we used a stimulus set with
photographic depictions of real objects that comgdicolour, luminance, and texture,
specularities and shading cues, which provide rdeph information and may help coding
and parsing of objects into their correct partsriigarey et al., 1994; Leder, 1996; Nicholson
& Humphrey, 2001; 2003). These cues also providaildeabout surface properties such as
material (e.g., metal, glass, wood, and cloth)aats (e.g., feather, fur, skin, and carapace)
which may have facilitated the differentiation aedognition not only among members of
manmade objects (Funt & Cardei, 2000) but withenghoup of animals. Furthermore, in our

set, manmade objects and animals were both selietbding common and easy to name.
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The category of manmade objects was composed oflyris@ms with simple shapes and low
visual complexity (e.g., bowl, pen, and socks), eodtained only a few multicomponent
objects such as a fire extinguisher or a can opdimes was similar to the category of
animals, which contained mostly familiar exemplaith simpler shapes (including two
common birds, a hen and an owl), and only a fewrgstars with higher visual complexity
(e.g., deer, elephant, and crab), but excludedissad less common birds. The latter ones
were excluded because it is known that birds aseédits elicit much slower naming RTs (by
on average plus 200 ms) than most other (commamjads (Davidoff & Ostergaard, 1988;
Snodgrass & Yuditsky, 1996). This is because theyess familiar, have lower name
agreements and are therefore more difficult to né@nedgrass & Yuditsky, 1996). That we
excluded these species may have resulted in oyasédlr RTs for the animal category than
found in most of the other studies. Most commomaté have a brownish colour, which was
reflected in our set where 21 of the 28 animalssviown. In contrast, birds and insects
appear in many different colours so that shapebeaminformative and more colour memory
is needed for identification and naming to takeel@NVurm et al, 1993; Tanaka, 2001). This
might explain why the colour effects for animalsriid in our study were smaller than those
found by other people who included more birds amaigs of insects in their sets (e.qg.,
Rossion & Pourtois, 2004). Taken together, ourltesthow that colour benefited naming in
all of the three categories including manmade dbjedthough the magnitude of the colour
effects differed and was strongest for the fruitsegetables and lowest for the animals. This
indicates that the structural similarity or disdamty in respect to other objects is not the only

defining factor as to whether an object benefiisnfibeing rendered in colour.

Our results further show that colour effects on imgntatencies were independent of the
colour diagnosticity of the object in both subjgobups (see Davidoff & Ostergaard, 1988,

Exp. 2; Rossion & Pourtois, 2004; Lloyd-Jones & Bla&yashi 2009, for similar
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observations). However, our findings are in contrasn influential study by Tanaka &
Presnell (1999) who found colour advantages mdee&fe for objects that are high in
colour diagnosticity than for those that are lowtHeir study, high colour diagnostic objects
were named faster and more accurately when showolasred photographs compared with
their greyscale counterparts, and also verifiedhrfaster than low colour diagnostic items
when the coloured photographs were blurred. Inreshtlow colour diagnostic objects
neither benefited from colour during naming whea ithages were clear, nor during
verification when the images were blurred. It waeréfore concluded that low colour
diagnostic objects rely more on shape becausedidayot benefit from colour in both tasks.
In contrast, high colour diagnostic objects depemdboth shapandcolour, which made
them benefit from colour when images are clearnanen they are blurred. However, the
results in the study by Tanaka & Presnell werestraiightforward as some of the conclusions
were based on large colour advantages of fourfoeiewen ‘high colour diagnostic’ objects
and there was considerable variation within théofegsccategory, colour diagnosticity ratings
and reaction time with respect to colour. The arghioemselves suggested therefore that the
colour diagnosticity of an object might rather beoatinuum depending on individual
memory of colour associations with the object, eathan referring directly to a specific
behaviour of the object or a particular object gatg. Wurm et al. (1993) evaluated naming
of food items with respect to colour and foundhait colour diagnosticity analysis that the
advantage for colour was not dependent on peogigibcit knowledge about the colour of
the food. They concluded therefore, that the olexkoolour effects might arise from a
sensory level of object recognition rather thamfrithe conceptual level of object colour
knowledge. However, this assumption is likely tareorrect. Research that contrasted
correctly and incorrectly coloured objects withitigreyscale versions demonstrated that
false colour images are named (Vernon & Lloyd -302603; Castelhano & Henderson,

2008) and recognized (Wichmann et al., 2002, Steetral., 2004) slower than correctly
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coloured objects and greyscale images. This inelsctitat colour on its own does not mediate
recognition (i.e. by supporting the segmentatiarcpss); instead, it is the association
between specific colours and the particular oltjeat facilitates the identification process and
as long as the hue falls within the normal rangeaoiations (e.g., apple in green, red, or
yellow but not in blue), colour supports the redtign of all object types (Castelhano &

Henderson, 2008).

Indeed, the controversy about the role of colouhwespect to object category and colour
diagnosticity extends to the more general levelaijate as to where and when colour
interferes in the processes of object recognitimhr@aming. There are mainly two contrasting
approaches about the influence of colour on olgazignition and naming process: on one
side of the issue, edge-based accounts such akerBian’s recognition-by-components-
theory (1987), claim that initial object recognitice mediated solely by shape. Surface
properties such as texture and colour do not playeain basic-level recognition and are
filled in later and only if necessary when shagderimation alone is not sufficient or in
pathological conditions such as low vision (Wurnalket 1993) and visual object agnosia
(Mapelli & Behrmann, 1997). Thus, under normal viegvconditions, object identity can be
achieved by accessing structural descriptionsebtject that contain only shape. In line
with this approach, some studies found that calparticularly helpful in situations where
object shape is degraded by occlusion (Wurm el1883), or where shape is blurred (Wurm
et al., 1993; Tanaka & Presnell, 1999; Yip & SinP@02; Laws & Hunter, 2006), or where
the object is presented in an unfamiliar orientafidicholson & Humphrey, 2001), or in a
non-prototypical fashion (e.g., sliced apple indteawhole fruit) (Wurm et al.(1993). In
contrast, ‘surface-plus-edge-based accounts’ abloj@cts to be presented by both shape and
colour to form the object representation (e.g.,S8i) 1969; Tanaka et al., 2001). In an even

more elaborate model of the ‘surface-plus-edge<baseount’, Davidoff (2001) allows the
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influence of colour to occur as early as the ‘temapy register’, a very early stage of visual
perception were colour can be part of the shapuifay process. As a result, colour can be a
part of the structural descriptions of the objew anfluence the object recognition process at
much earlier levels than proposed by edge-basatliats (see the model by Davidoff in

figure 14 on page 62).

How do the findings of our research relate to thekerent theoretical accounts?
Confrontation naming recruits both visual and n@ual sources of information;
consequently, it may be difficult to establish #pecific level or levels of processing (visual,
conceptual, or lexical levels), at which the suefgroperty of colour affects the naming
process. Our data show that colour speeded up gabyiran average of 79ms for objects
presented under normal viewing conditions andwlas independent of whether objects were
easy to segment, form a plain background or haodetsegmented from noise. In addition,
colour benefited naming not only for structuralijgar objects but for structurally dissimilar
objects as well. This conflicts with edge-basedoaonts and findings that colour effects are
only significant for structurally similar object®@or objects in unusual viewing conditions
(e.g., with rotated objects) or when the objechiape is degraded (e.g., blurred or partially
occluded). Furthermore, the magnitude of a segrtientaadvantage by colour on object
recognition is about 10-18ms with objects presemtedon-blurred and canonical viewing
conditions as shown in the rapid object detectask toy Delorme et al. (2000) and therefore
much smaller than the 79ms colour advantages fannour study. This can be taken as
evidence that colour not only supports object segation at early visual perceptual levels,
but extended its influence to object colour knowkedt higher levels of object recognition. If
colour only supports the segmentation processitunes with enhanced colour contrast then
objects in grey against a background in colour iggogn) should have been named fastest.

For instance, it has been shown that enhanced rcotmrast augments the saliency of object
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features and increases attention (e.g., Wichmaah,e2002) and speeds up the segmentation
process (Gur & Akri, 1992; Rivest & Cavanagh, 198grkin & Gur, 1997; Kentridge et al.,
2004; Kingdom et al., 2004; Kingdom & Kasrai, 2006faces: Yip & Sinha, 2002; Russel &
Sinha, 2007). However, these pictures were namedltwest. The longer naming latencies
for the incongruent picture conditions demonstthast object colour knowledge was the most
influential factor to either facilitate or inhibihe identification and naming process. In the
congruent picture conditions, object colour cleaeeded up naming by facilitating object
segmentation, object identification and the lexisalection process. In the incongruent
picture conditions, the grey object placed in froha coloured background was leading to an
incorrect assumption of object greyness and thexefm a mismatch with the object colour
knowledge stored in memory. The object-backgrouabbwr discrepancy inhibited a fast
object identification leading to a more extensivalgsis of the local features to discriminate
the objects from other competitors and therebygmgihg the lexical selection process. It has
been shown in other studies that abnormally cotbweenes (e.g., Oliva & Schyns, 2000;
Wichmann et al.,, 2002; Castelhano & Henderson, P08 objects in semantically
inconsistent backgrounds (Boyce et al., 1989; Ba@4; Davenport & Potter, 2004; Tatler &
Melcher, 2007) are processed more slowly. Wiltd@8@) and Asch et al. (1960) suggest that
objects have a primacy in the recognition of scendbat the association between the shape
and the surface colour of the object becomes pilyractivated rather than the shape and the
colour of the background to the object. This idime with Price & Humphreys (1989) who
demonstrated that the facilitating influence ofoewlon object naming is only present when
the colour occupies the internal surfaces of thealand does not benefit performance when
the colour is part of the surrounding backgrounte Tesults of the incongruent picture
conditions in our experiment therefore suggest #mt colour advantage that was gained
because of enhanced segmentation was reduced bgténanore extensive analysis of the

local features to allow object identification. Thitsshows that the effects of colour on object
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naming can occur at different levels of processimdependent and in parallel, and not
necessarily in an additive manner. It further sholeg a later process can reduce effects of
apparently earlier stages, if the later procesthés more influential determiner of overall
reaction time. Taken together, our findings cleapgak against a serial processing of object
shape and colour where shape is processed first@odr is filled in later as proposed by
edge-based accounts. Instead, our results fittwéhmodel by Davidoff (2001) in that colour
can affect the naming process at different levélsrocessing and to a different extent, which

is consistent with surface-plus-edge-based accounts

Differences in performance between aphasic and hehy subjects

Aphasic subjects produced on average 319ms longering latencies because of their
anomia and made more errors overall than the heatihtrols. In addition, aphasic subjects
produced a larger reaction time difference betwten chromatic and achromatic picture
versions in the noise conditions (cocn vs. gogm@nthhe controls, indicating that they
depended more on object colour when the segmentagmand increased. Furthermore,
aphasic subjects needed more time for processiag the controls when object and
background colours were incongruent and the semaatection demand increased. Aphasic
subjects also made more identification errors & ¢htegory of fruits & vegetables than the
healthy controls when more fine-grained visual aedchantic differentiation was needed to
search for the correct name of the object. Theeesaveral possible reasons why aphasic
subjects relied more on colour when the degreeif6€ulty for the naming increased and
why they were more affected when object and backgtocolour were semantically
discrepant. Naming an object involves differentelevof processing including early visual
analysis, accessing stored structural knowledgebgécts, semantic activation, and lexical
retrieval (e.g., Laiacona et al. 2001). Theselteaee connected either by feedback loops or

in a cascading manner (e.g., Humphreys et al, 1B8&jdoff, 2001; Damasio et al., 2004).
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Reducing the ease of access at one stage can affection and processing at another stage
and/or at later stages (Humphreys et al., 1999hasje subjects produced slower responses
because their strategy for the lexical search ipained (e.g., Mills et al., 1979), this is
probably because they have problems with parati@riation processing (visual and
semantic) as required for confrontation naming iofyses. Thus, aphasic subjects may have
fewer cognitive resources available than non-aghesntrols to perform the task. There is
evidence for such a ‘reduced resource allocatieortfi in patients with aphasia. Studies have
shown that aphasic subjects have fewer attentididinray, 1999) and working memory
resources (Miyake et al., 1995; Haarmann et al,719®&hich can intensify their aphasic
symptoms under more task-demanding conditions (Glasd et al., 1968; McNeil et al,
1997; Murray, 1999; Wingfield et al, 2006). Aphasitjects also have more problems when
name retrieval requires a more heuristic searchdacegion-making process, as it is required
when differentiating between structurally simildnjects (such as between fruits & vegetables
when shown without colour) or when identifying amaming objects in incongruent picture
conditions (Mills et al., 1979; LaPointe et al.,08). Reduced cognitive resources and
impaired lexical search seems to make aphasic &sbjmore dependent on surface
information such as colour, as they are more imibgel by the form in which the object to be
named is presented to them than healthy contreks &so Bisiach, 1966; Goodglass et al.,
1968; Benton et al., 1972 for similar conclusio@)r results contribute to earlier findings by
Bisiach (1966) and Benton et al. (1972) in thatasefirmed their observations by using a
larger number of participants and a better corddoltimulus set with a larger number of

items.

Cross-linguistic comparison
The group comparisons between English and Germaakspy participants (healthy and

aphasic subjects) showed no difference in resgecblour whether objects were named in
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English or in German, which is in line with a stualy Viggiano et al. (2004) who compared

English with Italian speaking participants. Thi®wsis that the observed colour effects in our
research are robust and reliable as they occumedsthree different subject groups and two
different languages independent from factors suchudtural differences related to language

and independent from linguistic related variableshsas word length and name agreement.

3.4.2: Colour effects on repeated naming

The second part of experiment 1 had two aims;, ficshssess how colour affects priming
when objects are renamed after a delay of, on geed® days and second, to evaluate
whether aphasic subjects with anomia differ inrtbeiming behaviour and responses to
colour when compared with age-matched non-aphlasaithy controls. Results showed
strong priming effects with, on average, 86.17nsselianaming for pictures that were repeated
from study to test with no difference between the subject groups. This indicates that
aphasic subjects have the same priming potentidlealsealthy controls. Furthermore,
priming was equally effective regardless of pictooadition, the object category, or the
diagnosticity of the colour of the item. This medmat colour made no difference as all
stimulus types primed naming in the same way. Howhése results fit with findings from
other studies? Gegenfurtner & Rieger (2000) shavatcolour benefited recognition in a
delayed match-to-sample tasks of briefly preseimedjes of natural scenes. They found that
the benefit of colour occurred at two differentdése first, colour leads to an encoding
advantage at a sensory level of object recogniiad,second, at cognitive levels, colour
leads to an enriched representation of the olbeshort-term memory. At recognition, colour
adds one more cue for the segmentation processesrhy level, and one more cue for the
retrieval of information from memory at a later éévHence, priming by colour is generated
by both bottom-up and top-down mechanisms whengrazog natural scenes. Wichmann et

al. (2002) supported this view by demonstrating tha priming effects by colour in scenes
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are not limited to a sensory level of object regtign, as priming decreased when scenes
were presented in an unnatural colour. If colody anpports segmentation at a perceptual
level of object recognition, than priming shouldthe same regardless of whether scenes are
presented in appropriate or inappropriate colddosvever, recognition accuracy decreased
with the incorrectly coloured scenes, showing thate was interaction between prior
knowledge about the scenes and the influence ofican memory retention. This means that
priming only occurred when the conceptual knowledigeut scenes was not in conflict with
the actual surface colour of the scenes. Thesenaigmns fit with computational models
implying that repetitive experience with a stimut#h make operations of analogies,
associative activation and generation of predickss effortful (Desimone, 1996; Grill-
Spector et al., 2006) if the extracted informafim the perceptual representation matches
the representation in memory. If there is a matmbydown prediction facilitates the
recognition process by reducing the number of pdssiandidates of object representations
that need to be considered thereby speeding ugtiognition process (e.g., Ullman, 1995;

Friston, 2005).

Although there is evidence, that colour primes gadtion in scenes (Homa & Viera, 1988;
Suzuki & Takahashi, 1997; Gegenfurtner & RiegeQ@0/VNichmann et al., 2002; Spence et
al., 2006); there is less evidence that colourlifatés priming in single object recognition.
The few studies that measured priming effects dusimgle object naming resulted in less
conclusive results. For instance, Cave at al. (1986nd no differences in priming times
when object colour was changed between study atémel the task was naming, but changes
in colour affected old/new judgements during objestognition. Furthermore, although
changes in colour had no effect on priming duriaghnmg, changing the stimulus exemplar
diminished priming effects. The authors concludedréfore that priming might be more

driven by attributes that are essential to the kbgweent of a basic-level object-shape
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representation and less influenced by surface Idetaid that priming might rather be
sensitive to task demands. However, the stimuld usehis study were pictures of artefacts
that were arbitrarily coloured in red, green, bareyellow with a uniform stippling of the
same colour as the outline. These colour manimiatmade them appear highly artificial
with little similarity to anything that is real. IHee, the results can be better reinterpreted as
colour effects on new association learning rath@mntreveal anything about how colour
affects priming of realistic depictions of objedisstead of using artefacts, Vernon & Lloyd-
Jones (2003, Exp. 1A) used coloured line drawirfgsirgyle coloured fruits, vegetables, and
animals and compared them with their black and evbd@unterparts during repeated object
naming. They found that the coloured line drawingse encoded faster both at study and at
test, but that colour did not enhance priming (-S6or coloured, and -113 for black and
white line drawings). This is in contrast to fingsby Nicholson & Humphrey (2001) who
found no faster encoding between achromatic andneaitic photographs and coloured line
drawings of low colour diagnostic artefacts whee tibjects were presented in canonical
upright orientation. However, they found that cobxli photographs were encoded faster at
the initial presentation and that coloured photpgsaproduced a sharp increase in the
priming effect when the same objects were rotaiéeé. authors suggested that surface colour
alone does not facilitate recognition. Insteads the combination of colour and other surface
cues such as texture and shading that might halpedeubjects to determine the three-
dimensional structure of parts of the objects, gbgrbenefiting the object recognition and
naming process. The sharp increase in the primiferte with the coloured photographs
suggests that subjects used mental rotation tdifgehe rotated objects when presented as
achromatic photographs and coloured line drawibgs,that they switched strategy when
identifying the objects presented as coloured pirajzhs. Because the coloured photographs

provided extra information, objects were easierngeized and did not require a mental
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rotation process. It was concluded that full-cuébgnimages may be particular helpful in
difficult situations and that they behave diffetgrthan simple coloured line drawings.

The results found in our experiment fit with fings from studies on scene recognition
(Gegenfurtner & Rieger, 2000; Wichmann et al., 208ad with the study of Vernon &
Lloyd-Jones (2003) on single object naming in tthare was faster processing of coloured
objects during encoding and recall. However, ifl foblour cues depictions (coloured
photographs) are particularly helpful in difficidituations as predicted by Nicholson &
Humphrey (2001), then we should have found a cayegffect at least for the category of
fruits & vegetables, but that was not the case. €ndd expect that fruits & vegetables would
benefit the most from priming when shown in colasrthey are much harder to differentiate
and take longer to name when presented in achrondapictions. However, the priming
times in our study were unaffected by categoryotsf@r colour diagnosticity of the object,
which is in line with observations by Lloyd-Jones umphreys (1997) who found that
category effects diminished when pictures were mhaeecond time. That colour-specific
priming was unaffected by object category and aotbagnosticity was also observed by Uttl
at al. (2006) when subjects had to identify colduphotographs in a fade-in paradigm.
However, their results must be accepted with caytas stimuli in this study were not
matched for luminance. Vernon & Lloyd-Jones (200@)nd a marginal significance for
stronger priming of black and white line drawingsepthe coloured ones when comparing
old versus new naming reaction times of just 10ectsj in each condition. If priming
represents a kind of rapid response learning atrastic level as suggested by Dobbins et al.
(2004) and Horner & Henson (2008), than one sheuloect that the incongruent pictures
that elicited by far the slowest reaction timesimyistudy should have been primed the most
at test. However, this was not the case. The ‘reggponse learning model’ states that prior
exposure to a stimulus leads to stimulus-respossecations. At a second encounter, those

associations automatically cue the response, biygaseme of the various processing stages
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that were active during the first representationtHis way, response learning occurs as a
transfer of task relevant processes. Our resultsoddit with this model. If on the other hand,
priming represents a kind of response learning deaure level as suggested in the
‘sharpening model’ (Desimone, 1996; Wiggs & Martir®98, van Turennout et al., 2000;
2003; Vernon & Lloyd-Jones, 2003), then priming @Widohave been stronger for achromatic
pictures than for the coloured ones. The sharpemiadel implies that neurons that respond
optimally at the first encounter are tuned agairemwithe stimulus is repeated, whereas
neurons that encode features that are irrelevarnih&stimulus identification are reduced and
inhibited, to allow a faster read out of the stioalinformation at the second encounter.
Evidence for this model was shown, amongst otheryIRI studies by van Turennout and
her colleagues (2000; 2003). They showed that tegeabject naming (of black and white
line drawings) resulted in decreased activity ircipiiotemporal and left inferior frontal
regions, and increased activity in the left insudad basal ganglia. It was suggested that
changes might represent improved object recogndimh reorganization of pathways in the
brain to support the name retrieval for that speabject. Our experimental design does not
allow us to distinguish between these differentlswf processing during priming, as all
stimulus types showed the same priming patternhdfe was any kind of rapid response
learning occurring in our study, then the sameniegr process must have occurred whether
objects were presented in colour or not and whetigect names were easy to name or
difficult to retrieve. Hence, rapid response leagnwould have occurred undifferentiated
from perceptual and conceptual object propertibss $eems to be rather unlikely, as studies
have shown that the magnitude of perceptual legnsinlependent on visual attributes such as
stimulus complexity and on task demands (see Fintadobs, 2002 for a review). Fine &
Jacobs (2002) found that the most learning (priniagcurred for tasks that required

discrimination along more than one perceptual dsmen Consequently, if rapid response
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learning was responsible for the priming effectsestsed in our study, we should have found
larger priming effects for fruits & vegetables wharown without colour.

Another striking finding of our experiment was tlagthasic subjects demonstrated the same
priming behaviour as the healthy controls. A stumy Wingfield at al. (2006) measured
learning effects during repeated picture namindlatk and white line drawings on three
aphasic subjects with near-to-normal naming abilapd compared them with 18
neurologically intact young and older adults. Tleeinologically intact adults showed a linear
decrease of naming latencies over the five consecttials. This was in contrast to the
highly variable learning curves between trials 8 &rof the three aphasic subjects. However,
all participants showed similar priming at the getdrial, which is similar to our results. In
our experiment, priming was found to be equallyeetive for both subject groups and
unaffected by stimulus properties and task demands.results would therefore fit best with
the ‘facilitation model’ which states that in thedinning, neurons fire robustly to both first
and repeated representations, but firing stopsesowhen the stimulus is repeated. Because
repetition of stimulus attributes improves predinti synaptic changes accelerate (synaptic
potentiation), leading to shorter duration of néyreocessing (James et al., 2000; Grill-

Spector 2003; Henson & Rugg, 2003; James & Gayth@fr3; Friston, 2005).

Although the facilitation model would explain beake overall priming pattern observed in
our study, it needs to be highlighted that thers w@nsiderable variation among and across
subjects and items with respect to priming timess ell-known that naming latencies can
show a huge variation across and within subjectstasks. It is therefore very likely that
subjects in our study may have used differentesgiat to name the pictures even within the
same task. Thus, priming may have derived fronedbfit strategies and could have involved
rapid response learning patterns as well. In feetent work has shown that previous

experience can influence learning induced memomaity visual areas within 15-20 minutes
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when processing visual scenes (Chaumont et al8)26Qrthermore behavioural observations
(Holbrook et al., 2003), neuroimaging techniquese (&rill-Spector et al., 2006 for a review)
and computational models (Turk-Browne et al, 2@é&rry et al, 2008) indicate that priming
might be a flexible process that is not fixed omaticular process or system but rather

determined by task demands.

3.4.3: Conclusion

Picture naming involves several processes incluttisgsgegmentation of the object from its
background (visual processing), the categorizirdyracognition of the object as a member of
a particular class, access to stored conceptuallkdge about the object’s individual identity
(semantic processing) and lexical selection ofpduicular name of the object (lexical
processing) before the name can finally be arttedlgphonological and articulatory
processing) (e.g., Levelt, 1992). Results from expent 1 show that object colour does
affect some of these processing stages and tres ttwdour effects occur at different levels of
processing that can be activated in parallel. Firstas shown that object colour eases the
segmentation process as objects in colour were ehdaseer in both background conditions
(plain and noise) than when they were presentggayn. Second, pictures with an object in
colour were named faster independent of any segtentcosts. This was demonstrated with
the picture version where the coloured object lodaket segmented from a coloured noise,
which was named nevertheless faster than greytshpeced in front of plain backgrounds
despite them being easier to segment. This indidhtg (congruent) object colour facilitates
not only segmentation but also object recognitieit @arovides an additional cue about the
objects’ identity thereby reducing competition amsinsemantically related competitors.
Third, pictures with incongruity between object datkground colour were named by far the
slowest. This shows that incongruent object cotaur interfere with the semantic selection

process if there is a mismatch between the perakptiormation of the object and the object
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colour knowledge that is stored in memory and ttwer@olonging the identification process.
Fourth, results with our stimulus set showed thgéct colour effects facilitated naming
across all three different categories including made objects (non-living things) and
independent of the colour diagnosticity valueshef dbjects, indicating that the advantage of
an object possessing colour was unrelated to ob@egory and colour diagnosticity.
However, although object colour benefited naminglirobject classes, results also showed
that the effects were strongest in the categofyuits & vegetables. This was demonstrated
by fewer identification errors in the accuracy gsa and by greater naming time differences
in the reaction time analysis when the objects weesented in colour than when they were
in grey. This is in line with theories about catggeffects stating that object colour might be
particular helpful indentifyingstructurally similar objects and thereby easirgggemantic
selection process (e.g., Price & Humphreys, 19883.Was particularly valid in the category
of fruits & vegetables where many objects tendaweehclosely related semantic neighbours

and where diagnostic object colour helps distinguig between them.

No evidence was found for any influence of coloapost-semantic selection processeth

our test paradigm in both subject groups (healtid/aphasic subjects), as colour was not
related to the number of errors of failing to fitmeg name for the object (i.e. failure in name
retrieving as a null response), or to the numberadrs in misnaming the object (semantic
paraphasias). However, the task might have beeaasypto evaluate properly any influence
of colour on the post-semantic selection procesdsstask here involved only common and
easy-to-name objects and subjects had 5 seconeddisearch for the name. As a result,
healthy subjects made very few mistakes and eweafhasic subjects, despite their anomia,
were able to name about 78% of the pictures cdyrtgdence, there were not enough errors
per picture version and error type to draw anyhierriconclusion about how colour might

effect the lexical selectioafter object identification had taken place.
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The second part of the experiment revealed thaucalid not affect priming effects. All six
different picture versions showed similar priminggnitudes of on average 86ms when they
were renamed after a 12 day delay. This showedtiraing was unaffected by surface
details and conceptual variables such as colouwgraity, object category or colour
diagnosticity of the object when stimuli were unoped between study and test (which was
the test design). The comparison between aphasjecs and the healthy controls showed
that aphasic subjects were overall slower in tresponses with, on average, 319ms longer
reaction times during encoding and recall. Howethezy showed the same priming
magnitudes as the control group indicating thanprg during repeated picture naming is
mainly perceptual with little mediation by highewkl cognitive processes such as improved
lexical selection. Aphasic subjects differed howefrem the control group, in that they
relied more on colour cues when the segmentatioredd increased. They also relied more
on object colour when the semantic selection denmaréased as they made far more errors
in the category of fruits & vegetables when thesot§ were not shown in colour than the
healthy controls. Furthermore, aphasic subjecteabso more agitated by colour incongruity
between object and background colour comparedtivélhealthy controls. These
observations clearly indicate that subjects witbraia depend more on object colour to make
a semantic selection in order to identify and naineeobject. This fits with findings from
earlier studies on patients with aphasia by Bis{@€&®6) and Benton et al. (1972) suggesting
that colour may arouse a wider concept of associatwith the object and thereby facilitating
the lexical access. Taken together, the resulpgdfl and 2 of experiment 1 indicate that
during object naming, object colour operates afpreeptual level of visual processing
where it eases object segmentation. In a paralbelgss, object colour operates at a
conceptual level where it eases the semantic sabegtocess, thereby mediating object

identification. This in turn speeds up the lexisalection process. Both processes can occur in
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parallel and independently of each other. It waith&r shown that a later process can reduce
effects of apparently earlier stages, if the lateicess is the more influential determinant of
overall reaction time. Overall results fit with theodel by Davidoff (2001) in that colour can
affect the naming process at different levels otcpssing and to a different extent, which is

in line with surface-plus-edge-based accounts.
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Chapter 4: Experiment 2 - Colour effects on primingduring repeated object naming

using different delays

4.1: Introduction

Experiment 2 was designed to assess the role oficoh priming during repeated picture
naming by using different delays and to specificatidress whether there is decay in the
priming effects and whether this is related to asgect of colour. The same design was used
as in experiment 1, with the exception that thegebetween study and test were either one
month, three months, or six months. Participant®ew@ English-speaking subjects who had

been also used as control group for experiment 1.

Many studies on priming measured priming effecty daring immediate recall, either with
repeated naming tasks (Durso & Johnson, 1979; 8petfal., 1979; McCauley et al., 1980;
Carr et al., 1982; Lloyd-Jones & Humphreys, 199&rén & Lloyd-Jones, 2003; Alario et
al., 2004; Lloyd-Jones, 2005; Wingfield et al., 80Brancis & Saenz 2007), or with object
recognition tasks (Hanna & Remington, 1996; Gegenéu & Rieger, 2000; Wichmann et al,
2002; Nicholson & Humphrey, 2003; Spence et al0&0All of them found significant
priming effects independent of stimulus type. Hoerestudies that specifically contrasted
chromatic with achromatic stimuli found a coloufeet in that colour increased accuracy
(Hanna & Remington, 1996; Gegenfurtner & Riege@0Vichmann et al, 2002; Spence et
al., 2006) or decreased reaction times (Nicholsd#ugnphrey, 2003; Vernon & Lloyd-Jones,
2003) during both encoding at study and retriev&tst. Newer and older work has shown
that priming can persist over even longer peribds just immediate recall. For instance,
Cave (1997) showed longevity for priming effectsameuracy and reaction times in picture
naming over a period of 48 weeks, and subjects dgutures of famous faces more

accurately that they had seen 22 months beforelMay098). Furthermore, recognition of
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photographs was still primed after 360 days (Niskar 1968), and Mitchell (2006) could
show that picture fragment completion was primeeheafter a delay of 17 years. All these
four studies used achromatic picture stimuli. Theevvation that priming effects can last for
so long may open the question about whether prinsipgone to any decay. Studies that have
used different delays to measure the persistenparafng by either comparing accuracy,
reaction times or both, yielded equivocal resi8table facilitation of naming latencies for
retention intervals of 1 and 6 weeks was found litghIl & Brown (1988) using achromatic
pictures and Cave et al. (1996) found that recagniiates declined, but response times did
not differ, when subjects had to name and recogmitzicially coloured line drawings after 1
hour or 48 hours delays. In contrast, other pefjplad a decline in priming for naming
achromatic pictures between delays of 30 secondld dnour (van Turennout et al., 2003), 10
minutes and 1 week (Francis & Saenz, 2007), orde4d&weeks (Cave, 1997). Meister et al.
(2005), using fMRI, found that although corticatiaation differed, priming was
behaviourally the same, when subjects renamed laladkvhite line drawings after 1 day or 6
weeks time. The stimuli used in the Meister e{2005) study were similar to those used in

the previously mentioned studies.

Mixed results also come from studies on scene retiog. For instance, Homa & Viera
(1988) found that accuracy declined independerititioulus type over immediate recall and
recalls of 1 day, 4 weeks and 12 weeks (e.g., sceéegicted in colour or in black and white).
While Suzuki & Takahashi (1997) observed that tbelide was less steep for coloured
scenes than for black and white ones between arethate recall and a recall of 1 week for
repeated recognition. As many of the studies asdlt®vary in their observations about the
general persistence of priming and in the perstgterh priming with respect to colour, no

clear picture emerges. The present study meastms@ magnitudes over time, using
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different delays (one-, three-, and six monthsjl, determines whether effects are different

depending on colour and the nature of backgroudd@eground.

4.2: Method

The basic structure of experiment 2 was the sanoé egperiment 1; both contained a study
session with an immediate naming task and a test@ewhere subjects had to perform a
repeated naming task after a certain delay. Exm@air® was conducted with participants and
intervals different from those in Experiment 1. Were interested in exploring adgcay

over timein priming which might be affected by the availapiof colour information.
Subjects were therefore asked to repeat the namashkgeither after delays of one, three, or six
months. Repetition priming was measured with a betwitem calculation whefegst minus
secondateng of old items are compared (i.e. comparing haming measutég test phase
with naming measures in the study phase for pisttivat were repeated in the test phase).
Naming latencies and naming accuracy were the digpevariables. Experiment 2 was
conducted at Durham University in the UK with hgllEnglish speaking participants. All

participants of experiment 2 were used as additiomairol subjects for experiment 1.

4.2.1: Participants

Sixty-six healthy English-speaking participantsk@art in the experiment who spoke
English as their current dominant language. Thdystvas conducted under the ethical
regulations of Durham University. All subjects gaamsent to take part in the experiment

and were paid £10 for their participation.

Six subjects were excluded from the analysis. Tiwetmm performed very poorly on the
experimental task, one of whose data was losta@technical problems with the audio

recording and four of whom failed to attend theosekltest session. Of the remaining 60
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participants, 32 were students and 28 were prafeals with a mean of 18.1 years of
education (between 10-25 years). Thirty-eight weneale and 22 male with a mean age of
30.5 years (between 19-64 years old), seven gbdhtecipants were left-handed and 53 were

right-handed (subject details see Appendix 7).

All subjects had self-reported normal or corredtedormal vision. The same tests as
described in experiment 1 were used to screenui@lypvisual deficits and deficits in non-

verbal access to image semantics (scores see Appénd

4.2.2: Stimuli

The stimulus sets in experiment 2 were the samsed in experiment 1, but included, in
addition, images of ten new objects of physicatespntations of geometric abstract forms
(cylinder, trapezoid, sphere, hemi-sphere, pyrasgdare, cube, pentagonal-prism, cone and
rhomboid). These abstract forms were introducedalise we were interested how colour
affects naming of objects, which have no relatigmsthatsoever with particular colours and
which do not therefore generate any specific cofmsociations. All abstract forms were 3-
dimensional objects made of wood and painted iitrarly colours of either yellow, orange,
red, green or blue. The photographs of these tenofgects were produced in exactly the

same way and transformed into six different picttgesions as described in experiment 1.

Five of the abstract forms were named twice, titging the study session and then again in
the test session; the other five objects were asatbw items in the test session and only
named once. Experiment 2 comprised 75 differergaibjplus 4 practice items during study
and 150 different objects plus 4 practice itemsrdutest. The total image set for experiment
2 comprised therefore 900 different stimuli (15¢0ecks x 6 versions) plus 4 training items

and the images were sorted into six different astdescribed for experiment 1.
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4.2.3: Procedure

The apparatus and the general procedure of expari2ngas the same as that of experiment
1, except that subjects named the additional temeé&ric objects and that the delay between
study and test was either one, three or six moithsubjects were tested in a laboratory in

the Psychology Department of Durham University.

For the different study-test intervals, subjectsendivided into equally sized groups, which
were matched for age (1- month group mean agey2arg, 3-months group mean age 31.4

years, and 6- months group mean age 30.2 yearsje T¥ere 20 subjects in each group.

By the end of experiment 2, each participant hadetheach of the 150 different objects once
in an immediate naming task, and 75 of the objesttgly items) twice in a repeated naming

task.

4.3: Results

4.3.1: Design

In experiment 2, the same design was used as eriexgnt 1, with the exception that delays
between study and test in part two were systeniticaried to assess whether there was

decay in the priming effects and whether this vedated to any aspect of colour.

4.3.2:Immediate naming task

4.3.2.1: Analysis

Scoring of correct responses and scoring of errors

The scoring of correct responses and scoring of®was the same as described in

experiment 1. Errors were classified as (1) nanaiitgmpts where participants reported that



166

they identified the object but could not retrielile hame in time, were classifiedlesical
access errorgfailure to retrieve the namé}) naming attempts where the response was
incorrect, were classified &rors of misnaming the obje(temantic paraphasia) (3) naming
attempts were participants reported that they coatddentify the object were classified as

failure to identify the picture

Reaction times for naming

The analysis of the reaction times was the santesyibed in experiment 1. Only trials with
correct naming responses were included in theimatitnes analysis. Mean reaction times
were calculated for each subject and picture cmrdéds asubject-based analysf{g1), and

for each object and picture conditioniesn-based analysi$2). Naming latencies more than
2.5 standard deviations from the mean of the ppatitt or object respectively were classified

as outliers and excluded.

4.3.2.2: Results

Reaction times

Data were analysed using a repeated measures AN@W¥Aicture design (six levels) as a
within-subjects Factor. There were two separatéyaes, one for the 140 objects of the
original stimulus set, and one for the 10 absti@ehs that had been added. This was done
because the abstract forms elicited only a feweabmesponses, as subjects found it hard to
name them. Greenhouse-Geisser correction was used data violated the assumption of
sphericity. Treatment means were compared usBig(Least Significant Differengd ests.

We first did a group analysis with subject grougr{@nth, 3-months, and 6-months group) as
the between-subjects Factor and Picture designdgets) as a within-subjects Factor.

Results showed a main effect for Picture deskgy(3.9, 225) = 14.95<0.0001) but no
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main effect for GroupHgroun(2, 57) = 1.86p<0.164) and no Picture design x Group
interaction Fgroup (7.9, 225) = 0.42p = 0.932) showing that there was no difference betwe
the 3 different subject groups in the immediate ingntask (see figure 30). The following
analyses for the immediate naming task were thexefonducted with all 60 participants as
group. One-way repeated measures ANOVAs on subpesed F1) and item-based reaction
times £2) were conducted. Results showed that the magetefidr Picture design was highly
significant £1(3.9, 232) = 14.23)<0.0001;F2(4.5, 618) = 19.47%<0.0001). For analyses of
F1 or F2, there was an effect@bject colourwhere items in colour were named faster
regardless of whether the object was easy to setgnoem a plain background or had to be
segmented from a noise background. The slowest chainture versions were the pictures
that contained a combination of a grey object andlaured background. This incongruity
between object and background colour caused imégrée with object colour knowledge and
slowed down the naming process and this was edlyesjgoarent in the noise condition.
There was a significasegmentation costetween theéoiseand theplain background
condition when the object was in colour (+40rR$,((1,59) = 10.73p<0.002); +46msK2,
(1,137) =8.73p<0.004)), but no such costs were found when obpratisbackgrounds were
both in grey (-0.4msH1, (1,59,) =0.01p<0.974) and -7md, (1,137) = 0.26p<0.609))

(see figure 31 a, b).



168

3 groupsimmediate naming
—e— 1 month group ---a--- 3 months group — -e— — 6 months group ‘

1000
m
E 900
n
|_
[
8
o 800
£

700

cocp gocp gogp cocn gocn gogn

Figure 30.Experiment 2. Mean naming reaction times in mdlier3 subject groups in the immediate naming
task, The Legend: = colouredg = grey-scaledp = object,n = noise backgroungh = plain backgrounctocp=
coloured object in front of a plain backgrougdicp= grey-scaled object in front of a plain backgrdugogp =
grey-scaled object in front of a grey-scaled plzackgroundgocn= coloured object in front of a coloured
fractal noisegocn= grey-scaled object in front of a coloured fraoise;gogn= grey-scaled object in front of
a grey-scaled fractal noise.
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Figures 31 a, bExperiment 1. Mean naming reaction times in mgHer60 participants in the immediate
naming task, results are shown a) subject baset))aitein based. The two picture conditions that ar
presenting the object in colour are shown as daltknens €ocpandcocn)
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Figures 31 a, bExperiment 1. Mean naming reaction times in mgter60 participants in the immediate
naming task, results are shown a) subject baset))aitein based. The two picture conditions that ar
presenting the object in colour are shown as daltknens ¢ocpandcocn)

To further examine the effect of Object colour ipeirdent of incongruity effects, a further
analysis was carried out using Object colour (col@u grey) and Background condition
(plain vs. noise) as Factors and by excluding ttatéhe incongruent object-background
variations (gocp and gocn). Results show a mdatedf Object colour where pictures in
colour were named on average 58ms faster thanghsrcounterpart$(1,59) = 25.01;
p<0.0001) and an effect of Background condition waithects embedded in noise
backgrounds named on average 20ms slower thaaim lphckgrounds+(1,59) = 6.00;
p<0.017). There was also an Object colour x Backggazondition interactionH(1,59) =
4.18;p<0.045) showing that object colour effects werergger in the plain background

conditions.

To analyse whether the observed colour effects vwetated to any age or gender factors,
subjects were divided into to two age groups: 19«4rs old and 31-64 years old, and
grouped by gender. Two separate analyses weredamut with Picture design (six levels) as
a within-subjects Factor and age (19-30 years 8lB%-64 years old) or gender (male vs.

female) as between-subjects Factor. Results shawdhboth analyses there was a
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significant effect of Object colour withr§gg3.9,228) = 15.199<0.0001) andKgender

(3.9,228) = 13.09<0.0001), and no Picture design x Age interact{fagf3.9,228) = 0.852;
p<0.492) or Picture design x Gender interactidiyd{de(3.9,228) = 0.527p<0.714) (see
figures 32 a, b). These results clearly show thattbserved colour effects in this experiment

are robust as they are independent of Factorsasielge (19-64 years) or gender.

Age Gender

——19-30 years old - - - A- - - 31-64 years old
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Figures 32 a, bExperiment 2. Figure a) shows mean naming reatitio®s in ms for the 60 participants in the
immediate naming task according to age (19-30 yaldrdl= 38 vs. 31-64 years old N= 22); figure bdwis
mean naming reaction times in ms for the 60 paaicis in the immediate naming task according talgen
(male N= 21 vs. female N= 39).

To explore whether colour effects were relatedai@gory effects or to the colour
diagnosticity of the objects, item-based ANOVAs avearried out using first Picture design
(6 conditions) and the two categories living (n=&83% non-living items (n=68) as Factors,
and second, using the three categories fruits &tadges (n=39), animals (n=28), and
manmade objects (n=68) as Factors. In a further stsults were analysed using Picture
design (6 conditions) and Diagnosticity values ¢Bditions: high (n= 87) versus low (n= 53))
as Factors. The analysis for the two categories/sti@ main effect of Picture design with
coloured objects named more quickly than grey ghét5,615) =19.41p<0.0001) and a
main effect of Category in that living things wer@med more slowly across all picture
designs compared with non-living things (+87if&l, 136) = 4.59p<0.034). There was no

Picture design x Category interactidf(4.5, 615) = 1.45p<0.203), indicating that the effects



171

for colour did not differ between these two catéggmrThe analysis for the three categories
showed again a main effect of Picture design walloured objects named more quickly than
grey onesK(4.5,588.6) = 17.6<0.0001), and a main effect of Category in thatrets and
manmade objects were named equally fast and signify faster than fruits & vegetables.
However, in contrast to the comparison of the tategories living and non-living things, the
Picture design x Category interaction was signifid&(9.0, 588.6) = 2.5%<0.006). There
was an effect for object colour showing that ansr@nefited the least and fruits &

vegetables the most from colour (see figures 333dnal-c).
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Figure 33,Experiment 2 shows mean naming reaction times ifomthe 60 participants in the immediate
naming task for the 3 categories animals, fruitee®etables, and manmade objects.
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Figures 34 a - ¢, Experiment 2 show mean naming reaction times ifianthe 60 participants in the immediate
naming task for the 3 categories animals, manmadehbjects fruits & vegetables, the number in betskn the
header represents the number of category memlara/éine named correctly in all the 6 picture design
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Figures 34 a - ¢, Experiment 2 show mean naming reaction times ifianthe 60 participants in the immediate
naming task for the 3 categories animals, manmadehbjects fruits & vegetables, the number in beéskn the
header represents the number of category membara/éine named correctly in all the 6 picture design

The analysis of Colour diagnosticity showed a n&dfact of Picture desigr=((4.5, 616.4) =
17.18;p<0.0001) and an effect of Colour diagnosticityhatthigh colour diagnostic objects
were named slower than low colour diagnostic objée109md=(1, 136) = 6.85p<0.010).
There was no Colour diagnosticity x Picture desigaraction E(4.5,616.4) = 1.32<0.254)
indicating that the observed colour effects didaepend on colour diagnosticity values. The
separate analysis of the manmade category wheobj&6ts had high and 49 low colour
diagnostic values, showed again a significant reffect of Picture design with coloured
objects named more quickly than grey orfe¢4(1, 270.7) = 5.263<0.0001), but no Picture
design x Diagnosticity interactioifr (4.1, 270.7) = 0.77%<0.546), showing again that colour

effects did not depend on colour diagnosticity ealu

Analysis of the abstract forms

We were interested to evaluate whether objectstihaiot possess any association with
colour would show any colour effects on naming. that reason, we introduced 10 abstract
forms (cylinder, trapezoid, sphere, hemi-sphereaqyd, square, cube, pentagonal-prism,
cone and rhomboid). All 10 of them were named dyimmediate naming and five of them

were repeated in the priming task. However, subjditt not produce enough correct
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responses to allow a further statistical analysth® 10 abstract forms, as there were only
198 correctly named trials out of 600 possible oesgs and only three of the 10 forms were
named correctly across all six picture designs. [dhename frequency and low familiarity
with the objects made naming difficult and ofteitiig. Many subjects reported that they had
not problems identifying the forms but that theylconot remember their names, as they had

not named them since leaving school.

Accuracy

To establish whether object colour influences peidentification, lexical access or
misnaming the object, accuracy data were analyséallaws. First, responses were screened
for correct naming and error types. The 60 Engéigbaking participants involved in the
immediate naming task, performed at close to agivith 95.06 % correct naming and with
error rates below 0.2% in each error category.mbst frequent, of the albeit small number,
of errors were failures to identify the picture8@% of all responses). Because of the low

error rates, no further analyses were carried out.

In conclusion, results of the immediate naming taske very similar to those of experiment

1 where all 60 participants were part of the cdrdroup. Results showed again a strong

effect of object colour where pictures in colourgr@aamed on average 58ms faster than when
they were grey. The colour effect was significahetiner objects were easy to segment from

a plain background or had to be segmented fromse nsuggesting that the advantage of an
object possessing the attribute of colour outwedghe difficulty of segmenting the object

from a noisy background. Results also showed atefdr object segmentation in that

objects embedded in noise backgrounds were namadayage 20ms slower than objects
embedded in plain backgrounds. Pictures with aangauity between object and background

colour were named the slowest despite having a settion benefit due to enhanced colour
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contrast at the borders between object and backdrdthese findings show again that the
interference of object colour knowledge has a gfeoffect on naming latencies than any
segmentation advantage by colour. It was furthendiothat the object colour effect was
unrelated to category when comparing living- witmdiving things. However, category
effects appeared when comparing the three maig@aés fruits & vegetables, animals, and
manmade objects showing that animals benefitetest and fruits & vegetables the most
from colour in our set. The analyses whether coédfects are dependent on the colour
diagnosticity of an object, showed again a negadffect. Results across the whole set and
across a subset that included the category of ma@ammigjects, where 19 objects had high and
49 low colour diagnostic values, showed that cokftects were not affected by colour
diagnosticity values. Group analyses conductedld@Oaarticipants further showed that the
observed object colour effects were robust acroBgsts as they were independent of group

(1-month, 3-months, or 6-months group) and unrdl&ieage or gender.

4.3.3:Repeated naming task - priming

4.3.3.1: Analysis

Repetition priming was measured by a between-itelcutation where first minusecond
latencyof repeated items are compared. Only trials weskided where pictures were named
correctly on both occasions. Naming latencies witihre than 2.5 standard deviations from
the mean of the participant or the item were cteegbas outliers and excluded. Mean reaction
times were calculated for each subject and piataralition as aubject-based analys{s1),

and for each object and picture conditiontem-based analys($2). There were three

different subject groups with 20 participants iclegroup: 1-month group, 3-months group,
and 6-months group. The three different subjectigsovere first analysed as a group analysis

to (a) see whether there are any differences iptingng behaviour between the groups, and
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(b) to measure whether there is any decay in pgmagnitudes related to colour. In a

second analysis, all the three subject groups amag/sed separately.

4.3.3.2: Results

A repeated measures ANOVA was conducted using Gibuponth group, 3-months group,
and 6-months group) and Time (RT1 and RT2), antuRiaesign (6 conditions) as Factors.
Results revealed a strong effect of TirRedun(1,57) = 54.14p<0.0001) with, on average,
72.61ms faster naming latencies for pictures treaewepeated from study to tegtifing),

and a strong effect for Picture desigiardu(5,285) = 9.5p<0.0001) with coloured pictures
named faster than grey ones. There was no differgnihie priming times between the three
Groups: Time x Group interactioRdroup(2,57) = 0.30p<0.738), and Picture design x Time X
Group interactionKgroup(4.1, 235,8) = 1.249<0.271), and Picture design x Time interaction
(Fgroup(4.1, 235,8) = 0.3%9<0.855), indicating that colour did not affect pmg times and

that colour effects did not decay over time (sgaris 35 and 36).
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Figure 35 shows the mean naming reaction times in ms foBtheups (1-month group, 3-months group, and
6-months group) in the repeated naming task oEErgent 2 per picture design.
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Figure 36 shows the mean naming reaction times in ms foBtgmups (1-month group, 3-months group, and
6-months group) in the repeated naming task of Exyat 2 as a group comparison.

Subject and item-based ANOVAs using Picture desigd Time as Factors confirmed that
for each Group there was a strong priming effectte repeatedly named pictures (-81.94ms,
Fl1-mont(1,19) = 36.15p<0.0001); -69.04m$-21-mont{1,62) = 35.06p<0.0001), (-62.53ms,
F13-month§1,19) = 17.97p<0.0001); -60.51mE23-month§1,66) = 20.35p<0.0001), and
(-73.36ms,Flemontn{1,19) = 10.26p<0.003); -76.15m4 26-montn{1,65) = 33.11p<0.0001).
There was no Picture design x Time interactiBfi{nont(5,95) = 0.26;p<0.932); F21-month
(5,310) = 0.33;p<0.889), Flz-mont{5,95) = 0.55;p<0.733); F23-month§4,269.8) = 0.978;
p<0.421), and Fls-montn{5,95) = 1.50;p<0.195); F26.montn{4.3,280.1) = 0.67;p<0.619)

indicating again that colour did not affect primitages (see figures 37 a-f).
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Figures 37 a-fshow the mean naming reaction times in ms peugaiesign in the repeated naming task of
Experiment 2 subject based and object based fd treups (1-months group, 3-months group, and fthso

group).

Therole of colour, object category, and colour diagnosticity in priming

To measure how colour affects priming times andthérethese effects are influenced by
object category or by colour diagnosticity, separsm-based ANOVAs were carried out for
each group with (1) the two Times (RT1 and RT2) Ricture designs, and the three
Categories as Factors, and (2) Time, Picture designColour diagnosticity (high versus
low) as Factors. There was no effect for Categbrydnt(2,58) = 1.71p<0.190),
(Famonth§2,62) = 1.92p<0.155), andKsmonth§2,61) = 0.32p<0.722) or Colour diagnosticity
(Fimont(1,61) = 0.68p<0.412), Eamontné1,65) = 0.88p<0.349), andRemontn{1,64) = 0.10;
p<0.746), and none of the interactions were sigaificThese results show that priming was
equally effective regardless of the object categtiny picture design or the diagnosticity of

the colour of the item.
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Group analysis of five subject groups

A further group analysis was carried to evaluatetiver the observed priming effects in
experiment 2 would be similar to those observeithérepeated naming task of experiment 1
where the priming interval was on average 12 dayepeated measures ANOVA was
conducted using Group (English-speaking particgalimonth group, 3-months group, 6-
months group, and German-speaking participantdthyesubject group, and aphasic subject
group) and Time (RT1 and RT2), and Picture desbgrofiditions) as Factors. Results
revealed a strong effect for TimEgfou(1,89) = 65.39p<0.0001) with on average 78.03ms
faster naming latencies for pictures that were aigzbefrom study to test, and a strong effect
for Picture designHgroun(5,445) = 11.5p<0.0001) with coloured pictures named faster than
the grey ones. There was no difference in the pgnimes between the five Groups: Time X
Group interactionKgroup(4,89) = 0.22p<0.921), and no Picture design x Time x Group
interaction Fgroup(20,445) = 0.82p<0.686), and no Picture design x Time interaction
(Fgroup(5,445) = 0.85p<0.51). These results show that priming times weefected by the
following factors: (a) by picture design, whethéjexts were shown in colour or grey, or in a
congruent or incongruent object and backgroundwatondition; (b) by age, whether the
mean age was 30.5 years (60 English-speaking jpantits) or 59.6 years (34 German-
speaking participants); (d) by language, whetheldhguage the pictures were named in was
English or German; and (c) by anomia, whether siibj@ere anomic or non-anomic. Most
importantly however, results clearly show that pngimagnitudes remained stable and did

not decay over a time (12 days to 6 months) (speds 38 a, b).
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Figure 38 ashows the mean naming reaction times in ms ingpeated naming task for the 5 different subject
groups that took part in the repeated naming takgperiments 1 and Zhe 1-month group renamed the
pictures after 1 month, the 3-months group afterodiths, the 6-months group after 6 months, and#érenan
control participants and the German aphasic subjectamed the pictures after 12 ddyigure 38 bshows the
priming times as group analysis of all 5 groupspaeture condition.

To exclude the possibility that the observed prgneffects are simply a result of test
adaptation, mean RTs of all correctly named itehstualy (92.83 % correct) where compared
with mean RTs of all correctly nameeéwitems at test (91.07 % correct). Results show that
the new pictures presented at test were nasimkerthan the new pictures named at study by
on average 33.2ms. This might have been causeat éitfatigue effects, as twice as many
items had to be named at test, or because thesggation of the new stimuli at test was

more difficult to name, or as a combination of bBHttors.
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In conclusion, the results of the repeated namasg showed strong priming effects with, on
average, 78.03ms faster naming latencies for m@sttirat were repeated from study to test
with no decay of priming magnitudes over time, andlifferences among five different
subject groups. Results also showed a strong dtiecbject colour with coloured pictures
named faster than grey ones. In addition, primiag equally effective regardless of the
object category, the picture design or the diagaibgbf the colour of the item and

independent of between subject factors such asgegeer, health, or language.

4.4: Discussion

Results of the immediate naming task were simdahose observed in the immediate naming
task of experimentl: the 60 English-speaking pipditts showed a strong effect for object
colour with coloured pictures named on average S@ster than the grey ones independent
of object category or the diagnosticity of the ewlof the item. Performance between the
three subgroups (1-month group, 3-months group 6aminths group) showed no significant

difference when analysed separately and colouctsfigere unaffected by age, or gender.

The results of the repeated naming task were #daigistforward: (1) there was again a
highly significant effect for object colour with loured pictures named faster than grey ones
independent of object category or the colour diatjoiby of the item and independent
whether objects where easy or difficult to segm&)tThere was no difference in the colour
effects between study and test showing that cdbmilitated the naming process equally well
during encoding and recall. (3) Naming the pictdogsa second time resulted in strong
priming effects with on average 78.03ms faster mgnfor pictures that were repeated from
study to test. (4) Priming magnitudes were the saoness the six picture designs showing

that pictures were primed in the same manner régadf differences in surface details



181

(object and background colour), segmentation denfalath or noisy background), congruity
of object and background colour, object categoy @iour diagnosticity of the object. (5)
Priming magnitudes remained stable over time witliecline across the four different
delays: 12 days, 30 days, 90 days, and 180 dayBrif@ing effects for colour did not decay
over time. (7) Group analyses revealed no diffeeen@riming behaviour across the three
subject groups of experiment 2, and no differermcess groups when analysing all five
subject groups including the two German subjectigsdrom the repeated naming task of
experiment 1. This clearly shows that priming wiae ainaffected by subject factors such as
age, gender, health (aphasic / non-aphasic), datigeiage the pictures were named in

(English or German).

How do our results relate to findings of other sgdand to models of visual priming? Our
findings fit with computational models on visualmpmng (Ullman, 1995; Friston, 2005; Grill-
Spector et al., 2006) that repetitive experiendé wistimulus facilitates operations of
analogies, associative activation and generatiqrefiction if the perceptual representation
of the stimulus matches the representation in mgniiois assumed that the generation of
predictions, as top-down process, facilitates du®gnition process by reducing the number
of possible candidates of object representatioaisrtbed to be considered thereby speeding
up the recognition process. These models are stgapby findings from neuroimaging
studies that found decreased activity for brainamginvolved in object recognition after
stimuli were processed for a second time (e.g.,g&/& Martin, 1998; Grill-Spector et al.
1999; 2006; James et al., 2000; Simons et al.,;200illeumier et al., 2002; Horner &

Henson, 2008).

Three neuroimaging studies that specifically inigaded neuronal activity during repeated

namingof pictures found priming associated changeserptbsterior regions bilaterally and
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changes in the left frontal brain (van Turennowilgt2000; 2003; Meister et al., 2005). It was
suggested that the decreased activity in the postaarts of the brain reflect a sparser and
more efficient object representation due to persdearning, whereas decreased activity in
the left anterior regions reflect experience-inadlmeorganization of brain circuitry mediating
lexical retrieval. Our results do not allow to ditlg distinguish between these two learning
processes that were observed in these fMRI stud@sever, if the priming effects found in
our study were mediated mainly at the level ofdakretrieval, than we should have observed
much lower priming magnitudes for the aphasic tioaithe non-aphasic subject groups, but
this was not the case as priming was the samesaaliake groups. We should have also
found differences in priming times related to teenantic- and lexical selection demands of
the pictures (e.g., higher processing demandsiétunes with grey than with coloured
objects), but that was again not the case asxadliferent picture versions primed the same
way. Because our priming results were unaffectedumjp conceptual factors, results would
fit with the assumption that priming during repebpécture naming is an implicit process (i.e.
occurs without intention) which is mainly mediatedhe perceptual levels of object
recognition (Brown et al., 1991; Roediger & McDettnd993; Park & Gabrieli, 1995;
Roediger & Geraci, 2005). Research has shown tivairg at perceptual levels can last over
long periods (e.g., Nickerson, 1968; Cave, 1997ylbta1998; Mitchell, 2006) while

priming at higher conceptual levels is prone tastdr decay (Roediger & McDermott, 1993;
Brown et al., 1996; Roediger & Geraci, 2005). Gagults contribute to findings on long
lasting priming effects in perceptual priming tasksthey demonstrate that priming during
repeated picture naming remained stable over agbefisix months.

How do our results relate to other studies thatsuesd priming effects over more than one
retention period? Other experiments on repetitiomipg in picture naming have shown that
priming magnitudes may drop rapidly after very shi@lays (i.e. immediate recall) but that

facilitation loss is slower over longer retenticeripds (Mitchell & Brown, 1988; Mitchell at
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al., 1990; Brown et al., 1996; van Turennout, 2Q0)3; Francis & Saenz, 2007). This is in
line with the early theory by Ebbinghaus (1885} fleagetting generally occurs rapidly at

first but slows over time. Thus, the longer an iismetained in memory, the less likely it is to
be lost in the next unit of time. Long lasting pimg effects in picture naming that do not
decline between retention intervals as found instudy, have been reported by other people
when usingachromaticpicture stimuli. For instance, no decline in prmignimagnitudes were
found between 1lhour, 6 hours, and 3 days (van Togn2003), between 1 day and 6 weeks
(Meister et al., 2005), and between 1,4, and &w@ditchell & Brown,1988). The findings
by Cave (1997) were not that straightforward agestlproduced more variation in naming
latencies and priming times across the differetdyde Accordingly, Cave (1997) found a
decline between 6 weeks (-72ms) and 48 weeks (-R&mtstable priming times between the
intervals of 8,10,12,16, 24, and 32 weeks (on ayer&0ms). To our knowledge, the only
study that measured priming times over differetémon periods (Lhour and 48 hours
delays) withcolouredpicture material is the study by Cave et al. (192&ewise, in our

study, Cave and her colleagues showed that prifoingplour did not decay over time.
However, they used artificially coloured line drags of artefacts and may have measured
new association learning rather than measuringipgreffects on realistic picture material as
it was used in our study. Their results are theeeflifficult to compare with our study.
Studies on priming of recognition of scenes hawwshthat colour enhancescuracyof
recognition during recall (Homa & Viera, 1988; Gefietner & Rieger, 2000; Suzuki &
Takahashi, 1997; Wichmann et al, 2002; Spence,2@06). Unfortunately, none of these
studies compared thErocessing timef chromatic with achromatic picture versionsiod t
scenes between study and test. One could assubhtbahracognition advantage by colour at
test originated from a richer scene (and objegasentation that has been stored in memory
when the scenes were seen for the first time.jdaib in colour provide a richer

representation in memory than priming should ndy oesult in enhanced accuracy but in
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enhanced priming magnitudes as well. However, wendi find a superiority of coloured
objects over grey ones for priming magnitudes inreaults. The reason for this may lie in
the different task demands: priming in recognitiasks may involve more conscious
recollection strategies than naming task do. It facent (Brady et al, 2008) and older work
(Standing, 1973) could show that visual long-teremmry has a massive storage capacity for
object details including colour when subjects asgriicted to explicitly memorize what they
have seen. Brady et al. (2008) could show thatrebsgwere capable to make same /
different judgements that were between 87% - 92#ftect after they had memorized a large
set of stimuli once during a 3 seconds presentaitioa per picture. The stimulus set
consisted of pictures of 2500 real world objectsspnted in their original colours and placed
in front of a white background. At recognition, peipants were confronted with a mixed set
of old items and new items that differed eitherchyegory, by exemplar or just by state (e.g.,
opened or closed dresser). The high accuracy fébe same / different judgements when
dealing with such a large set indicated that okessrdid not store only the gist information of
the objects but encoded and retained many spelgfails about each of the objects (see also
Homa & Viera, 1988 about what is stored in scewegaition, and Fagot & Cook, 2006

about memory-based exemplar and featural learnratggies in Monkeys).

In contrast, results in our study derived from mplicit priming task where subjects were left
naive about the real purpose of the study and wthesewere not encouraged to explicitly
memorize the pictures they had to name. The obdeffects for object colour in our study
suggest that object colour leads to a coding adganat study and to a coding advantage at
test. This coding advantage feeds through the myatel speeds up subsequent levels of the
naming process both at study and at test. At anseencounter with the stimulus, the overall
processing time is reduced but there is no decraaiserease of the colour effect when

compared with achromatic picture representatioms. thne differences between the six
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picture versions that occurred at study due taipéctietails remain the same when the
pictures are named again at test. How do our eftivith current models of priming?
Because priming times in our study were unaffebiggderceptual differences of the pictures,
our results may best fit with the ‘facilitation maltwhich states that in the beginning neurons
fire robustly to both first and repeated preseatatf the stimulus, but that the neuronal
activity stops sooner when the stimulus is reped&edause repetition of the stimulus
improves prediction, synaptic changes acceleratelihg to shorter processing time (James et
al., 2000; Grill-Spector et al. 2003; Henson & Rug@03; James & Gauthier; 2003; Friston,
2005). This means that the observed priming madeguin our experiment are a result of
synaptic potentiation when the pictures are narmed second time and this priming

mechanism occurred for each of the picture vergidhe same way.

Results also showed that priming behaviour waslatee to age differences across the
subject groups. This is in line with several otbterdies who found that statistically, picture-
naming priming is unaffected by age although nuoweends mostly favour the younger
(Benton, 1967; Mitchell, 1989; Mitchell et al., X®ohnson et al., 1996; Fleischman et al.,

2005; Ally et al., 2008).

4.5: Conclusion

Experiment 2 was designed to investigate whetheretts decay in priming times with
respect to colour during repeated picture namingdmgparing different delays. The main
effect of the results showed strong priming efféotictures that were repeated from study
to test with, on average, 78.03ms faster namingil&i to the results in experiment 1, it was

found that object colour facilitated the naminggass equally well during encoding (at
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study) and recall (at test). In addition, priminggnitudes were the same across the six
picture designs, showing that pictures were primdtie same manner regardless of
differences in surface details (object and backgdazolour), segmentation demand (plain or
noisy background), congruity of object and backgubaolour, object category and colour
diagnosticity of the object. This means that theas no advantage in priming magnitudes for
colour whether it appeared in the object or inlihekground of the renamed picture. These
observations replicated the results found withtii® German subject groupstime repeated
naming task of experiment 1, where we had useaddestdelay (12 days) between study and
test. The results of experiment 2 further showed piniming magnitudes remained stable over
time with no decline across the three differenagiel 30 days, 90 days, and 180 days and no
differences among the three subject groups. Mogbrtantly, however, results showed that
there was no decay in priming effects for coloueravme. This latter observation is in line
with the theory that priming during repeated pietnaming occurs implicitly at the
perceptualevels of object recognition (e.g., Roediger & Mazbott, 1993) and can remain
stable over time (e.g., Mitchell, 2006). No evidemeas found that priming was also
mediated at higher levels of the naming processiggested by studies using fMRI (van
Turennout et al., 2000; 2003; Meister et al., 208Brause priming magnitudes were the
same for aphasic and non-aphasic subjects as eevi@ahe group analysis across all five
subject groups that included the two German sulgjexips from experiment 1. Finally,
because priming times in our study were unaffebiederceptual differences of the pictures
and by inter-subjects variables (health, gendes, sgoken language), results also fit with a
neuronal model of visual priming, namely the ‘fagation model’, stating the neuronal

activity has the same pattern during encoding andlk, but that stimulus repetition improves
prediction and thereby leading to shorter procgssime when the stimulus is repeated (e.g.,

James et al., 2000; Grill-Spector et al. 2003)otioknowledge, this is the first study to show
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that colour effects on priming during repeatedymetaming can last without any decay over

a period of 12 to 180 days.
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Chapter 5: Experiment 3 - Colour effects on rapid bject detection

5.1: Introduction

Data from the two previous experiments on objeching clearly demonstrated that object
colour speeds up the naming process compared widnwbjects are shown in greyscale.
Results showed that the reaction time advantagats abcrue for coloured objects were
strongly influenced by high-level processing stageduding conceptual object knowledge
and lexical selection, making it difficult to septa the influence of colour on earlier low-
level visual processing stages such as object sg#gtien. We therefore decided to use an
ultra-rapid object detection task with a subsebof stimuli to separate earlier from later
visual processing stages and to measure how colaht affect object segmentatidrefore

semantic object processing occurs.

Evolutionary theories assume that colour visionhirmans evolved in order to facilitate
objects vision and to give objects meaning (Skdtu@sChittka, 2008). Colour vision allows
for objects to be distinguished in fluctuating liglonditions, e.g. detecting the fruit amongst
foliage falling in sunlight or shadow, and to swssfelly discriminate a real edge from a
simple shadow boundary (Gordon & Abramov, 1998)sTheans that colour adds a further
dimension to the visual system where spectral ¢ftece is independent of luminance
(Goffaux et al., 2005; Bowmaker & Hunt, 2006; Bovkeg 2008). However, the brain is not
just a passive recipient of sensory information ammory influences the interpretation of
sensory information. Computational models therefoassume that figure-ground
differentiation is based on experience, in that-dopn information can influence and
modulate lower visual processing stages. This méhat object segmentation, detection,
categorization and identification are interactivegesses involving feedback loops that run

from early visual processing stages to the prefilomteas of the brain and back again to form
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predictions about an object’s identity (Borenst&irUllman, 2002; Friston, 2005; Ullman,
2006; Kveraga et al., 2007). The computational rhofidorenstein & Ullman (2002) and
Uliman (2006) states that incoming images are coatpwith template-like fragments, stored
in memory from previous experience of the world,eveheach subregion of the template is
computed as either figure or ground. The infornmaiio this fragment-based representation
then entails both the information about the objeetegory and the figure-ground
segmentation of the image. In fact, there is ermgirievidence that segmentation and
categorizatiorof scenes and objects are strongly linked togethérat object categorization
influences segmentation (Peterson & Gibson, 19994 1Peterson & Kim 2001; Peterson &
Lampignano, 2003). Furthermore, studies using magneephalography (MEG), event-
related potentials (ERP) (Liu et al., 2002; Halgegral., 2003) and behavioural paradigms
show thatdetection segmentationandbasic levekategorizationof objects occur at the same
time and that they may use the same perceptuahmafoon (Evans & Treisman, 2005; Grill-
Spector & Kanwisher, 2005; Ullman, 2006; Bowers @nds, 2007; Mack et al., 2008). In
contrast, results from studies using ERPs (Curaal.e 2002) and functional magnetic
resonance imaging (Grill-Spector, 2003; Grill-Spedt al., 2004) indicate thatentification

of a given category may be based on the same @iogesiechanisms, but occurs later in
time, as additional time for processing is needeg@drform an identification task compared
with simple object detection (+ 65ms in the stugyQrill-Spector et al., 2004). Hence, using
an ultra rapid object detection task may enabletausneasure colour effects on object

segmentatiomeforehigher-level identification processing influene@esrall reaction times.

That colour facilitates segmentation has been showseveral studies across different
paradigms. For instance, positive effects due touravere found on pattern recognition (Gur
& Akri, 1992; Li & Lennie, 1997; Syrkin & Gur 1997pn defining object contours (Rivest &

Cavanagh, 1996; Kentridge et al., 2004; Kingdoral €2004; Kingdom & Kasrai, 2006) and
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on object recognition (Chaparro et al., 1993; Mwl8eHurlbert, 1996; Bloj et al., 1999;
Gegenfurtner & Rieger, 2000; Edwards et al., 2008¢ et al., 2003; Shevell & Kingdom,

2008; in faces :Yip & Sinha, 2002; Edwards et2003; Russel & Sinha, 2007).

However, rapid object detection paradigms thatetestolour effects have yielded mixed
results, which are highly task dependent. For ms#aFei-Fei et al. (2005) found null effects
for colour when using a go/no-go animal detectiasktin briefly presented scenes (27 ms)
placed peripherally on a screen. Whereas Delornad. ¢2000) found that humans detected
animals about 2% more accurately and food itemslSifis faster (both effects were
significant) in briefly flashed photographs (20mes fiumans and 32ms for monkeys) of food
and animal targets when they were in colour contpaiith when they were grey. Contrary to
people, accuracy and processing speed for monkeys enly slightly better with colour for
familiar, but not for untrained, items. Furthermoneost colour advantages were found for
items with longer reaction times but not for thetém ones. The authors concluded therefore
that colour might have boosted only the ambigudwstggraphs by supporting segmentation,
for instance, in close-up views of a rose vs. adalbut that colour in general is not a crucial
aspect in object detection and that any benefitddgur occurs at a later stage of processing.
Yao & Einhauser (2008) came to a similar conclusidren using a task where observers
were asked to detect and then report the presdnaeirnal images in greyscale and colour
stimuli. Their paradigntonsisted of a two-target rapid serial visual pnéstgon where each
trial consisted of forty images that were preserftgd50 ms each with the first half (20
images) presented in greyscale and the secondnhediour orvice versaThe target picture
with the animal appeared first between frames 6abl for a second time between frames
26-35. Although seven out of their ten subjectedetd the coloured animals more accurately
in T1 (when seeffirst), and only two out of ten in T2, results were nohsidered to be in

favour for colour during initial detection. It wdarther observed that subjects showed a
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strong preference for reporting coloured targetemwtargets were of different species, but
that they chiefly reported the second target wha@mals were of same species. Because of
these differences, it was concluded that colour Il effect on detection, but was used in
later stages of processing for recollection. Howgeteeir results might have been flawed
because the authors neglected negative primingteftbat could have occurred when the
target pictures were repeated within the trial ahdnged in their colour appearance. It has
been shown by Gegenfurtner & Rieger (2000) thangimy the colour of the same target
picture between study and test (T1 and T2) redueesgnition accuracy and this already

occurs at stimulus presentation times of 32ms.

In contrast to the observations by Delorme et 2000), Fei-Fei et al. (2005), and Yao &
Einhéuser (2008) are conflicting findings that ewlanproves recognition in rapid detection
tasks. For instance, Wichmann et al. (2006) founsigaificant increase in accuracy for
coloured stimuli of 3% in a go/no-go animal detectitask when scenes were presented
briefly (50 ms) and placed centrally on a screensdme of their earlier experiments, the
accuracy rate was 5%-10% higher for coloured siimidifferent scenes, compared with
greyscaled scenes, when various stimulus exposues tbetween 50ms and 1000ms were
used in a rapid recognition task (Wichmann et a00@). Furthermore, Gegenfurtner &
Rieger (2000) found a colour advantage in the eingodnd recognition of scenes with
exposure times as short as 16ms. This is consisiémthe findings of Edwards et al. (2003)
in an attempted replication of the results of Deleret al. (2000) in an electrophysiological
investigation in the monkey. They presented chramand achromatic photographs that
contained human or monkey heads, animals, everyptggcts, or abstract figures for a
duration of between 28ms and 167ms for detectibeyTound that information about colour
was processed at the same time as shape in theegienk cortex. This is opposite to the

findings by Delorme et al. (2000) who also examimadnkeys and stated that coarse
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achromatic information that is mainly transmitteg the near colour-blind magnocellular
pathway (M-pathway) is sufficient to allow ultraprd categorization. Edwards et al. (2003)
found no evidence for such a first wave of achraenptocessing, as most colour-sensitive
cells responded earliest to the response onséieatdloured stimuli and that the majority of
the tested neurons (70%) in the inferior tempoodlel (IT) evoked significantly reduced
responses with the achromatic images compared sulibured ones. More evidence for a
facilitating role of colour at rapid stimulus presation times comes from studies on naming
objects and scenes. Laws & Hunter (2006) showegrbatcuracy for coloured objects than
for their grey scaled versions at 20ms presentdtior, and Oliva & Schyns (2000) found

better naming for correctly than for incorrectlyaared scenes at 30ms exposure duration.

Taken together, several behavioural studies haegiged evidence that colour helps to
segment objects and scenes and thereby facilitatinpgct recognition. However, whether
colour alters performance during rapid object daacand whether colour is related to object
categorization remains controversial. This expenir@ms to measure segmentation effects
of colour at an early visual processing stage liyguan ultra-rapid object detection paradigm
and by contrasting the categories of living witmdwing things to evaluate whether there is
a category effect at such a short stimulus exposore. Studies by Fei-Fei and colleagues
(Fei-Fei et al., 2005; 2007) suggest that the Vvisyatem might be biased towards natural

objects (living things) during object detectioruéita-rapid stimulus presentation times.

5.2: Method
Experiment 3 was constructed to measure time diff@es on object segmentatibafore
semantic processing can take place by varying l§gco colour, (b) background colour, and

(c) background context in fast object detection paradignThe test stimuli used in this
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experiment were again from the newly created pectet. Experiment 3 was conducted at
Durham University and used subjects who had notigiaated in any of the previous
experiments. Participants were undergraduate stsidand staff from the Psychology

Department. The dependent variable in this fasailgetection task was reaction time.

5.2.1: Participants

Fifteen participants took part in experiment 3, ltiv@eof whom were psychology students, and
three were staff members. One of the students dde excluded from the analysis because
of unusually long reaction times and an excessik@ eate. Of the remaining 14 participants,

nine were female and five were male with a mean@dg24.8 years (between 18-36 years
old), 13 were right-and one was left-handed seeeAdix 8 The study was conducted under

the ethical regulations of Durham University anldsabjects gave consent to take part in the
experiment. Six of the students were undergradumtdswere given course credits for their
participation. The other nine participants volunégleto take part in the experiment. All

subjectshad normal or corrected to normal vision and nowolision deficits.

5.2.2: Stimuli

For the rapid object detection task in experimenw@ selected 40 different objects from the
original set and created four images that contaordg backgrounds. The images of the 40
different objects contained only one single objelzlf of the objects were from the manmade
category with low colour diagnosticity, the otheaalfhwere fruits (6), vegetables (7), and
animals (7) and had high colour diagnosticity (8eeendix 3). All objects were presented in
eight different picture versions, an additional tteahose used in experiment one. These two
additional picture variations contained the objactts original colour, but the backgrounds

were transformed into grey. The backgrounds for fthe new background images were
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photographed under exactly the same conditionsegngped with the same horizon line as
the rest of the set. The four backgrounds werelauoed plain background, a grey-scaled
plain background, a coloured fractal noise, andeg-gcaled fractal noise. The eight different
object picture designs and the four different backgd conditions are shown in the colour

plate in Appendix 2 and explained down below.

Pictures with objects

1. cocp =coloured objectin front of acoloured plain background

2. cogp =coloured objectin front of agrey-scaled plain background
3. gocp =grey-scaled objectin front of acoloured plain background

4. gogp =grey-scaled objectn front of agrey-scaled plain background
5. cocn =coloured objectin front of acoloured fractal noise

6. cogn =coloured objectin front of agrey-scaled fractal noise

7. gocn grey-scaled objecin front of acoloured fractal noise

8. gogn =grey-scaled objecin front of agrey-scaled fractal noise

Pictures with backgrounds only

9. cp =coloured plain background
10. gp =grey-scaled plain background
11. cn =coloured fractal noise

12. gn =grey-scaled fractal noise

Legend: ¢ = colouredg = grey-scaledo = object,n = noise backgroungh = plain background
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The total set for experiment 3 consisted of 640gesaand a block of 28 practice items that
were not analyzed. Half of the 640 images contaiaedobject (40 objects x 8 different
versions = 320), the other half was made of the thifierent background versions that did
not contain any object. The 640 images were dividéal eight blocks of 80 pictures each

randomized for picture design with the constraat each object version appeared only once.

5.2.3: Procedure

All subjects were tested individually. They weratsel in a dimly lit room in front of a
monitor and viewed the images from a distance ot®0 Stimuli were displayed using a
Cambridge Research Systems Visage Visual Stimukrsefator on an EIZO FlexScan F56
17 inch computer monitor. The size of the pictures 1048 x 699 pixels presented with a
resolution of a height of 12.5cm and a width ofst®n against a dark-grey background. Each
image was displayed for 20ms and was followed Iyaak screen. Following the subject’s

response there was an interval of 600-1200ms bé#ierenset of the next image.

The task was a go/no-go categorization task whelgests had to answer the question “is
there an object in the image?” using a manual mspoParticipants were instructed to
maintain the index finger of their dominant handbtlghout the series on the button and to
release the button as quickly as possible wherteegrhad detected the presence of an object
in the scene. At the start of the experiment, qgaticipant was given a series of 28 practice
trials. The experiment proper consisted of eighteseof 80 images, of which half were

targets and half were non-targets in randomisedrord
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5.3: Results

5.3.1: Design

Experiment 3 was designed as an ultra rapid detetéisk in which 3 factors were varied in
order to address the question of (a) whether cdtasrany influence on object segmentation
and (b) if so, what role colour plays in the objsegmentation process by systematically
varying object and background colour and backgrocomtext. Response latencies were the

dependent variable.

5.3.2: Analysis

First, all responses where analysed for correqioreses or false alarms in detecting the
objects.Trials with pictures that contained only backgrosimeere not further analyzed. Only
trials with correct detection responses were inetldh the reaction time analyses. Mean
reaction times were calculated for each subjectmcttre design as subject-based analysis
(F1), and for each object and picture designterm-based analysid-2). Detection latencies
more than 1.5 standard deviations from the medheoparticipant or object respectively were
classified as outliers and exclude@reenhouse-Geisser correction was used when data
violated the assumption of sphericity. Treatmentansewere compared usingD (Least

Significant DifferenceTests.

Reaction times

First, data were analysed subject-badeb) @nd object-based 2) using repeated measures
ANOVAs with Picture design (eight levels) as witlgnbjects £1) or within-items E2)
Factor. Results showed a highly significant effectpicture desigmwith objects in front of a
plain background detected faster than objects eddzbdn a noise H1(7,91) = 10.40;

p<0.0001); F2(4.3,170.6) = 8.01p<0.0001). Pairwise comparisons further revealed tha
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objects in pictures that contained colour (eithigeot or background in colour or both object
and background in colour) were detected faster tgects in pictures that were overall grey
(gogp, gogn). For the achromatic object andptlagn achromatic background differences with
the coloured plain background were (+6.9f%((,13) = 5.03p<0.043); +1.1mgF2(1,39) =
0.52; p<0.821)), and with the grey plain background and toloured object (+8.9ms
(F1(1,13) = 5.22p<0.040); +7.0mgF2(1,39) = 2.52p<0.120)), and with the coloured plain
background and the coloured object (+11.1R1,13) = 5.0p<0.043); +9.2mgF2(1,39) =
4.82; p<0.34)). For the achromatic object and tim@se achromatic background differences
with the coloured noise background were (+11.5M$(X,13) = 3.68;p<0.077); +11.6
(F2(1,39) = 8.21;p<0.007)), and with the grey plain background anel ¢bloured object
(+14.4ms F1 (1,13) = 8.09p<0.014); +19.0msH2(1,39) = 13.93p<0.001))and with the
coloured plain background and the coloured objed2@ms F1(1,13) = 8.03;p<0.014);

+10.8mg(F2(1,39) = 3.96p<0.054)) ( see figures 39 and 40.
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Figure 39. Mean reaction times in ms for the rapid objecedibn task in experiment 3 subject based. Legend:
¢ = colouredg = greyscaledo = object,n = noise backgroungh = plain backgroundyogp = greyscaled object

in front of a greyscaled plain backgrourghcp = greyscaled object in front of a plain backgrouadgp =
coloured object in front of a greyscaled plain lgrokind,cocp= coloured object in front of a plain background;
gogn = greyscaled object in front of a greyscaled nai®en = greyscaled object in front of a coloured noise;
cogn= coloured object in front of a greyscaled no&®lcocn = coloured object in front of a coloured noise.
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Figure 40. Mean reaction times in ms for the rapid objecedibn task in experiment 3 object based. Legend:
= colouredg = greyscaledp = object,n = noise backgroungh = plain backgroundjogp = greyscaled object in
front of a greyscaled plain backgrounglocp = greyscaled object in front of a plain backgroundgp =
coloured object in front of a greyscaled plain lgrokind,cocp= coloured object in front of a plain background;
gogn = greyscaled object in front of a greyscaled nai®en = greyscaled object in front of a coloured noise;
cogn= coloured object in front of a greyscaled no&®lcocn = coloured object in front of a coloured noise.

To further analyse the segmentation costs in régpemlour, a 2 X 2 x 2 subject-baséd [
ANOVA and a 2 x 2 x 2 object-baseB2) ANOVA were carried out using Object colour
(colour vs. grey), Background condition (plain msise), and Background colour (colour vs.
grey) as Factors. Results showed a significantefte Object colour with objects in colour
detected on average faster than objects in gregnt& £1(1,13) = 15.50p<0.002); -8.3ms
(F2(1,39) = 9.20p<0.004)) (see figure 41 c, d). The effect for Backopd condition was also
significant with objects detected faster from pldan from noisy backgrounds (-14.7ms
(F1(1,13) = 38.19p<0.0001); -18.7msH2(1,39) = 16.0p<0.001)) (see figure 41 a, b). The
effect for Background colour was only significantthe subject-based analysis with objects
detected faster from coloured than from grey bambgds (-4.7ms K1(1,13) = 6.15;
p<0.028); -1.7msK2(1,39) = 0.62p<0.434) (see figure 41 e, f). There was no Backgtou
condition x Object colour interactiofr1(1,13) = 0.09p<0.768;F2(1,39) = 0.12p<0.722),

and no Background condition x Background colouernacttion F1(1,13) = 0.07;p<0.936;
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F2(1,39) = 0.42;p<0.993). However, the Object colour x Backgroundogp interaction
showed positive trend$1(1,13) = 3.56p<0.082;F2(1,39) = 3.40p<0.72) suggesting that
objects in pictures with colour contrast were dit@daster than objects in pictures where
both object and background were grey. The Backgtooondition x Object colour x
Background colour interaction was only significantthe object-basedrF2(1,39) = 4.47;
p<0.041) but not in the subject-based analy$i$(1,13) = 1.21;p<0.291). The results
indicate that segmentation cost were lowest foeabjin front of plain backgrounds. Object
colour and colour contrast (i.e. picture desigret frovided a colour contrast between the
object and the background with either object orkgamund in colour or both object and
background in colour) also seemed to speed updbhmentation process. By far the highest

segmentation costs seem to occur when objectsaoidjibunds were both grey.

segmentation cost subject based segmentation cost object based
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Figures 41 a-f Mean reaction times in ms for the rapid objededgon task in experiment 3. Legemdain =
plain backgroundpoise= noise backgroundab colour = object in colourpb grey = object in greybg colour =
background in coloutyg grey = background in grey.
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Figure 41 a-f Mean reaction times in ms for the rapid objededion task in experiment 3. Legergain =
plain backgroundnoise= noise backgroundb colour = object in colourpb grey = object in greybg colour =
background in coloutyg grey = background in grey.

To analyse whether any category effects influenobgect detection latencies, we first
conducted an item based ANOVA with Picture desigight levels) as within-items Factors
and Category (20 living vs. 20 non-living items)ketween-items Factor. In a second step, a
2 x2x 2 x 2 item based ANOVA was carried out widlhject colour (colour vs. grey),
Background condition (plain vs. noise), Backgrowadbur (colour vs. grey), and Category
(living vs. non-living items) as Factors. The reésubr the first ANOVA revealed again a
highly significant effect for picture desigikZ(4.3,166.4) = 8.51p<0.0001) with objects in
front of plain backgrounds detected faster thareatj embedded in a noise. The effect for
Category was also significant showing that livingms were detected on average 11.1ms
faster than non-living itemdg=2(1,38) = 9.65p<0.004) (see figure 42). This category effect
was the opposite of what we have found in the ngraisks of experiments 1 and 2 where
living items werenamedmuch slower compared with non-living items. Opposiategory
effects for basic-level categorisation and namiagks are in line with theories stating that
living items have a processing speed advantagasicievel categorisation task such as in
object detection, however, when the selection deht@tween the objects increases such as it
is required for naming, living items are processkedver (Humphreys et al., 1999; Gale et al.,

2003; Lag, 2005). It is nevertheless astonishirag thcategory effect arose at such a short
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stimulus presentation time of 20ms. This rapid objgetection task was constructed to
mainly measure segmentation effects and includeanalicit categorisation task. Subjects
were not instructed to pay any attention to obgeiin or object detail and it was possible to

perform the task by using low-level cues only, gatg effects were therefore not expected.

living vs. non-living items
390
£ 330 *p<0.004 3719’4
n
I—
2
8 368,2
o 370 i
S
360
living non-living

Figure 42. Mean reaction times in ms for the rapid objecedgon task in experiment 3 for living and non-
living items.

The second ANOVA showed again a main effect forkgaound condition with objects
detected faster from plain than from noisy backgdsu (-18.2ms K2(1,38) = 17.27;
p<0.0001) and a main effect for Object colour withjexts in colour detected faster than the
grey ones (-8.3md-2(1,38) = 9.55p<0.04). Contrary to the subject-based analysisntam
effect for Background colour was not significanfL(#Ams £2(1,38) = 0.068p<0.440). The
Object colour effect was independent of Backgrooaddition ¢2(1,38) = 0.134p<0.716),
and independent of Category: no Object colour xe@aty interaction K2(1,38) = 2.49;
p<0.123) and no Object colour x Background conditto@ategory interactionF2(1,38) =
2.92;p<0.96). These latter effects were the same as foutlte naming tasks of experiments
1 and 2 where the advantage of object colour waslated to whether objects belonged to the

category of living or non-living things. There wa® difference between the categories



202

related to Background colouFZ(1,38) = 0.005;p<0.946), but a significant Category X
Background condition interactiofr2(1,38) = 4.09p<0.050) with no difference between the
two categories when the backgrounds were plainalprocessing speed advantage for living
items of 19.98ms when the background was noisy. Gaegory x Background condition x
Background colour interaction was also signific@if2(1,38) = 7.72;p<0.008) with living
items detected faster (-7.92ms) but non-living gestower (+4.55ms) from a coloured than
from a grey noisy background. For the plain baclkgw conditions, these effects were
exactly the other way round +4.88ms for the livitegns and -8.17ms for the non-living items
when the background was in colour. There was atipesirend for the Object colour x
Background colour interactior-2(1,38) = 3.69p<0.062), which was also observed in the
previous subject-based and object-based 3-way ANOWAL(1,13) = 3.56;p<0.082);
F2(1,39) = 3.40p<0.72 )) and a Category x Object colour x Backgtbanlour interaction
(F2(1,38) = 4.26p<0.046) showing that pictures with enhanced cohtraveen object and
background (i.e. were object and background cotbiffiered) were detected faster and this
was especially valid for the category of non-livitgms. The Background condition x Object
colour x Background colour interaction was alsongigant (F2(1,38) = 4.46;p<0.041)
showing that colour contrast between object anddpacind had a stronger effect in the noise

condition (see figure 43).
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Figure 43. Mean reaction times in ms for the rapid objecedgon task in experiment 3 for living and non-
living items per picture design.

Taken together, results show that objects embedueal noisy background condition are
detected slower with additional segmentation cofen average +18ms than objects from a
plain background condition. Results also indicatg tolour may speed up the segmentation
process by on average -8ms. This main effect fggadlzolour was significant in the 3-way
ANOVAS subject-based (p<0.002) and object-based.(34), and in the 4-way ANOVA
object-based (p<0.04). However, results were laswxlasive when reaction times were
analysed per category as between-item Factor y#@ylivs. 20 non-living objects). As can be
seen in figure 43, mean reaction times for pictungh the object in colour were not
generally faster than for those where the objecygrisy when the two categories were
computed as between-item Factors, which was alswrshn the non-significant Object
colour x Category interactionp€0.123). Nevertheless, a closer look at individosan
detection times per subject (14) and per object (#4®) and picture design, reveal that only 2
out of 14 subjects (14.28%) in the plain backgrogndditions, and 1 out of 14 subjects
(7.14%) in the noise background conditions respdrfdstest to pictures that weogerall
grey. The same was valid for the individual object ssoonly 5 out of 40 objects (12.5%) in

the plain condition and 2 out of 40 objects (5%}ha noise condition were detected faster in
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pictures that were overall achromatic. Whereas8®%. (plain) and 78.57% (noise) of the
subjects responded faster when the object was loucehan when it was grey, and 60%
(plain) and 61.25% (noise) were the percentagescoljased. Similar numbers were found
for the effect of colour contrast: 64.28% (plainpar1.43% (noise) of the subjects responded
faster when the picture contained a contrast betwégct and background colour (i.e. when
object and background colour differed) than whemn gittures were overall grey (i.e. low in
contrast), and 53.75% (plain) and 71.25% (noisegwee percentages object based tables

3 and 4. The percentages about the colour cordrasteflected in the positive trends for the
Object colour x Background colour interactions @ading that objects in pictures with
enhanceccolour contrastmay facilitate segmentation and thereby speedmtha detection
process. This is in direct contrast to the findinmgthe naming tasks where such pictures were
named slowest because the incongruity between tohjet background colour slowed down
the lexical selection process. Although our resaoisy not provide a clear picture of how
colour affects rapid detection in respectotgect categoryresults do indicate a difference
between the two categories in respecbémkground colourand background conditionlt
showed that living items are detected much fast@n hon-living items when the background

iSs a noise, and this is even more so when the m®isecolour.
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Reaction times ultra-rapid detection task experiment 3 per subject

Subject gogp gocp cogp cocp gogn gocn cogn cocn
1 321,0 296,4 311,6 314,7 353,9 314,0 315,9 331,5
2 322,4 322,9 3111 315,5 326,7 354,3 339,4 324,0
3 325,2 315,8 3317 314,2 343,7 352,5 339,1 335,1
4 328,6 331,3 329,8 345,4 368,8 359,4 348,2 346,8
5 346,8 340,6 336,4 344,6 371,5 355,0 340,9 353,3
6 347,3 350,9 357,9 349,9 353,9 361,1 352,1 345,1
7 348,7 342,8 335,9 330,4 376,6 338,9 336,6 343,7
8 367,4 368,3 340,4 337,8 397,2 377,2 369,6 373,1
9 378,0 375,0 375,5 364,0 379,9 399,9 388,0 413,2
10 402,9 396,9 403,4 391,4 412,8 407,6 421,4 402,7
11 420,6 384,5 374,1 363,4 410,6 407,7 418,9 413,4
12 422,7 430,6 424.0 422,3 445,3 412,8 416,8 417,7
13 424.4 414,9 411,0 396,4 451,4 407,1 421,0 423,6
14 486,9 474,4 476,2 497,4 498,6 482,6 480,7 488,7

Table 3. Mean reaction times in ms per subject for thed-atiject detection task in experiment 3. Legend:
gogp = greyscaled object in front of a greyscaled plaokgroundgocp = greyscaled object in front of a plain
backgroundrogp= coloured object in front of a greyscaled plaatkgroundcocp= coloured object in front of
a plain backgroundgogn= greyscaled object in front of a greyscaled najsen = greyscaled object in front of
a coloured noisezogn= coloured object in front of a greyscaled no@®jcocn = coloured object in front of a
coloured noise.




206

Reaction times ultra-rapid detection task experiment 3 per object

Object
chicken
cucumber
snake
horse
onion
alligator
pepper
strawberry
coconut
pear
orange
crab
potato

pig

sweet corn
celery
aubergine
banana
apple
squirrel
sock
screwdriver
shoe
Lego
firelighter
teapot
wool

candle

Cat.

1

gogp
334,6
338,9
340,9
345,1
347,4
347,4
351,6
354,2
355,5
358,1
360,6
364,2
365,4
369,8
373,6
373,6
375,0
378,9
388,0
390,6
323,9
350,3
356,8
359,4
359,4
360,6
363,0

365,9

gocp
308,2
346,2
348,6
359,4
375,0
382,8
381,5
397,1
376,3
404,9
385,0
349,0
403,1
375,0
417,6
395,8
367,2
384,6
332,8
379,8
369,8
404,7
329,5
363,3
363,0
332,9
340,9

407,7

cogp
329,2
349,0
368,5
363,0
342,6
362,2
389,3
339,8
381,0
378,1
357,0
347,4
354,2
340,9
399,1
386,7
358,2
372,8
359,4
353,4
360,6
371,4
373,6
386,7
380,7
350,9
377,6

365,4

cocp
385,4
360,8
356,8
378,9
322,4
358,1
342,4
324,2
338,9
364,6
370,3
347,7
352,2
346,6
373,4
362,0
367,2
352,3
393,8
372,4
367,8
334,1
332,4
368,5
370,2
346,2
348,6

373,6

gogn
381,3
414.8
382,8
393,0
404,8
427,6
419,5
402,3
410,5
354,2
363,3
398,4
343,7
335,2
346,4
376,4
354,6
339,8
375,0
397,1
408,9
394,9
375,0
411,1
4243
409,1
397,1

394,5

gocn
360,7
395,3
335,2
355,8
348,6
387,8
380,2
361,8
356,8
337,7
376,6
387,8
375,0
375,0
375,0
367,8
352,9
333,8
367,8
385,8
420,7
390,6
355,5
4349
414,1
393,5
419,0

377,6

cogn
367,9
424.7
332,0
403,6
318,8
429,7
350,3
371,4
3919
359,4
352,9
406,2
345,1
338,9
362,0
364,6
402,3
345,1
368,5
418,0
453,1
390,6
362,2
418,3
345,1
390,6
369,0

353,4

cocn
393,8
377,4
373,7
395,8
372,6
390,6
358,0
384,6
355,5
329,5
365,4
384,9
354,2
414.8
359,4
343,8
394,9
338,9
383,5
368,5
501,6
364,1
409,4
395,4
434,9
378,3
351,6

382,8
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pencil

mug

pincers
clothes peg
umbrella
vase

book

ruler

toy car

hot water bottle
sponge
toothbrush
mean naming
RTs exp. 2
living

non-living

367,2
373,7
376,3
384,1
384,1
389,2
389,4
393,8
394,5
396,3
4219

438,8

gogp
767.4

763.0

349,0
354,2
358,1
364,6
346,4
375,0
342,5
369,8
340,4
365,9
358,0

410,2

gocp
810.0

736.2

367,9
337,7
360,8
356,8
364,6
319,0
343,8
381,5
355,5
346,6
367,2

380,7

cogp

346,4
333,3
334,1
375,0
325,3
402,3
362,0
369,0
413,4
393,5
343,7

385,4

cocp
700,2

710,2

427,1
384,9
379,7
468,8
428,1
406,3
399,7
412,8
401,6
381,0
375,0

429,0

gogn
773.4

773.7

415,4
401,0
365,9
442,7
462,2
346,2
394,5
391,8
380,2
397,1
334,6

410,9

gocn
826.9

796.6

3819
365,0
339,5
414,1
369,3
404,8
359,4
351,0
369,3
369,8
360,7

347,7

cogn

450,3
391,9
359,4
467,0
407,6
371,4
353,4
350,3
354,6
391,9
369,8

3714

cocn
798.0

736.3

Table 4. Mean reaction times in ms per object for the raglipbct detection task in experiment 3. LegeDalt.
= object categoryl= living, 2 = non-living item;gogp = greyscaled object in front of a greyscaled plain

backgroundgocp= greyscaled object in front of a plain backgraurmhp= coloured object in front of a

greyscaled plain backgrounchcp= coloured object in front of a plain backgrougdgn= greyscaled object in
front of a greyscaled noisgpocn= greyscaled object in front of a coloured notsEgn= coloured object in
front of a greyscaled noise, andcn= coloured object in front of a coloured noiseeTneamamingreaction
times per category for these objects were taken grperiment 2.

5.4: Discussion

The results of the object detection task suggestabjectcolour may play a role in ultra-

rapid object detection, probably by facilitatingjeti segmentation. However, although the

main effect for object colour was statistically iig significant, it did not show consistency

when looking at individual subject scores or meatection times per object type and picture

design (see table 3 on page 205 and table 4 onZ¥®)e These observations are similar to

those made by Delorme et al. (2000), who foundrgelamount of variability between their

ten subjects in accuracy scores and reaction timesspect to colour. A closer look at their
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tables with the individual subject scores in thed@and animal task (p. 2194) shows that ten
out of ten subjects responded faster with food stexmd six out of ten with animals when the
pictures where in colour than when they were gedthough that not all of these colour
advantages reached significance. It further shotlatl subjects with slower reaction times
profited more from colour than subjects with veagtfreaction times. This led the authors to
the assumption that colour is only a relevant feafar subjects that need longer to respond.
Furthermore, they came to a similar conclusion whgamining individual object scores,
claiming that only pictures that might be ambigudois segmentation would benefit from
colour, as pictures that were detected fast dicshow much benefit from colour whereas the
slower detected pictures did. This was clearlyedéht in our study. As can be seen in the
tables 3 and 4, colour effects were not relatewhether an object was detected faster or
slower. In addition, subjects showed similar pattein respect to colour whether their
individual reaction times where faster or slowee.(above or below 350ms). The variability
between subject’'s performance and individual oboicessing times in respect to colour
observed by Delorme et al. and in our study, méyeraindicate that there is more than one
strategy to perform an ultra-rapid object detectask, than to indicate whether colour per se

matters or not.

The average time gain by object colour was 8msun wtra-rapid object detection task,
which shows that object colour does not play theesatrong role as found in the previous
two naming tasks where the colour advantage wasrhigher in proportion to the overall
processing time. On the other hand, results shavaahsistent tendency foolour contrast
with pictures that provided an enhanced colour restt(i.e. where object and background
colour differed) detected faster than pictures tvate overall grey and therefore low in
contrast. This suggests that enhanced colour gintnay ease segmentation and thereby

facilitate object detection. This finding would imeline with studies that found that colour has
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a positive effect on defining object contours. kwstance, it was found that in tasks with
longer stimulus exposure times, colour helps thkirig of contours (Mcllhaga & Mullen,
1996), contour shape processing (Georghiu & Kingd2@®7), and that theombinationof
colour and luminance facilitates the recognitiorobfect boundaries in natural scenes (Rivest
& Cavanagh, 1996; Fine et al., 2003; Kingdom, 20RBigdom et al., 2004; Kingdom &
Kasrai, 2006; Shevell & Kingdom, 2008). Colour afdays a role in pattern recognition (Gur
& Akri, 1992; Li & Lennie, 1997; Syrkin & Gur 1997)n defining landmarks within faces
(Yip & Sinha, 2002; Edwards et al., 2003; RusseSi&ha, 2007), and in object recognition
(Chaparro et al., 1993; Mgller & Hurlbert, 1996pBekt al., 1999). Furthermore, it has been
shown that colour can be a useful cue for subjess visual form agnosia. For instance,
experiments with the patient D.F., who cannot idgmibjects and scenes on the basis of their
shapes due to a profound visual form agnosia, Bagen that she could use global and local
colour information to define boundaries and corgoof objects and scenes (Milner &

Heywood, 1989; Milner et al., 1991; Humphrey et 8894; Steeves et al., 2004).

How do our findings relate to other studies on cbgegmentation that used ultra rapid object
detection? Our results are in line with other stsdihowing that colour enhances recognition
accuracy of scenes already at 16ms (Gegenfurtritieger, 2000) and 50ms presentation
duration (Wichmann et al. 2002, 2006). Results atsweith parts of the study by Delorme et
al. (2000), who found that colour speeded up thedtien offooditems by 10-15ms in

human observers when pictures were flashed for 2@tmsh was the same stimulus
presentation time as used in our study. Howevey, #ie at odds with their findings that
colour increased the accuracy of the detected dsiat@ut 2%, but did not decrease the
processing speed. In addition, no colour effectevi@und when testing monkeys with the
same stimuli at 32ms stimulus presentation timesfionuli that were untrained. To our

knowledge, the only other study that measymextessing timén respect to colour instead of
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focussing on accuracy data only is the study by&tdw/et al. (2003). They tried to replicate
the findings of Delorme et al. (2000) by using $nagell recording in IT (inferotemporal
cortex) in an adult monkey. The presentation tiofaseir stimuli that were shown either in
an appropriate colour, in an achromatic versiowmmngly coloured, varied between 14ms
and 56ms. The single-cell recordings showed theatttour signals dominated the earlier part
of the responses with colour discrimination pealoeépre that of shape by 10-20ms. These
results clearly showed that colour was processétkatery early stages of ultra-rapid object

detection and not at a later stage as suggestBeloyme et al. (2000).

The positive effects for colour found with our pdiga are also at odds with the “null

effects” for colour found by Fei-Fei et al. (2006)owever, our results may be difficult to
compare because their task differed in too mangasgrom the task used in our experiment.
They measured colour effects in the near absenatesftion by presenting stimuli
peripherally on a screen at 6 deg, where poor calision would be expected given the low
cone density. They found that when much of atbenis engaged elsewhere, subjects can
perform a rapid natural scene categorization taghowt colour information as accuracy rates
did not differ whether the scenes where shown lawaor not. Unfortunately, the authors
reported only the accuracy scores but did not pleany data about the processing times and
whether those differed between the chromatic ahdoagatic scenes. In contrast to their test
settings, in our ultra-rapid object detection taskuli were placed centrally (in the focus of
attention), in a larger size (with a resolutioradfeight of 12.5cm and a width of 19.5cm)

and categorization was assesseglicitly, as subjects were just requested to decide whether
there is armobjectin the scene or not. Classification of living wen-living things was
measured by reaction times and implicitly becaudgests were not told which types of
objects and categories would be involved in thk.tA#l stimuli of the different categories

were randomly mixed and their appearance couldeadgredicted. Living things were of
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domestic (3) or wild animals (4), fruits (6) or wgbles (7), and non-living things objects
were of tools (5), clothes (4), toys (2), or houddhtems (9). All of the objects were placed
in isolation against a plain background or a friactase, which did not provide any size or
contextual information. In the task by Fei-Fei lef(2005), subjects were extensively trained
on ultra-rapid detection before the test and hatktect either animals or cars. These objects
were shown in context, which could have helpedrtiieiection. Thus, subjects could have

employed strategies and could have focused ondoetcues other than colour.

In fact, it has been shown that context can affégct recognition at very early stages of
visual processing. A model proposed by Bar (2004 lsis group (Bar et al., 2006) implies
that a rapid coarse processing of a scene thampuated by the magnocellular dorsal visual
pathway, could activate the most likely possiblgeobin a contextual frame. If contextual
interference would already happen at 20ms presenttiine, we would have found increased
reaction times for the stimuli that contained acoimgruity between object colour and
background colour as observed in the naming taséwever, our results show that latencies
were not affected by incongruity (wrong assumpbbobject greyness) but that they were
affected by object category! These striking findirsgiggest that top-down semantic activation
for category occurs already at 20ms stimulus exgoone, but that contextual interference
occurs later. Edwards et al. (2003) found respotseggongruent colour (context) already at
14ms presentation time during single cell recordimgn adult monkey. However, it seems
that this effect needs presentation times longan 20ms in human observers to take place.
Other studies have shown that contextual effects, @congruent colour or inconsistent
background information) can influence subject'S@enance as early as at 26ms (Joubert et
al., 2008), 30ms (Oliva & Torralba, 2006), 42msgtethano & Henderson, 2008), and 50ms
presentation time (Wichmann et al., 2002). Intemgbt, Joubert et al. (2008) found that at

26ms presentation time observers already respdedajects that were cut out from their
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original context and pasted in into another backgdy which gave them an unrealistic
appearance despite the author’s effortful, butléss attempts to “smoothen” the edges and
to blend the objects in. Although the objects pappet and consequently should have been
easier to segment, reaction times were down bydlfsZompared with when the objects
were shown in their original context. It seems thatbrain already uses a kind of “reality”
filter for the perceptual features that are paithefboundaries between the objects and the
backgrounds and detects them as being unreal anebhdelaying the segmentation process.
In contrast, objects in our study were cut out fitwir original backgrounds, manipulated in
colour (greyscaled and equated in luminance) aad plasted in again. This manipulation
resulted in an enhanced colour contrast at the daias between the objects and the
backgrounds by maintaining most of the naturalnmfation of the scene including shadows
and surface reflections. Another explanation ferfdrct that our reaction times did not
increase by the violation of context congruencyofvg assumption of object greyness) at
20ms presentation time is that the violation miggate been processed oalfger the manual
response was done at a later stage as requirethjiot detection such as at the level of object
recognition. In contrast, the violation in the stuny Joubert et al. (2008) might have been
processed at the perceptual level of object se@thentand thereby affecting overall reaction
times.

Research indicates that the brain prefers computtigral scenes over manmade settings as
it computes “synthetic” or unrealistic looking stifndifferently than naturalistic objects and
scenes (e.g., Shevell & Kingdom, 2008). This hanlmemonstrated using fMRI in humans
where natural scenes activated the inferior temmardex, while falsely coloured did not
(Zeki & Marini 1998), and in other studies usindghbeioural paradigms. For instance, Braun
(2003) observed that natural scenes require léssti@ain for processing than artificial ones,
and Oliva & Torralba (2006) found that recogniteecuracy dropped when presenting

unrealistically rather than realistically colourszenes at 30ms exposure time. In addition,
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Fei-Fei and his colleagues found that when thermétion is scarce such as at very short
stimulus exposure durations, subjects show a sipogfgrence to perceive ambiguous scenes
as outdoor rather than as an indoor scene (20@7)l@ect natural scenes faster than
“synthetic” looking ones (Fei-Fei et al., 2005, s¢s0 Li et al., 2002). They also found a
stronger correlation between the recognition ahlimhings and overall scene context
compared with non-living objects. In addition, Jerlet al. (2008) showed that at very short
exposure times, subjects produced more go respantesatural scenes than with manmade

scenes indicating that the visual system might agmhe former ones with less effort.

Our results point to a similar direction as livitngngs were detected faster than non-living
things when presented in front of a fractal noisd simulated a natural background condition
and this was even more so when the noise was auicolrhe category effects further show
that when object segmentation was easy, as witpl#ie background conditions, differences
between the two categories were small. This indic#tat factors such as visual complexity
and image familiarity were about equally distriltiteetween the two categories. This is also
demonstrated in the averaga@mingreaction times, which were about the same fotwire
categories when the object was easy (cocn = calaalvgect in front of coloured plain
background) and when it was difficult to segmeimtgig grey object in front of a greyscaled
noise) during object naming (see table 4). In @sitrduring rapid object detection when
object segmentation becomes more demanding as imdike conditions, category effects are
stronger showing that living things are detecteaimfaster than non-living things. The only
noise condition where living things and non-livitingngs were detected at a similar speed was
the picture condition where a coloured object lalde segmented from a greyscaled noise.
This picture condition contains a strong colourtcast at the border between object and
background, which might have provided a similareegas both categories for detection to

take place. The category effects were not relai@tbject colourbut tocolour contrast
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showing that living things benefited little fromloar contrast between the object and
background, whereas non-living things were detectedverage 8ms faster from plain
backgrounds and on average 11.6ms faster from baigygrounds when the picture
contained a colour contrast than when it was &y grhese findings show that whatever it is
that makes the brain distinguish between living mod-living objects at such a short stimulus
presentation time is not related to colour semantic

However, it must be highlighted that the observatgory effects found in our study derived
from a small number of different members (objepts) category(20 living and 20 non-living
items), which might also explain why colour effebiscategory were different than when
analysing colour effects across the whole stimsgisIn fact, other studies that have
measured category effects during ultra-rapid detedtave used similar participant numbers
as in our study, but included much more differeetmwbers per object category into their sets
(e.g., 44 natural vs. 44 manmade by Fei-Fei e2@07; and 700 natural vs. 700 manmade by
Wichmann et al., 2006). It would be interestingun our experiment again with a larger item
number per object category and to include diffeest@mplars of a category member (e.qg.,
different horses, teapots, and apples) as it was doother studies to verify the observed

category effects.

It is nevertheless astonishing that we found irtéhoa for category effects at such a short
stimulus exposure time. The task in our study wa®rg basic object detection paradigm
where subjects had to decide whether a pictureagwed an object or not with objects in the
target pictures always appearing in the centrehef itmage. Comparing the non-object
distracters that were of a plain or a fractal ndisekground with pictures that contain an
object placed against those backgrounds could haga achieved by focussing on a central
blob that differed from the background and by usoy coarser or low-level image

statistics. It was not required for the taskd@oognizeor define the category or identity of the
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objects. For that reason, it was not even necessgrgy attention to any outline contour of
the object or to specific object surface detailsafTwe nevertheless observed category and
colour effects with our paradigm at 20ms stimulugpasure time, fits with data from
magnetoencephalography (MEG), event-related paienicRP) (Liu et al., 2002; Halgren et
al., 2003), and behavioural results, suggesting dbgectdetection segmentationandbasic
level categorizationoccur at the same time and may use the same peatepformation
(Grill-Spector & Kanwisher, 2005; Bowers & Jone®0Z; Mack et al., 2008). However, the
factors that may drive categorization allowing tivain to discriminate between living and
non-living things during ultra-rapid detection cahibe distinguished with our test paradigm.
That we found advantages for object colour andsatipe trend for colour contrast effects at
such short stimulus presentation time is in linehvasychophysical evidence suggesting that
the perception of surface colour and three-dimeraishape are fundamentally linked and
that chromatic features of a scene can influenbergterceptual features and processes such
as shape, texture, and object segmentation (Sh&wdihgdom, 2008). What can be inferred
from our results is that colour might be involvedrapid object detection, in that it can ease
segmentation and thereby speeding up the objeettitet. However, results also indicate that
there is more than one strategy to detect an olmjeet scene and that colour and colour

contrast may not be the most important factors.

5.5: Conclusion

Experiment 3 was designed as an ultra-rapid oletetction task using a subset of the stimuli
of the previous naming tasks with the aim to sepaearlier from later visual processing
stages and to measure how colour might affect olsiegmentatiorbefore semantic object
processing occurs. The stimulus set contained ywestegory members of living items that
were contrasted with twenty category members oflivamg items and each of these items

where shown in eight different picture designs thate manipulated in colour. Results show
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that pictures that contained an object in colouthat provided a colour contrast between
object and background where detected faster thatorps that were grey. This indicates that
colour might be involved in the segmentation precebere it helps to speed up the object
detection process. However, these colour effectse w®t consistent across subjects and
objects suggesting that there is more than oneegirdo detect an object in a scene and that
colour and colour contrast may not be the most mapd factors. In contrast to other studies
that found that colour might only be helpful atelastages of the ultra-rapid object detection
process, namely for subjects that are slow to mpar for objects that are difficult to
segment (e.g., Delorme et al., 2000), our resuitswsthat colour advantages occurred
independently of such factors. Subjects use ofuwotmes was unrelated to their overall
detection latencies and objects profited from colmgdependent of their overall detection
times. Similar to observations in other studieg.(d-ei-Fei et al., 2005; 2007), we found that
the visual system might be biased towards natujglcts (living things) when information is
sparse as during ultra-rapid object detection .sThias demonstrated with significant
category effects showing that living items wereedtgd much faster by on average 20ms than
non-living items when the difficulty of the objeségmentation increased. However, like in
the previous naming experiments, category effe@sewot related to object colour. It was
further found that at 20ms stimulus exposure tinmgongruity between object and
background colour (i.e. when object and backgrocmidur differed) did not interfere with
higher-level object colour knowledge as observethennaming paradigms. On the contrary,
it showed a positive trend indicating that the erdea colour contrast was processed at the
perceptual level only thereby possibly easing tbgngentation process. The observed bias
towards natural objects (living things) in diffitib-segment picture conditions at 20ms
stimulus exposure time suggest that the brain @yregses top-down activation to categorize
the objects during ultra-rapid detection. Thesteldindings are in line with theories stating

that object segmentation, detection, &agdic levelcategorization occur at the same time and
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that they may use the same perceptual informaéan, (Liu et al., 2002; Halgren et al., 2003;

Grill-Spector & Kanwisher, 2005).
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Chapter 6: General discussion

The aim of this thesis was to establish the roleabdur during object naming by
incorporating a cross-linguistic design, and byitgshealthy people and aphasic patients
with anomia. Experiments 1 and 2 were designetitihess how colour contributes to image
segmentatiomnd objectdentificationin the process of naming common real objects, and
how colour affectpriming measures when objects are named a second time aftday. The
third experiment was constructed to measure tirfierdnces in object segmentatibefore
semantic processing can take place by using aanapid object detection paradigm. In order
to properly address these questions, we createwaitture set that allows better control of
variables such as surface colour, object viewpbiatkground condition and context, effects

of light including shadowing, than is offered by shetimuli available from other sources.

It is known that confrontation naming of objectsatves a widespread anatomical network in
the brain ranging from visual cortices to the fedrtrain areas where information flow is
supported by feedback loops between the areasviedah the computation (e.g., Damasio et
al., 2004). Results of studies of the influenceabur on object recognition suggest that
colour might be a variable that affects not onbjiragle level of processing during the naming
process, but might be felt throughout the systelne dombination of the results found in the
three experiments presented in this thesis doesdohdicate that colour can affect naming
at different levels of processing. It was found thigiect colourspeeded up the naming
process in experiments 1 and 2 by an average o$,78ince pictures with the object in colour
were named faster than achromatic objects andthviantage of colour was independent of
any segmentation costs or benefits. Thus, thengictersion where the coloured object had to
be segmented from coloured noise was named mutgr than any grey object presented

against a plain background condition, althoughlakter ones were much easier to segment.
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Thus, the colour effect that speeded up the namriogess could not have occurred at the
perceptual level of object segmentation only, bustinave involved other levels of object
recognition, including object colour knowledge sfgeed up the semantic selection process.
This argument is supported by the findings in ekpent 3, where object colour speeded up
ultra-rapid object detection by an average of 8msst likely as a result of easing the object
segmentation process. Thus, object colour effeete wuch smaller when pictures were
presented for brief durations and did not requiceessing at the semantic level of object
recognition than when participants could inspeetgittures for naming in their own time.
The average segmentation advantage of 8ms fortatmmur in our study is similar to that
found by Delorme et al., (2000) who used exactéysame stimulus exposure of 20ms for
detection. They found time advantages for coloiwben 10 and 15ms but mainly in the
category of food items and not as much in the categf animals, whereas in our results
object colour effects were unrelated to objectgate. The category effects found in our

experiments will be discussed further below.

Results in the ultra-rapid object detection taskhier revealed that not only object colour but
alsocolour contrastfacilitated object segmentation. This was showm Ippsitive trend for
pictures where objects and their backgrounds diffen colouration, that is, when grey
objects were presented against coloured backgraumctsoured objects were presented
against grey backgrounds. Colour contrast haskedea shown to ease segmentation during
rapid recognition of scenes (Wichmann et al., 20p&)bably by increasing the saliency
between the border of the object and the backgrolimel positive colour contrast effects
found during our ultra-rapid object detection tas& particular interesting as they caused
different effects from those observed during objearhing where such pictures increased
overall processing times. Such prolonged procedsmgs for naming was especially found

with the picture version where a grey object appe@an front of coloured noise. The wrong
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assumption of object greyness (e.g., a greyscatetda generally not expected in front of a
noisy coloured background), led to a conflict betwéhe perceived object colour at the
perceptual level of object recognition and the kiealge about object colour stored in
memory and thereby prolonged overall naming readiines. Thus, despite the picture
providing a segmentation advantage at the percelettel of object recognition, object
colour knowledge at the semantic level of objecbgnition slowed down overall reaction
times. This showed that a later process (interfaxday conceptual colour knowledge) can
reduce effects of apparently earlier stages (fatitin by colour contrast), if the later process
is the more influential determinant of overall réac time. These divergent findings between
the two tasks also indicates that at 20ms stimedp®sure time, incongruity between object
and background colour (i.e. when object and baakgtacolour differed) did not interfere
with higher-level object colour knowledge as obsérin the naming paradigms. These
findings clearly show that colour can influence magrat different levels of processing and

that these effects occur independently of eachr @the may start at different times.

6.1.Colour effects according to object category or colour diagnosticity of the objects

In all of the three experiments reported here, woddfects were not related to object category
or colour diagnosticity of the objects, when thstidiction was made between living and non-
living things. However, in the naming tasks catggeffects emerged when categories were
divided into fruits & vegetables vs. animals vs.nmade objects showing that for the
category of fruits & vegetables, reaction timeseMenger and identification error rates
higher than for the category of animals or mann@gjects. Fruits & vegetables also
benefited more from object colour than the twoelatiategories. Longer reaction times for
fruits & vegetables during object naming have beleserved in several other studies. It is

assumed that fruits & vegetables are often strattyusimilar which leads to higher
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competition amongst semantically related neighboungch in turn increases the semantic

and lexical selection process (e.g., Rossion & ©@)r2004).

6.2.Naming and detecting living versus non-living things

Although living things were named on average 80lm&ar than non-living things in the
naming tasks, the opposite effect was found iruttra-rapid object detection paradigm

where living things were detected on average 2@sief when the segmentation demand
increased. The observed bias towards natural aofing things) in difficult-to-segment
picture conditions at 20ms stimulus exposure tioggest that the brain already uses top-
down activation to categorize the objects duririgaelapid detection. Other researchers (Fei-
Fei et al., 2005; 2007; Li et al., 2002; Jouberlgt2008) have also observed similar findings.
Such a preference for the detection of naturalabjeould make sense as it enables the brain
to drive attention quickly towards a new stimuluasl & make a behavioural response. This
mechanism may have its roots in evolution whereethdronment consisted of mainly natural
objects and scenes. Our findings that the bragadly uses top-down activation to categorize
the objects during detection at very short stimelxgsosure times, also fit with theories
stating that object segmentation, detection, lzaxic levelcategorization occur at the same
time and that they may use the same perceptuahmafion (e.g., Liu et al., 2002; Halgren et

al., 2003; Grill-Spector & Kanwisher, 2005).

6.3.Colour effects on repeated object naming (priming)

The repeated naming tasks of experiments 1 andw®eshstrong priming effects for pictures
that were repeated from study to test with an ageecd 78ms faster naming. These results
were independent of perceptual differences of tbiges (object and background colour,
background condition), semantic differences ofglwtures (congruity of object and

background colour, object category, and colour miagjcity of the object) and by inter-
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subjects variables (health, gender, age, and sdakgnage). Most importantly however, we
could demonstrate for the first time that colodeets on priming during repeated picture
namingcan last without any decay over a period of 1280 days. Furthermore, we provide
evidence that priminghagnitudesare not related to object colour, as all differgRrtpicture
conditions were primed in the same way. To our Kedge, the only other research that
measured the effects of colour on priming withnaetinterval longer than immediate recall
was the study by Cave et al., (1996). They foudédine for accuracy but not for priming
times when subjects hadrecognizeartificially coloured line drawings after 1 hourch48
hours delay. In contrast, Vernon & Lloyd-Jones 0@0found a marginal priming effect in
favour of black-and-white line drawings over colediline drawings during immediate recall
in a repeated naming task, but using only 10 stiped condition. Our results add to the
findings of Cave et al., (1996) and Vernon & LloJdres, (2003) by providing evidence that
object colour does not enhance priming magnitudesdaes not prime less than achromatic
pictures by using a higher number of participahNts=(94) and far better stimulus quality
(photographic depictions of real common objects) @qumantity (N = 140). Our results
showed that object colour improved object segmemtand semantic selection during
encodingandrecall compared with achromatic picture stimulit thatoverall processing

time decreased when the object was named a seicoeicdBecause the overall decrease of
processing time was the same for pictures withvaitttbut colour information, it can be
inferred that the attribute of colour did not affpaming times. Our findings also provide
evidence that subjects not only encode and stoeefammmaticgist of the picture during
object naming, as suggested by edge-based acdeuntsBiederman, 1987), or abstract core
information of the picture as suggested by Anderéb®s5, p 107). Instead, our results
indicate thatanalogous’information is encoded, stored, and retrievedradurepeated picture
naming which includes detailed information abouthbmolour and shape (see also Homa &

Viera, 1988).
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Another important finding of our research is thalhasic subjects with anomia showed the
same priming potential as the healthy controls.aBee priming magnitudes were the same
for people with aphasia who suffer from brain daeesgulting in anomia as for healthy
subjects without word finding problems, our findsnguggest that priming during repeated
picture naming is mainly perceptual in nature. 8isabjects were left naive about the real
purpose of the experiment and not instructed tdi@ip pay attention to any surface details
during the naming task, priming occurred implicilythe perceptual level of object
recognition (e.g., Park & Gabrieli, 1995; RoedigeGeraci, 2005). Because priming
magnitudes in our study were robust over time amdss different delays and unaffected by
perceptual and semantic differences between therpg; results would fit best with the
‘facilitation model’ of visual object priming. Thimodel states that the neuronal activity has
the same pattern during encoding and recall, laitstimulus repetition improves prediction,
which leads to shorter processing time when timaistis is repeated (e.g., James et al., 2000;

Grill-Spector et al. 2003).

Results of the naming tasks in experiment 1 proeiddence that aphasic subjects with
anomia produce more accurate and faster namingoaitiured than with achromatic picture
material. This is in line and further confirms ob&gions from two early studies by Bisiach
(1966) and Benton et al., (1972) who examined aoddiects and stimulus characteristics
during confrontation naming in aphasic populatigdsr results exceed these early findings

by involving a much larger number of participaits< 29) and by using a much larger
number and better-controlled stimuli. In additionr results further confirm observations by
other researchers that aphasic subjects suffer dtber than language related deficits because
subjects in our study profited most from objecocolinformation when the demand of

naming the pictures increased. Aphasic subjects smmificantly longer to retrieve the
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correct names than healthy controls when objectucalas missing in pictures with higher
segmentation demands (gogn), higher semantic eiffettion demands (fruits & vegetables),
and when pictures contained an incongruity betwssskground and object colour (gocp,
gocn). Thus, object colour information seems te#@eicular helpful for subjects with
impaired strategies for lexical retrieval and ituations where parallel possessing is required
as they may possess fewer attentional- (Murray9)L88d working memory resources

(Miyake et al., 1995) than healthy controls.

6.4.Conclusion

In conclusion, our research provides evidencedhgct colour facilitates object naming and
ultra-rapid detection. It was found that the pesiteffects by colour occur at different levels
of processing which can be active in parallel amtependent of each other and which can
start at different times. First, colour leads tgreentation advantages by being part of the
shape-forming process (i.e. by defining contoud by enhancing the saliency between
object and background at a perceptual level ofatlsgrognition. Second, in naming, colour
facilitates semantic differentiation at a conceplerael of object colour knowledge, which in
turn speeds up the identification process. Thadtdr identification due to colour eases the
lexical selection process and speeds up overalintatimes. These colour effects were found
as a pattern that is valid for healthy subjectesdifferent age groups, across two different
languages, and in aphasic subjects with anomiar€3uitts implicate that using coloured
picture material may ease naming not only in hgadtibjects but in particularly in brain
damaged individuals who suffer from anomia. Furtinene, colour may be also helpful in

ultra-rapid object detection.
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Appendix 1. Picture examples experiment 1 and 2

cocp coloured object coloured plain background gocp grey object coloured plain background

cocn coloured object coloured noise background gocn grey object coloured noise background

gogn grey object grey noise background
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Appendix 2. Picture examples experiment 3
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gogn grey object grey noise background gocn grey object coloured noise background

cogn coloured object grey noise background cocn coloured object coloured noise background



Appendix 3. Object list for experiment 1 and 2
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Object List

Object name and category

21 fruits, high colour diagnostic
banana
grapefruit

lemon

orange
strawberry
apricot

mandarin
coconut

kiwi halves
peanut

apple

honey dew melon
grapes
redcurrant
raspberry

pear

almond

hazelnut

cherry

peach

blueberry

19 vegetables, high colour diagnostic
carrot

tomato

radish

egg plant/ aubergine
onion

potato

cucumber

peas

broccoli

Brussels sprouts
green beans
celery

red cabbage
sweet corn

leek

pumpkin

pepper

1 vegetable, low colour diagnostic
mushroom

Object colour

yellow
yellow
yellow
orange
red
yellow-orange
orange
brown
green
yellow-brown
red
yellow
red
red
red
greenyellow
brown
brown
red
yellow -red
dark blue

orange
red
red
dark purple
brown
brown
green
green
green
green
green
green
purple
yellow
green
orange
red

brown

Diagnostic
colour values*
1000 - 5000
< 3000 = low
> 3001 = high

4.818
high
4.545
4.909
4.636
high
high
high
high
5.000
3.455
high
3.636
high
high
4.182
high
4.455
4.727
4.273
high

5.000
4.636
high
high
4.455
4.545
high
high
high
high
high
4.818
high
4.909
high
4.909
3.273

2.545
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Object List
Object name and category Object colour  Diagnostic
colour values*
1000 - 5000
< 3000 = low
> 3001 = high
25 animals, high colour diagnostic
1 pig pink 4.455
2 starfish orange high
3 alligator green 4.545
4  frog green 4.091
5 crab green high
6 camel yellow-brown  4.545
7 lion yellow-brown 4.545
8 kangaroo yellowerown  4.727
9 deer brown 4.727
10 rabbit brown 3.545
11 turtle brown 4.091
12 fox brown 4.364
13 owl brown 3.818
14 elk brown high
15 seal brown 4.091
16 horse brown 3.545
17 elephant greprown 4.727
18 bear/ grizzly brown 3.727
19 chicken brown 3.636
20 squirrel brown 4.273
21 hippopotamus brown high
22 qiraffe brown 4.545
23 sheep beige 4.091
25 wild boar greysrown high
3 animals, low colour diagnostic
26 dog brown 2.909
27 snake green 2.909
28 cat brown 2.636
5 other living things, high colour diagnostic
1 cheese yellow high
2 chocolate brown high
3  spaghetti yellow high
4  piece of firr-wood brown high
5 fir cones brown high
19 manmade objects, high colour diagnostic high
1 fire extinguisher red high
2  fire truck red high
3 double deck bus red high
4  Santa hat red high
5  Swiss army knife red high
6 brick red high
7  flowerpot red high
8  bell golden 3.727
9 crown golden 3.455
10 lock brassy 3.364

11 rubber ducky yellow high



12
13
14
15
16
17
18
19

20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44

45
46
47
48
49

50
51
52

Object List
Object name and category

wooden spoon
chopping board
cigar

basket

cork

no entry sign
life vest

toy tank

49 manmade objects, low colour diagnostic
household items (30)
hanger
clothespin
candle
toothbrush
coffee mug
pencil

vase

book

ruler

filer

(salad) bowl
pen

watering can
screwdriver
pincers / pliers
can opener
nutcracker
dustpan
window cleaner
little pillow
rubber gloves
sponge

teapot

sewing cotton
wool

umbrella
hot-water bottle
scissors
paintbrush
firelighter

toys (3)

ball

Lego

toy car

clothes (17)

Object colour

wooden
wooden
brown
brown
light brown
red
yellow
green

brown
blue
red
yellow
orange
blue
green
blue
yellow
red
pink
pink
green
silveréd
silvewfange
silvaaiue
silvelntown
yellow
silvegreen
pink
yellow
yellow
green
pink
pink
red
blue
silveréd
red

purple

orange
green
red

Diagnostic
colour values*
1000 - 5000
< 3000 = low
> 3001 = high
high
high
4,909
3.364
high
high
high
high

2.909
1.818
1.545
1.182
low
1.909
1.182
1.818
2.182
low
1.091
1.091
2.182
3.000
low
low
low
low
low
low
low
low
low
low
low

1.182
low
low
low
low

1.000
low
1.636

257
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Object List
Object name and category Object colour  Diagnostic
colour values*
1000 - 5000
< 3000 = low
> 3001 = high
53 gloves blue 1.364
54 shoelace brown low
55 socks green 1.000
56 Wellingtons green low
57 boots brown 2.364
58 t-shirt red 1.182
59 button pink 1.000
60 tie purple 1.182
61 handbag brown low
62 belt green 3.000
63 shoe light brown 2.091
64 necklace turquoise 1.818
65 sandals brown low
66 men’s shirt blue low
67 pullover/ cardigan red low
68 bathing suit / swimming costume blue low
10 abstract forms none
1 cylinder orange none
2 trapezoid green none
3  spherical red none
4  hemispherical red none
5 pyramid yellow none
6 square green none
7 cube yellow none
8 pentagon orange none
9 cone blue none
10 rhomboid blue none

Legend: *Colour diagnostic values were taken from the Ros&idourtois study (2004) for those objects
where values were available; all other objects wéassified as high-, low-, or non-colour diagnosti



Colours

yellow/ golden/ brassy 19 yellowish 20
beige 1
orange 11
red 28
pink 7 reddish 46
purple 4
blue / turquoise 12 bluish 16
green greenish 24
brown / wooden 44 brownish 44

Colour diagnosticity
high colour diagnostic objects: 87
low colour diagnostic objects: 53 plus 10 abstract forms

Categories

Living things 72
Non-living things : 68
Abstract forms : 10

Total : 150 plus 4 training items



Appendix 4. Object list experiment 3

©bj List experiment 3

Object name and category Object colour Diagnosticatour values*
6 fruits & 7 vegetables
1 | banana yellow 4.818
2 | orange orange 4,909
3 | strawberry red 4.636
4 | coconut brown high
5 | apple red 3.455
6 | pear greenyellow 4.182
7 | egg plant/ aubergine dark purple high
8 | onion brown 4.455
9 | potato brown 4.545
10 | cucumber green high
11 | celery green 4.818
12 | sweet corn yellow 4.909
13 | pepper red 3.273
7 animals
14 | pig pink 4.455
15 | alligator green 4.545
16 | crab green high
17 | horse brown 3.545
18 | chicken brown 3.636
19 | squirrel brown 4.273
20 | snake green 2.909
20 manmade objects
21 | clothespin blue 1.818
22 | candle red 1.545
23 | toothbrush yellow 1.182
24 | coffee mug orange low
25 | pencil blue 1.909
26 | vase green 1.182
27 | book blue 1.818
28 | ruler yellow 2.182
29 | screwdriver silvered 3.000
30 | pincers / pliers silvearange low
31 | sponge yellow low
32 | teapot green low
33 | wool pink low
34 | umbrella red 1.182
35 | hot-water bottle blue low
36 | firelighter purple low
37 | Lego green low
38 | toy car red 1.636
39 | socks green 1.000
40 | shoe light brown 2.091

Legend: *Colour diagnostic values were taken from the Ros&dourtois study (2004) for those objects

where values were available; all other objects wtassified as high-, low-, or non-colour diagnosti




Participant details of the aphasic subject group

Subject Gender Age Aphasiatype Severity  Diagnosis weekspo stonset CA D15 P&P
1 M 56  Anomic severe cerebral haemorrhage left parieto - temporal 38 0 2 4
2 M 59  Anomic severe atypical left cerebral haemorrhage 2 0 2 2
3 F 66 Broca’'s severe cerebral haemorrhage left frontal-parietal 15 0 2 6
4 M 68 Anomic moderate left MCA infarction 4 0 2 4
5 M 47  Thalamic Aphasia moderate left thalamic infarction 4 0 1 1
6 M 55 Broca’s medium left MCA infarction 34 0 2 5
7 M 69  Anomic moderate cerebral haemorrhage left frontal - temporal 45 0 2 6
8 F 72  Anomic moderate TIA right hemispheric 52 0 1 3
9 F 48  Anomic moderate left MCA infarction 45 0 1 4

10 M 76 non classified medium left MCA infarction 4 0 2 6
11 M 79  Anomic moderate left MCA infarction 3 0 2 6
12 M 63  Anomic medium left MCA infarction 58 0 1 2
13 M 57  Anomic moderate aneurysm + left MCA infarction 4 0 1 1
14 F 59 Anomic moderate left MCA infarction 4 0 1 0
15 F 58  Anomic medium left basal ganglia + left MCA infarction 12 0 2 5
16 M 49 Anomic moderate left MCA infarction 5 0 2 4
17 F 79 Anomic severe left MCA infarction 1 0 2 6
18 F 46 Anomic moderate left thalamic infarction 22 0 1 3
19 M 68  Anomic medium left MCA infarction 9 0 1 4
20 F 56  Anomic moderate right MCA infarction 9 0 1 5
21 M 47  Anomic moderate left MCA infarction lacunar 4 0 1 4
22 M 50 Anomic moderate aneurysm + left cerebral haemorrhage 400 0 1 3
23 M 72  Transcortical Motor  medium left basal ganglia infarction 2 0 2 6
24 F 57  Anomic moderate left basal ganglia + left thalamic infarction 401 0 1 2
25 M 45 Global moderate left MCA infarction 48 0 1 5
26 F 69 Anomic moderate left MCA infarction 6 0 1 5
27 M 57 non classified medium left MCA infarction 4 0 1 6
28 F 39 Anomic moderate left MCA infarction 12 0 1 2
29 M 47 Broca’s severe left MCA infarction 50 0 1 3

Appendix 5 shows the participant details of the aphasic sulgjewp.Severity stands for the severity of the specific aphagi® ffe.g., severe anomic aphasia). Abbreviations:
MCA = media cerebral arter¢GA = Colour Associations, results for the “ColourimigPictures Test” by Damasio et al. (197B)15 = results of the Farnsworth Panel D-15
Test and the Lanthonyl5 Hue Desaturated Panel ®Tést (Richmond Products Inc., Albuquergdeyeans normak means near normdP, & P = results for the“Three
Pictures” component of The Pyramid and Palm Trest (Féoward & Patterson, 1992), up to 6 errors amesiered as normal.



Participant details of the German subject group

Subject  Gender Age CA D
F 23
54
78
70
65
51
68
55
68
56
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Appendix 6 shows the participant details of the German sulgjemip. AbbreviationsCA = Colour
Associations, results for the “Colouring of PigsiTest” by Damasio et al. (1979);15= results of the
Farnsworth Panel D-15 Test and the Lanthony15 Hesafurated Panel D-15 d Test (Richmond Products Inc
Albuquerque),l means normak means near hormd?, & P = results for the“Three Pictures” component of
The Pyramid and Palm Tree Test (Howard & Patter$882), up to 6 errors are considered as normal.



Participant details of the British subject groups

Group CA D 15 P&P
1

Age
23
64
40

Gender

Subject
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Participant details of the British subject groups

Subject
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Appendix 7 shows the participant details of the British subggoups. AbbreviationsCA = Colour
Associations, results for the “Colouring of PigsiTest” by Damasio et al. (197®);15 = results of the
Farnsworth Panel D-15 Test and the Lanthony15 Hesafurated Panel D-15 d Test (Richmond Products Inc
Albuquerque),l means normak means near normd?, & P = results for the“Three Pictures” component of
The Pyramid and Palm Tree Test (Howard & Patter$882), up to 6 errors are considered as normal.



Participant list experiment 3

Subject Gender Age
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Appendix 8 shows the participants list of experiment 3.



