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S U M M A R Y
3-D electromagnetic (EM) studies of the Earth have advanced significantly over the past decade.
Despite a certain success of the 3-D EM inversions of real data sets, the quantitative assessment
of the recovered models is still a challenging problem. It is known that one can gain valuable
information about model uncertainties from the analysis of Hessian matrix. However, even with
modern computational capabilities the calculation of the Hessian matrix based on numerical
differentiation is extremely time consuming. Much more efficient way to compute the Hessian
matrix is provided by an ‘adjoint sources’ methodology. The computation of Hessian matrix
(and Hessian-vector products) using adjoint formulation is now well-established approach,
especially in seismic inverse modelling. As for EM inverse modelling we did not find in
the literature a description of the approach, which would allow EM researchers to apply
this methodology in a straightforward manner to their scenario of interest. In the paper,
we present formalism for the efficient calculation of the Hessian matrix using adjoint sources
approach. We also show how this technique can be implemented to calculate multiple Hessian-
vector products very efficiently. The formalism is general in the sense that it allows to work
with responses that arise in EM problem set-ups either with natural- or controlled-source
excitations. The formalism allows for various types of parametrization of the 3-D conductivity
distribution. Using this methodology one can readily obtain appropriate formulae for the
specific sounding methods. To illustrate the concept we provide such formulae for two EM
techniques: magnetotellurics and controlled-source sounding with vertical magnetic dipole as
a source.

Key words: Numerical solutions; Inverse theory; Electromagnetic theory; Geomagnetic
induction.

1 I N T RO D U C T I O N

A number of rigorous 3-D frequency-domain electromagnetic (EM) inverse solutions have been developed in the past two decades both in
Cartesian geometries (Mackie & Madden 1993; Newman & Alumbaugh 2000; Haber et al. 2004; Siripunvaraporn et al. 2005; Sasaki & Meju
2006; Avdeev & Avdeeva 2009; Egbert & Kelbert 2012; Zhang et al. 2012, among others) and spherical geometries (Koyama 2001; Kelbert
et al. 2008; Kuvshinov & Semenov 2012). Despite a certain success of the 3-D EM analysis of frequency-domain data of different types and
origin there are a number of open issues to be addressed. One of the most challenging problem is a quantification of the model uncertainty.

It is known that one can gain ample information about the inverse solution from the quadratic approximation of the penalty functional
in a vicinity of the minimum. To illustrate the concept let us assume for the moment that vector m = (σ1, σ2, . . . , σNM )T defines the model
parametrization, where superscript T stands for transpose and σ1, σ2, . . . , σNM are conductivities in NM cells of the volume where we aim to
recover the conductivity distribution. By formulating the inverse problem (conductivity recovery) as a minimization problem with a penalty
functional, β (which is a sum of the data misfit, βd, and the regularization term, λβr), one can state that the local behaviour of β(m) in the
vicinity of a stationary point m0 is determined by the second-order terms of the Taylor series:

β (m) ≈ β (m0) + 1

2
�mT Hess(m0) �m, �m = m − m0, (1)
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where Hess is the (Hessian) matrix, which elements are ∂2β

∂σk∂σl
, k, l = 1, 2, . . . , NM, at m = m0. Analysis of eq. (1) suggests a way to specify

the bounds within which the optimal model m0 can be perturbed without increasing β(m0) beyond a predefined value β(m0) + �β, where
�β is somehow relates to the noise in the data and to an uncertainty associated with the model inadequacy. More exactly, for perturbation
�m we require that the following inequality

β (m0 ± �m) ≤ β (m0) + �β, (2)

holds. In the case when the Hessian matrix is diagonal, the formula for the perturbation �m reads (see Appendix D)

�mk,k ≡ �σk,k =
√

2�β

Hess(m0)k,k
, k = 1, 2, . . . , NM. (3)

It is seen from eq. (3) that the smaller Hess(m0)kk the larger admissible perturbations of mk, meaning that mk is poorly constrained (resolved).
Note, however, that usually non-diagonal elements of Hess(m0) are not zero. This complicates resolution analysis, and now, instead of
eq. (3), a more sophisticated formula holds which is presented in Appendix D.

However, even with modern computational capabilities the calculation of the Hessian matrix of the misfit, Hessβd , based on numerical
differentiation is forbidden due to the tremendous computational loads (note, that the evaluation of the Hessian matrix of the regularization
term is usually straightforward and fast). A much more efficient way to calculate Hessβd is provided by adjoint sources approach. The
computation of Hessian matrix (and Hessian-vector products) using adjoint formulation is now rather well-established approach, especially
in seismic inverse modelling (Santosa & Symes 1988; Epanomeritakis et al. 2008; Fichtner & Trampert 2011; Metivier et al. 2013, among
others). As for EM inverse modelling we did not find in the literature a description of the approach, which would allow EM researchers to
apply this methodology in a straightforward manner to their scenario of interest. In fact, we found only one EM publication (Newman &
Hoversten 2000), where computation of Hessβd using adjoint sources approach is discussed. Note, however, that Newman & Hoversten (2000)
confined the discussion to the case when the data are controlled-source electric or magnetic fields.

In this paper, we present a general formalism for calculating second derivatives of the response functions and misfit. We also show
how this technique can be implemented to calculate multiple Hessian-vector products very efficiently. The latter can be used in truncated
Newton optimization methods (Nash 2000) for 3-D EM inversions, and more important, it opens an avenue for implementing a low-rank
approximation of the Hessian matrix as it was discussed in section 2.4 in the paper by Martin et al. (2012). Such approximation could make
a stochastic approach to 3-D EM inversion feasible. In addition, the approximation can be applied to quantify the uncertainty of a model that
has been acquired by some inversion technique.

This paper is written in a manner that follows the line of presentation adopted in our previous paper (Pankratov & Kuvshinov 2010) which
discusses efficient calculation of the gradient of the misfit, and which is also based on an adjoint sources approach. The paper is organized
as follows. Section 2 introduces Maxwell’s operators of the 3-D EM forward problem, gives definitions of polarizations, parametrizations,
observation sites, and response functions and discusses the inverse problem set-up. Section 3 describes a formalism for fast calculation of the
first derivatives of electric and magnetic fields, the response functions and the misfit. In many aspects the content of this section is similar
to that presented in Pankratov & Kuvshinov (2010), but in this work we use a rather different way to demonstrate the results. Section 4 is a
key section of the paper in which a methodology has been developed to calculate the second derivatives of the fields, responses, the Hessian
of the misfit, as well as a Hessian-vector products efficiently. Finally, Section 5 provides actual formulae for two methods that are based on
controlled and natural sources. In order to navigate the reader throughout the text the milestone formulae that are relevant for numerical
implementation are framed. Conclusions and discussion are summarized in Section 6. The paper also includes a number of appendices which
detail some results presented in the main body of the paper.

2 D E F I N I T I O N S

2.1 Green’s operators

Let us define an operator G· · in the whole 3-D Euclidean (physical) space R
3

(
E
H

)
= G··

(
jimp

himp

)
⇔

⎧⎪⎪⎨
⎪⎪⎩

∇ × H = σE + jimp,

∇ × E = iωμH + himp,

E(r), H(r) −→ 0 as |r| −→ ∞,

(4)

where E and H are electric and magnetic fields, jimp and himp are impressed (extraneous) electric and magnetic sources, respectively, r ∈ R
3

is a position vector, i = √−1, ω = 2π/Period is an angular frequency, σ (r) and μ(r) are electric conductivity and magnetic permeability
distributions in an earth’s model, respectively. In this paper, we assume that σ (r) is a real-valued function. All fields, E, H, jimp and himp,
are complex-valued functions of ω and r. In addition the fields E and H depend on σ and μ. In this paper, we study the derivatives with
respect to σ only. Green’s operator G· · depends on functional arguments jimp and himp. Hereinafter the dependence of Green’s operator
on σ , r, and ω is omitted but implied. Time dependence of fields is accounted for by e−iωt, which reads, for example, for electric field as
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Ĕ(r, t) = ∫
E(r, ω) e−iωt dω. At this stage we do not specify the coordinate system in R

3; this means that r can be, for example, a triplet of
Cartesian coordinates, (x, y, z), or a triplet of spherical coordinates, (r, θ , φ). As far as the column in the left-hand side (LHS) of eq. (4)
contains two fields, E and H, operator G· · can be represented via operators Ge ·, Gh ·Gee, Geh, Ghe and Ghh as follows:

G·· =
(

Ge·

Gh·

)
=
(

Gee Geh

Ghe Ghh

)
, Ge· = (

Gee, Geh
)
, Gh· = (

Ghe, Ghh
)
, (5)

where operators Ge · and Gh · are electric and magnetic components of G· ·, operator Gee is a restriction of Ge · to electric sources, etc.
Let us introduce an EM field, u, as

u(r, ω) =
(

E(r, ω)

H(r, ω)

)
, (6)

which is a complex-valued 6-D vector. Let us denote the space of such vectors as U ∼= C
6. Note that once we have chosen coordinates in 3-D

space R
3 with the following basis:

e1, e2, e3, (7)

then we naturally and unambiguously have a coordinate system and basis e′
1, . . . , e′

6 in 6-D complex space U

u(r, ω) =
6∑

α=1

uαe′
α, (8)

saying that e′
1, e′

2, e′
3 are e1, e2, e3 for electric fields whereas e′

4, e′
5, e′

6 are e1, e2, e3 for magnetic fields, respectively.

2.2 Maxwell’s differential operator

Let us rewrite the system of Maxwell’s equations introduced by eq. (4) in a form

u = G·· (f imp) ⇔
{

L (σ , u) = f imp,

u(r) → 0 as r → ∞,
f imp =

(
jimp

himp

)
, (9)

where σ = {σ (r)} and L(σ , u) is defined as

L (σ , u) =
( −σ E + ∇ × H

∇ × E − iωμ H

)
. (10)

Expression L(σ , u) can be symbolically written as L(σ , u) = L(σ )u, where differential operator L(σ ) is given by

L(σ ) =
( −σ ∇×

∇× −iωμ

)
. (11)

Thus the equation introduced in (9) now reads L(σ )u = f imp. From the latter equation it is seen that Green’s operator G· · is an inverse to
Maxwell’s operator L(σ ). Moreover, the action of Green’s operator on the impressed current can be written as

G·· (f imp) (r) =
∫

R3
Ĝ(r, r′) f imp(r′) dv(r′). (12)

Here Ĝ(r, r′) is a linear operator that vanishes as |r| −→ ∞, and dv(r′) is an elementary volume. Note that numerically Green’s operator can
be considered as a solution of Maxwell’s equations by finite differences, finite elements or by integral equations.

2.3 Polarizations/sources

Let{
f imp

p

}
p∈P , P = {1, 2, . . . , NP} , (13)

be a set of linearly independent distributions (in space and frequency) of the impressed sources, f imp
p . For example, in magnetotelluric (MT)

studies, NP = 2, and f imp
1 and f imp

2 correspond to the plane waves of different orientations. Each f imp
p produces electric, Ep, and magnetic, Hp,

fields that constitute EM field up that can be written via G· · operator (4) as

up = G·· (f imp
p

)
. (14)

In addition, we introduce vectors û and Ê as

û = (u1, . . . , uNP ), Ê = (E1, . . . , ENP ). (15)
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2.4 Inversion domain and parametrization

As far as the inversion is usually done numerically, let the inversion domain, Vinv, be represented as

V inv =
NM⋃
k=1

Vk, (16)

where {Vk}k∈M, M = {1, . . . , NM}, be a set of elementary volumes Vl, and within each volume Vl the conductivity be a constant σ (r) = σ l.
We assemble this conductivity distribution in the following vector:

σ = (
σ1, . . . , σNM

)T
, (17)

and introduce model parametrization as

m = (
m1, . . . , mNM

)T
, ml = ν−1(σl ), l ∈ M, (18)

where function m = ν−1(σ ) can be implemented, for example, to preserve conductivity to be positive. Note that popular choice is m = ln σ .
We also remark that some volumes Vl might be cells (or combinations of cells) of 3-D part of the model. In addition, along with model vector
m we introduce two arbitrary variations of the model vector

δm = (
δm1, . . . , δmNM

)T
, δn = (

δn1, . . . , δnNM
)T

. (19)

Note that the variations of conductivities, δσ and δη, are connected with the variations of model parameters, δm and δn, as

δσ = ν ′(m) δm, δη = ν ′(m) δn. (20)

Final remark of the section is that conductivity distribution in the form of eq. (17) can be written in alternative form

σ =
NM∑
l=1

σl1Vl (r), (21)

where 1Vl
(r) is an indicator function given by

1Vl
(r) =

{
1, r ∈ Vl ,

0, r /∈ Vl .
(22)

Similar representations can be also written for m, δσ , δη, δm and δn.

2.5 Observation sites, frequencies and response functions

Let

�g, g ∈ G = {1, 2, . . . , NG} , (23)

be the experimental responses, and NG is the number of all (at all available frequencies and sites) responses. Let rg, and ωg be the spatial
location and the frequency, respectively, at which the response �g has been obtained.

Let S be a set of observation sites

S = {
rg

∣∣ g ∈ G } = {
s1, . . . , sNS

}
, (24)

where s1, . . . , sNS are different observation sites, and NS is the number of sites.
Let � be a set observation frequencies

� = {
ωg

∣∣ g ∈ G } = {
f1, . . . , fN�

}
, (25)

where f1, . . . , fN�
are different observation frequencies, and N� is the number of frequencies. The definitions (23)–(25) are introduced in

this specific way intentionally in order to stress the fact that in practice an actual set of experimental responses to be used for inversion varies
with frequency and site.

As the generalization for intersite and non-holomorphic responses is possible, in this paper—for clarity of the exposition—we will
consider only single-site and complex-differentiable (holomorphic) responses θg. For each g ∈ G, the predicted response, θg, can be written
in the following form

θg(m) = �g

[
u1(m, rg, ωg), u2(m, rg, ωg), . . . , uNP (m, rg, ωg)

]
. (26)

2.6 Inverse problem formulation

We formulate the inverse problem of conductivity recovery as an optimization problem such that

β (m, λ) →
m

min, (27)
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with a penalty functional

β (m, λ) = βd (m) + λβr (m) , (28)

where λβr(m) is a regularization term, and βd(m) is the data misfit which in general form is given by

βd (m) = (� − �)+B(� − �), (29)

where �(m) = [θ1(m), . . . , θNG (m)]T is the vector of the predicted responses for trial model m, � = (�1, . . . , �NG )T is the vector of
the experimental responses, + denotes a Hermitian conjugate, B is the inverse of the data covariance matrix, B = [Cov(�)]−1, where
Cov(�) = E[(� − E(�))(� − E(�))+], and E(·) stands for the expected value. Usually in EM studies the data covariance matrix B is assumed
to be diagonal, and thus expression (29) degenerates to the following form:

βd (m) =
∑
g∈G

∣∣∣∣∣ θg(m) − �g

��g

∣∣∣∣∣
2

, (30)

where ��g is an uncertainty of the experimental response. In what follows, we present general formalism to efficiently calculate the Hessian
matrix of the data misfit in the form of eq. (30).

3 T H E F I R S T D E R I VAT I V E S

3.1 The Gateaux differential and Frechet derivative

In this section, we discuss the definitions of the first differential (Gateaux differential) and the first derivative (Frechet derivative) of a function
whose argument is an infinite-dimensional vector. The Frechet derivative is a derivative that generalizes the conventional finite-dimensional
gradient vector of a scalar function (or a Jacobian matrix of a vector-valued function). The Gateaux differential is a more general concept
than the Frechet derivative and is more convenient object to work with.

First, the ‘Gateaux differential’ of a function L(u) with respect to argument u in direction of vector w is:

Dw L (u) = d

dh

∣∣∣∣
h=0

L (u + hw) , (31)

where h runs over complex numbers and d
dh |h=0 is an ordinary derivative, dϕ

dh |h=0 = limh→0
ϕ(h)−ϕ(0)

h , h ∈ C. One can write the Gateaux
differential in an alternative form

Dw L(u) =
〈
∂L(u)

∂u

∣∣∣∣w

〉
, (32)

where ∂L(u)
∂u stands for a ‘Frechet derivative’, and 〈· | · 〉 denotes a contraction operation explained in Appendix A. Now, as far as vector w is

arbitrary and the operator in the right-hand side (RHS) of eq. (32) is linear with respect to vector w, the latter is referred to as a variation
w(r) = δu(r), so that eq. (32) takes the form of variation of L(u) with respect to variation of vector u

δL (u, δu) =
〈

∂L (u)

∂u

∣∣∣∣ δu

〉
, (33)

that is an analogue of expression df = f ′ (x) dx. In a similar way we introduce a variation of u(σ ) with respect to variation of σ

δu(σ , δσ ) =
〈

∂u(σ )

∂σ

∣∣∣∣ δσ
〉
. (34)

3.2 The first derivative of EM field

Using the linearity section 2.2 of Maxwell’s operator L(σ ), eq. (32) reads〈
∂L(σ )u

∂u

∣∣∣∣w

〉
= d

dh

∣∣∣∣
h=0

[L(σ )u + hL(σ )w] = L(σ )w. (35)

Assuming the dependence u = u(σ ) we rewrite the first eq. in RHS of (9) as

L(σ )u(σ ) = f imp. (36)

We then differentiate eq. (36) as a composite function of σ and employ the chain rule as follows:〈
∂L(σ )u

∂u

∣∣∣∣ ∂u

∂σ

〉
+ ∂L(σ )u

∂σ
= 0. (37)
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RHS in eq. (37) is zero due to the fact that impressed source fimp does not depend on σ . Contracting eq. (37) with an arbitrary vector δσ

hereinafter referred to as a conductivity variation, and using eqs (A7), (35), (9), (B3), (5) and (34), we arrive at the first variation of EM
field u

δu(σ , δσ ) = G·e (δσ E) . (38)

Applying eq. (38) to the pth source we have

δup =
〈

∂up

∂σ

∣∣∣∣ δσ
〉

= G·e (δσ Ep

)
. (39)

Decomposing eq. (39) into electric and magnetic parts we obtain

δEp(σ , δσ ) = Gee
(
δσ Ep

)
, δHp(σ , δσ ) = Ghe

(
δσ Ep

)
. (40)

Note that the two latter expressions correspond to eqs (32) and (33) in paper Pankratov & Kuvshinov (2010). Remembering the form of our
parametrization we obtain the first derivatives of the EM field

∂Ep

∂σl
= Gee

(
1Vl

Ep

)
,

∂Hp

∂σl
= Ghe

(
1Vl

Ep

)
. (41)

3.3 The first derivative of a response function

In this section, we discuss the first differential of response θg(m). This differential can be written as

δθg(δm) =
〈

∂θg

∂m

∣∣∣∣ δm

〉
. (42)

It is possible (see eq. C4) to rewrite eq. (42) in the following form:

δθg(δm) =
〈
δσ Ê

∣∣∣∣Ge·
(

∂�g

∂û
δrg

) 〉∣∣∣∣
ωg

, (43)

where δσ = ν ′(m) δm (see eq. 20), û and Ê are defined in eq. (15), and δrg is the Dirac’s delta function. Remembering the form of our
parametrization we obtain the first derivative of a response function as:

∂θg

∂ml
=

∑
p∈P

ν ′
l

∫
Vl

Ep · Ge·
(

∂�g

∂up
δrg

)∣∣∣∣
ωg

dv, ν ′ = dν

dm
. (44)

3.4 The gradient of a misfit

From eq. (30) we obtain the differential of the data misfit with respect to the model variation as

δβd (m, δm) = 2 Re

∑
g∈G

(θg(m) − �g)∗

|��g|2 δθg(m, δm). (45)

Now, substituting eq. (43) into the latter equation, then changing the order of the summation and integration, and remembering our
parametrization we obtain an expression for the gradient of the data misfit as

∂βd

∂ml
= 2ν ′

l Re
∑
ω∈�
p∈P

∫
Vl

Ep(ω) · Ge· (JM
p (ω)

)
dv, (46)

where an ‘adjoint source’ JM
p is given by

JM
p (ω) =

∑
g:ωg=ω

(θg − �g)∗

|��g|2
∂�g

∂up
δrg

∣∣∣∣∣
ω

. (47)
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Table 1. The steps needed to calculate the gradient of the data misfit βd.

The term Indices range Number of forward modellings

up(ω) = G·e (f imp
p

)
p ∈ P , ω ∈ � NP N�

Ep(ω), θg(m),
∂�g
∂up

, JM
p (ω) 0

Ge·
(

JM
p (ω)

)
p ∈ P , ω ∈ � NP N�

The total number of forward modellings 2NP N�

Table 1 summarizes the steps needed to calculate the misfit gradient. From the eq. (46) it is seen that we need 2NP N� forward modellings in
total to calculate the data misfit gradient.

4 T H E S E C O N D D E R I VAT I V E S

4.1 The second Gateaux differential

In the same line as we did in Section 3.1 for the first Gateaux differential (see eq. 34), we introduce the second Gateaux differential of a
function f (σ ) as the following contraction:

δ2 f (σ , δσ , δη) =
〈
δσ

∣∣∣∣ ∂2 f (σ )

∂σ 2

∣∣∣∣ δη
〉
. (48)

Function f could be either vector- or scalar-valued, and either complex- or real-valued. In the discrete case ∂2 f (σ )
∂σ 2 is the desired Hessian matrix

if f is the data misfit function.

4.2 The second derivative of EM field

Let us differentiate eq. (37) with respect to σ〈 〈
∂2

L(σ )u

∂u2

∣∣∣∣ ∂u

∂σ

〉
+ ∂2

L(σ )u

∂u∂σ

∣∣∣∣ ∂u

∂σ

〉
+
〈

∂L(σ )u

∂u

∣∣∣∣ ∂2u

∂σ 2

〉
+

〈
∂u

∂σ

∣∣∣∣ ∂2
L(σ )u

∂u∂σ

〉
+ ∂2

L(σ )u

∂σ 2
= 0. (49)

Since expression L(σ )u depends linearly on u, ∂2
L(σ )u
∂u2 = 0. Similarly, L(σ ) depends linearly on σ , thus ∂2

L(σ )u
∂σ 2 = 0. Then using eqs (9), (33),

(38) and (B7), and contracting with arbitrary variations δσ (r) and δη(r) of the conductivity distribution, we rewrite eq. (49) as

δ2u(δσ , δη) =
〈
δσ

∣∣∣∣ ∂2u

∂σ 2

∣∣∣∣ δη
〉

= G·e (δσ Gee (δη E) + δη Gee (δσ E)
)
. (50)

Applying the result to the pth source we obtain the formula to calculate the second derivative of the EM field as

δ2up(σ , δσ , δη) = G·e (δσ Gee
(
δη Ep

) + δη Gee
(
δσ Ep

))
. (51)

Remembering the form of our parametrization we obtain the second derivatives of the EM field as

∂2up

∂σk∂σl
= G·e (1Vl

Gee
(

1Vk
Ep

) + 1Vk
Gee

(
1Vl

Ep

))
. (52)

Decomposing eq. (52) into electric and magnetic parts we have⎧⎪⎨
⎪⎩

∂2Ep

∂σk∂σl
= Gee

(
1Vl

Gee
(
1Vk

Ep

) + 1Vk
Gee

(
1Vl

Ep

))
,

∂2Hp

∂σk∂σl
= Ghe

(
1Vl

Gee
(
1Vk

Ep

)+ 1Vk
Gee

(
1Vl

Ep

))
.

(53)

4.3 The second derivative of a response function

Using the chain rule, we can write the second differential of a response as

δ2θg(m, δm, δn) =
〈
δû(ν ′δm)

∣∣∣∣ ∂2�g

∂û2

∣∣∣∣ δû(ν ′δn)

〉
+

〈
∂�g

∂û

∣∣∣∣ δ2û(ν ′δm, ν ′δn) + δû
(
ν ′′(m) δm δn

) 〉
, (54)
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where δ2û(δσ , δη) = (δ2u1(δσ , δη), . . . , δ2uNP (δσ , δη)). Substituting the observation site rg and frequency ωg into eq. (54) and using
eqs (38), (50), (C3), and evolving the polarization summation, we write the second differential of response θg in a form

δ2θg(δm, δn) =
∑
p∈P

〈
Ge·

⎛
⎝∑

q∈P

∂2�g

∂up∂uq
G·e (ν ′δm Eq

)
δrg

⎞
⎠
∣∣∣∣∣ ν ′δn Ep

〉∣∣∣∣∣
ωg

+
∑
p∈P

〈
Ge·

(
∂�g

∂up
δrg

) ∣∣∣∣∣ ν ′δm Gee
(
ν ′δn Ep

) + ν ′δn Gee
(
ν ′δm Ep

) + ν ′′δm δn Ep

〉∣∣∣∣∣
ωg

. (55)

Note that each term ∂2�g

∂up∂uq
is an EM method-dependent 6 × 6 matrix.

4.4 The Hessian of a misfit

Using the chain rule, the second differential of the data misfit can be written as follows:

δ2βd (δm, δn) = 2 Re

∑
g∈G

1

|��g|2
(
(δθg(δm))∗ δθg(δn) + (θg − �g)∗ δ2θg(δm, δn)

)
. (56)

Substituting eqs (43) and (55) into eq. (56) we have

δ2βd (δm, δn) = Re < δn | F(δm) >, F (δm) = FA (δm) + FL (δm) , (57)

where

FA(δm) = 2ν ′
∑
ω∈�
p∈P

Ep · Ge· (JB
p (δσ , ω)

)∣∣
ω

,

FL (δm) = 2

∑
ω∈�

p∈P

{
ν ′Ep · Ge· (J�

p (δσ , ω)
) + (

ν ′Gee
(
δσ Ep

) + ν ′′δm Ep

) · Ge· (JM
p (ω)

) + ν ′Ep · Gee
(
δσ Ge· (JM

p (ω)
)) }∣∣∣

ω
, (58)

Here the adjoint source JM
p is defined in eq. (47), and new adjoint sources JB

p , J�
p are as follows:

JB
p (δσ , ω) =

∑
g:ωg=ω

∑
q∈P

1

|��g|2
〈
δσ Eq

∣∣∣∣Ge·
(

∂�g

∂uq
δrg

) 〉∗
∂�g

∂up
δrg

∣∣∣∣
ω

, (59)

J�
p (δσ , ω) =

∑
g:ωg=ω

∑
q∈P

(θg − �g)∗

|��g|2
∂2�g

∂up∂uq
G·e (δσ Eq

)
δrg

∣∣∣∣
ω

. (60)

Note that the adjoint sources, JM
p , JB

p and J�
p , are corresponding dipoles at the observation sites, rg. Remembering the form of our

parametrization we obtain an expression for the Hessian matrix of the misfit

∂2βd

∂mk∂ml
= Re

(HA
kl + HL

kl

)
, (61)

where

HA
kl = 〈1Vk

| FA(1Vl
)〉, HL

kl = 〈1Vk
| FL (1Vl

)〉. (62)

Evolving the angle-brackets contraction into 3-D integral expressions, we obtain the final formulae for HA
kl and HL

kl

HA
kl = 2

∑
ω∈�
p∈P

∫
Vl

ν ′
lν

′
kEp · Ge· (JB

p (1Vk
, ω)

)
dv
∣∣
ω

,

HL
kl = 2

∑
ω∈�
p∈P

∫
Vl

{
ν ′

lν
′
kEp · Ge· (J�

p (1Vk
, ω)

) + (ν ′
lν

′
kGee

(
1Vk

Ep

) + δlkν
′′
k Ep) · Ge· (JM

p (ω)
) + ν ′

lν
′
kEp · Gee

(
1Vk

Ge· (JM
p (ω)

)) }
dv

∣∣∣
ω

.

We make here four notes.

(i) Term
∫

Vl
Ep · Ge·(J�

p (1Vk
)) dv vanishes if the response � is a linear function of EM field u (e.g. for most of the CSEM methods).

(ii) Term
∫

Vl
δlkν

′′
l Ep(ω) · Ge·(JM

p (ω)) dv vanishes if σ = m.
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Table 2. The steps needed to calculate the Hessian of data misfit βd.

The term Indices range Number of forward modellings

up(ω) = G·e (f imp
p (ω)

)
p ∈ P , ω ∈ � NP N�

Ep(ω), θg(m),
∂�g
∂up

0

G·· (e′
αδsa

)∣∣
ω

α = 1, . . . , 6, sa ∈ S, ω ∈ � Ñ (≤ 6NS N�)

Ge·
(

JB
p (1Vk , ω)

)
, 0

Ge·
(

JM
p (ω)

)
0

Gee
(
1Vk

eα

)∣∣
ω

α = 1, 2, 3, k ∈ M, ω ∈ � 3NMN�

Gee
(
1Vk Ep(ω)

)
0

Gee
(

1Vk
Ge·

(
JM

p (ω)
))

0

Ge·
(

J�
p (1Vk

, ω)
)

0

The total number of forward modellings NP N� + Ñ + 3NMN�

(iii) One can readily generalize the concept for complex-valued conductivity. The corresponding formulas are provided in Appendix E.
(iv) In the context of optimization, by neglecting the second term in RHS of eq. (61), one arrives to approximation of Hessian which is

used, for example, in Gauss–Newton method.

Table 2 summarizes the steps needed to calculate the Hessian matrix. These steps are as follows:

(i) First, we make NP N� forward runs to calculate EM fields for all the sources and frequencies.
(ii) Second, we make Ñ forward runs to calculate G··(e′

αδsa ) for those α, a, ω that are involved in eqs (64)–(66). Note that for many
applications Ñ is significantly smaller than 6NS N�, for example due to distribution of the responses over observation sites and frequencies
or due to the fact that only a few of EM field components are involved in the expressions for the responses. At any case, Ñ ≤ 6NS N�.

(iii) Third, we calculate G·e(1Vk
eα) for α = 1, 2, 3, k ∈ M, ω ∈ �;

(iv) Fourth, we calculate Ge·(JM
p (ω)), Ge·(JB

p (1Vk
, ω)), Ge·(J�

p (1Vk
, ω)), Gee(1Vk

Ge·(JM
p (ω))) for k ∈ M, ω ∈ �, p ∈ P for none of forward

runs using the fields calculated at the previous steps and using the following formulae

Ge· (JM
p (ω)

) =
∑

g:ωg=ω

(θg − �g)∗

|��g|2 Ge·
(

∂�g

∂up
δrg

)∣∣∣∣∣
ω

. (64)

Ge· (JB
p (1Vk

, ω)
) =

∑
g:ωg=ω

∑
q∈P

1

|��g|2
〈

1Vk
Eq

∣∣∣∣Ge·
(

∂�g

∂uq
δrg

) 〉∗
Ge·

(
∂�g

∂up
δrg

)∣∣∣∣
ω

, (65)

Ge· (J�
p (1Vk

, ω)
) =

∑
g:ωg=ω

∑
q∈P

(θg − �g)∗

|��g|2 Ge·
(

∂2�g

∂up∂uq
G·e (1Vk

Eq

)
δrg

)∣∣∣∣
ω

. (66)

(v) Finally, we get the Hessian from eqs (59) to (63).

We see that we need totally NP N� + Ñ + 3NMN� forward modellings to get the full Hessian matrix.

4.5 The Hessian-vector products

It is known that the inverse Hessian operator plays a crucial role in the parameter reconstruction. The truncated Newton methods allow one
to better account for this operator (Nash 2000). These methods are based on the computation of the Newton descent direction by solving the
corresponding linear system

Hess(n) �m(n) = −∇β (n), (67)

through an iterative procedure such as the conjugate gradient method. Here n is a number of iteration. The large-scale nature of 3-D EM
problems requires one, however, to carefully implement this method to avoid prohibitive computational costs. In particular, this requires the
capability of computing efficiently Hessian-vector products (here under Hessian-vector product we understand a product of the Hessian of
misfit, Hessβd , and an arbitrary vector). Table 3 provides a number of forward modellings and Fig. 1 shows a flowchart to calculate this
product for K times. As it is seen from the table, single Hessian-vector product can be calculated for a price of O[N�(NP + NS )] forward
problem runs. Moreover, if such a product is calculated multiple times, as in the case of the Krylov subspace iterations, the price drops down
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Table 3. The steps needed to calculate the Hessian-vector products Hessβd ak , k = 1, . . . , K.

The term Indices range Number of forward modellings

up(ω) = G·e (f imp
p (ω)

)
p ∈ P , ω ∈ � NP N�

Ep(ω), θg(m),
∂�g
∂up

0

G·· (e′
αδsa

)∣∣
ω

α = 1, . . . , 6, sa ∈ S, ω ∈ � Ñ (≤ 6NS N�)

Ge·
(

JB
p (ak , ω)

)
0

Ge·
(

JM
p (ω)

)
0

G· e(ak Ep), Gee
(

ak Ge·
(

JM
p

))
p ∈ P , k = 1, . . . , K, ω ∈ � 2K NP N�

Ge·
(

J�
p (ak , ω)

)
0

The total number of forward modellings NP N� + Ñ + 2K NP N�

Figure 1. Flowchart of a calculation of the Hessian-vector products Hessβd ak for an arbitrary collection of vectors ak, k = 1, . . . , K. The framed terms are
those that require forward modellings. To calculate the terms up = G·e(f imp

p ), one needs NP N� forward runs; these terms arise from the polarizatons f imp
p of the

initial problem. To calculate the terms G· e(ak Ep), one needs K NP N� forward runs, and to calculate the terms Gee(ak Ge·(JM
p )), one needs K NP N� forward

runs; either terms arise from the vectors ak for which we calculate the Hessian-vector product. To calculate the terms G··(e′
αδsa ), one needs Ñ ≤ 6NS N�

forward runs; these terms arise from the observation site locations sa where one has the responses. The computational sequence is summed up in Table 3. The
full Hessian matrix is obtained provided that ak = 1Vk , k ∈ M.

to 2NP N� per product. This is due to the fact that only the last step should be updated. Note that other application of multiple Hessian-vector
products is an uncertainty quantification of a given model (the model could have been acquired by some inversion technique), using a low-rank
approximation of the Hessian [see section 2.4 of Martin et al. (2012)].

We also notice that computation of Hessian is nothing but calculation of Hessian-vector product for K = NM times with respective
vectors ak = 1Vk

, k = 1, . . . , NM.

5 E X A M P L E S

5.1 A controlled-source (VMD) example

In this section, we show how the developed formalism works for the vertical magnetic dipole (VMD) sounding in the variant of a transmitter
moving synchronously with a receiver. We assume that the transmitter (source) is represented by a vertical magnetic dipole of unit moment
located at r̂p

hp(r, ω) = ezδ(r − r̂p), p ∈ P = {1, . . . , NP} , ez = e3. (68)

We work in Cartesian coordinates x, y, z, and eα are unit vectors of these coordinates. The experimental response is the vertical magnetic
field Hz(sa, fj) measured at all the observation sites sa and frequencies fj, a = 1, . . . , NS , j = 1, . . . , N�. As the transmitter and receiver move
synchronously, the number of polarizations is equal to the number of the observation sites, NP = NS , and the total number of responses is
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Table 4. The steps needed to calculate the Hessian-vector products Hessβd ak , k = 1, . . . , K, in the VMD case.

The term Indices range Number of forward modellings

up(ω) = G·h
(

ez δr̂p

)∣∣∣
ω

(transmitters) p = 1, . . . , NS , ω ∈ � NS N� (NP = NS )

Ep(ω), �g(ûp(ω)) 0

Geh
(
ez δsp

)∣∣
ω

(observation sites) p = 1, . . . , NS , ω ∈ � NS N� (NP = NS )

Ge·
(

JM
p (ω)

)
, Ge·

(
JB

p (ak , ω)
)

0

G· e(ak Ep), Gee
(

ak Ge·
(

JM
p

))
p = 1, . . . , NS , k = 1, . . . , K, ω ∈ � 2K NS N�

The total number of forward modellings 2(K + 1)NS N�

NG = NS N�. We enumerate the responses using index g that runs from 1 to NG as g(a, j) = a + NS ( j − 1). Next, we write the predicted
responses �g and the experimental responses �g as

θg = H pred
z (sa, f j ), �g = H exp

z (sa, f j ). (69)

To calculate the adjoint sources we need all ∂�g

∂up
and ∂2�g

∂up∂up
, so that using eq. (69), we have for all a, p, j

∂�g(a, j)

∂up
=
{

e′
6 for p = a

0 for p �= a
, e′

6 = (0, 0, 0, 0, 0, 1)T , (70)

and
∂2�g(a, j)

∂up∂up
= 0. Then using eqs (47), (59), (60), (61) and (63) we obtain for elements of the Hessian matrix

∂2βd

∂mk∂ml
= Re

(HA
sl + HL

sl

)
, (71)

where

HA
kl = 2

N�∑
j=1

NP∑
p=1

∫
Vl

ν ′
kν

′
l Ep · Ge· (JB

p (1Vk
)
)

dv
∣∣

f j
,

HL
kl = 2

N�∑
j=1

NP∑
p=1

∫
Vl

{(
ν ′

kν
′
l G

ee
(
1Vk

Ep

) + δklν
′′
k Ep

) · Ge· (JM
p

) + ν ′
kν

′
l Ep · Gee

(
1Vk

Ge· (JM
p

))}
dv
∣∣

f j
, (72)

and where

Ge· (JM
p ( f j )

) = (θg − �g)∗

|��g|2 Geh
(
ez δsp

)
, g = g(p, j) p = 1, . . . , NP , j = 1, . . . , N�, (73)

Ge· (JB
p (ak, f j )

) = 1

|��g|2 Geh
(
ez δsp

) 〈
ν ′ak Ep( f j ) | Geh

(
ez δsp

)〉∗
, (74)

Ep( f j ) = Geh
(
ezδr̂p

)
. (75)

Table 4 provides a number of forward modellings needed to calculate Hessian-vector product K times. As it is seen from the table, single
Hessian-vector product can be calculated for a price of 4NS N� forward problem runs. Moreover, if such a product is calculated multiple
times the price drops down to 2NS N� per product.

5.2 An MT example

In this section, we show how the developed formalism works for the MT response functions. The number of polarizations is NP = 2, and the
responses are four elements of the impedance 2 × 2-matrix

� ≡
(

Zxx Zxy

Z yx Z yy

)
= Êτ Ĥ−1

τ = Êτ Q, (76)

where

Êτ = [Eτ1, Eτ2] =
(

Ex1 Ex2

Ey1 Ey2

)
, Ĥτ = [Hτ1, Hτ2] =

(
Hx1 Hx2

Hy1 Hy2

)
, (77)

and

Q ≡
(

Q1x Q1y

Q2x Q2y

)
= Ĥ−1

τ = 1

D
adj Ĥτ = 1

D

(
Hy2 −Hx2

−Hy1 Hx1

)
, D = det Ĥτ =

∣∣∣∣∣ Hx1 Hx2

Hy1 Hy2

∣∣∣∣∣ . (78)
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Table 5. The steps needed calculate the Hessian-vector products Hessβd ak , k = 1, . . . , K in the MT case.

The term Indices range Number of forward modellings

up(ω) = G·e (f imp
p (ω)

)
p = 1, 2, ω ∈ � 2N�

Ep(ω), Zpred
ξη ,

∂ Z
pred
ξη

∂up
,

∂2 Z
pred
ξη

∂up∂uq
0

G·· (e′
αδsa

)
α = 1, 2, 4, 5, sa ∈ S, ω ∈ � 4NS N�

Ge·
(

JB
p (ak , ω)

)
0

Ge·
(

JM
p (ω)

)
0

G· e(ak Ep), Gee
(

ak Ge·
(

JM
p

))
p = 1, 2, k = 1, . . . , K, ω ∈ � 4KN�

Ge·
(

J�
p (ak , ω)

)
0

The total number of forward modellings 2N� + 4NS N� + 4K N�

For the MT impedance the formulae for
∂ Zξη

∂up
looks as follows:

∂ Zξη

∂up
=

∑
α=1,2

(
δξα Qqηe′

α − Zξα Qqηe′
α+3

)
, for ξ, η, ∈ {‘x’, ‘y’} , p ∈ {1, 2} . (79)

Here we imply equating the indices x, y with indices 1, 2 in the subscripts. Thus the adjoint field Ge ·(JM) from eq. (64) degenerates to

Ge· (JM
p (ω)

) =
∑

a∈S, α=1,2
ξ,η=x, y

(Z pred
ξη − Z exp

ξη )
∗

|�Z exp
ξη |2

∣∣∣∣∣
sa ,ω

(
δξα Q pηGee

(
eαδsa

) − Zξα Q pηGeh
(
eαδsa

))∣∣
ω

, (80)

that is equivalent to formulae (69), (70), (73) and (74) from Pankratov & Kuvshinov (2010). Next, the adjoint field Ge ·(JB) from eq. (65) is
as follows:

Ge· (JB
p (ν ′1Vk

, ω)
) =

∑
a∈S

ξ,η=x, y

Ge·
(

1

|�Z exp
ξη |2

∂ Zξη

∂up
δsa

)∣∣∣∣∣
ω

·
∑

q∈{1,2}

〈
ν ′1Vk

Eq

∣∣∣∣∣Ge·
(

∂ Zξη

∂uq
δsa

)〉∗∣∣∣∣∣
ω

, (81)

where
∂ Zξη

∂up
is from eq. (79). The second derivatives of Zξη are

∂2 Zξη

∂up∂uq
=

⎛
⎜⎜⎝
∥∥∥ ∂2 Zξη

∂ Eαp∂ Eβq

∥∥∥ ∥∥∥ ∂2 Zξη

∂ Eαp∂ Hβq

∥∥∥∥∥∥ ∂2 Zξη

∂ Hαp∂ Eβq

∥∥∥ ∥∥∥ ∂2 Zξη

∂ Hαp∂ Hβq

∥∥∥

⎞
⎟⎟⎠ =

⎛
⎜⎝

∥∥∥0
∥∥∥ ∥∥∥−δξα Q pβ Qqη

∥∥∥∥∥∥−δξβ Qqα Q pη

∥∥∥ ∥∥∥Zξβ Qqα Q pη + Zξα Q pβ Qqη

∥∥∥
⎞
⎟⎠, (82)

where ‖ · ‖ stands for a 2 × 2 matrix, ξ , η =‘x’, ‘y’, α, β, p, q = 1, 2. Thus, the adjoint field Ge·(J� ) from eq. (66) is

Ge· (J�
p (ν ′1Vk

, ω)
) =

∑
a∈S

ξ,η=1,2

(
Z pred

ξη − Z exp
ξη

)∗

|�Z exp
ξη |2

∣∣∣∣∣∣∣
sa ,ω

Ge·
(

∂2 Zξη

∂up∂uq
· G·e (ν ′1Vk

Eq

)
δsa

)∣∣∣∣
ω

. (83)

Finally, the Hessian for MT data misfit can be found from eq. (61), (62) and (63) where Ge·(JM
p ), Ge·(JB

p ) and Ge·(J�
p ) are from eqs (80), (81)

and (83).
Table 5 provides a number of forward modellings needed to calculate Hessian-vector product for K times. As it is seen from the table,

single Hessian-vector product can be calculated for a price of O(N� NS ) forward problem runs. Moreover, if such a product is calculated
multiple times the price drops down to 4N� per product. And again we notice that computation of Hessian is nothing but calculation of
Hessian-vector product for K = NM times with respective vectors ak = 1Vk

, k = 1, . . . , NM.

6 C O N C LU S I O N S

We present a general formalism for the efficient calculation of the second derivatives of EM frequency-domain responses and the second
derivatives of the misfit (Hessian matrix) with respect to variations of 3-D conductivity. We consider this paper as a prelude to the development
of quantitative resolution schemes in EM problems.

We also show how this technique can be implemented to calculate multiple Hessian-vector products very efficiently. This opens an
avenue to implement truncated Newton optimization methods for 3-D EM inversions, and more important, a way to implement a low-rank
approximation of the Hessian matrix in the line as it was discussed in section 2.4 in the paper by Martin et al. (2012). As the further steps of
the algorithm a stochastic approach can be applied to 3-D EM inversion in order to study the domain of all models that have approximately
the same misfit (equivalence domain), or a local deterministic approach can be applied in order to quantify the uncertainty of a model that
has been acquired by some inversion technique.
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The formalism uses the adjoint sources approach and allows one to work with responses that arise in EM problem set-ups either with
natural- or controlled-source excitations. The formalism allows for various types of parametrization of the 3-D conductivity distribution.
Using this methodology one can readily obtain appropriate formulae for the specific sounding methods. To illustrate the concept we provide
such formulae for two EM techniques: magnetotellurics and controlled-source sounding with vertical magnetic dipole as a source.

Applying of the developed formalism to practical scenarios is intentionally beyond the scope of the paper but will be the subject of a
subsequent study.
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A P P E N D I X A : M U LT I L I N E A R C O N T R A C T I O N S

In this appendix, we define contraction operations used in the main body of the paper. Let us consider a set of functions uk(σ ), k = 1, . . . , K,
where σ is determined by eq. (17). We also introduce dσ as

dσ = (dσ1, . . . , dσNM )T . (A1)

The first differential of uk with respect to σ is written as

duk(σ , dσ ) =
NM∑
m=1

∂uk

∂σm
· dσm =

(
∂uk

∂σ1
, . . . ,

∂uk

∂σNM

)⎛
⎜⎜⎝

dσ1

...
dσNM

⎞
⎟⎟⎠ =

〈
∂uk

∂σ

∣∣∣∣ dσ

〉
, (A2)

where we denote ( ∂uk
∂σ1

, . . . ,
∂uk

∂σNM
)T as ∂uk

∂σ
. We call RHS of the latter equation a ‘bilinear scalar-valued contraction’. By introducing u as

u = {uk}k=1,...,K , (A3)

we can write vector differential du as

du(σ , dσ ) = {duk(σ , dσ )}k=1,...,K =
〈

∂u

∂σ

∣∣∣∣ dσ

〉
, (A4)
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where ∂u
∂σ

is a matrix with elements ∂uk
∂σm

, k = 1, . . . , K , m = 1, . . . , NM. We call RHS of the latter equation a ‘bilinear vector-valued
contraction’.

Let us now calculate the differential of a composite function F[u(σ )]

dF[u(σ )] =
K∑

k=1

∂ F

∂uk
· duk =

〈
∂ F

∂u

∣∣∣∣ du

〉
. (A5)

Substituting eq. (A4) in eq. (A5) we get the differential for the composite function

dF(σ , dσ ) =
K∑

k=1

NM∑
m=1

∂ F

∂uk
· ∂uk

∂σm
· dσm =

〈
∂ F

∂u

∣∣∣∣ ∂u

∂σ

∣∣∣∣ dσ

〉
. (A6)

We call RHS of the latter equation a ‘trilinear scalar-valued contraction’. Note that for this contraction the following associativity rule holds〈 〈
∂ F

∂u

∣∣∣∣ ∂u

∂σ

〉 ∣∣∣∣ dσ

〉
=
〈

∂ F

∂u

∣∣∣∣
〈

∂u

∂σ

∣∣∣∣ dσ

〉 〉
=
〈

∂ F

∂u

∣∣∣∣ ∂u

∂σ

∣∣∣∣ dσ

〉
. (A7)

Another example of trilinear scalar-valued contraction is the second differential d2uk(σ , dσ , dη) which can be presented as

d2uk(σ , dσ , dη) = (
dσ1, . . . , dσNM

)
⎛
⎜⎜⎝

∂2uk/∂σ1∂σ1 . . . ∂2uk/∂σ1∂σNM
... . . .

...
∂2uk/∂σNM∂σ1 . . . ∂2uk/∂σNM∂σNM

⎞
⎟⎟⎠
⎛
⎜⎜⎝

dη1

...
dηNM

⎞
⎟⎟⎠ =

〈
dσ

∣∣∣∣ ∂2uk

∂σ 2

∣∣∣∣ dη

〉
. (A8)

Finally, vector second differential is a set of its scalar components

d2u(σ , dσ , dη) = {
d2uk(σ , dσ , dη)

}
k=1,...,K

=
〈

dσ

∣∣∣∣ ∂2u

∂σ 2

∣∣∣∣ dη

〉
. (A9)

We call the RHS in the latter equation a ‘trilinear vector-valued contraction’.
Note that all the above contractions are presented for the finite-dimensional case (17). One can readily obtain the corresponding formulas

(via integrals) for continuous case, σ = σ (r). For example, eq. (A2) in the continuous case reads

δuk(σ , dσ ) =
〈

∂uk

∂σ

∣∣∣∣ dσ

〉
=
∫

R3

∂uk

∂σ (r)
· δσ (r) dv(r). (A10)

A P P E N D I X B : C A L C U L AT I N G D E R I VAT I V E S O F T H E M A X W E L L’ s O P E R AT O R

B1 Calculating the term ∂L(u,σ )
∂σ

In this appendix, we calculate ∂L(u,σ )
∂σ

. It should be a tensor that is able to be contracted with an arbitrary variation of σ . Using the following
equation:

∂

∂σ

(
−σ 0
0 0

)
= −

(
1 0
0 0

)
δ
(
r − r′) , (B1)

from eq. (11) we obtain

∂L

∂σ
= ∂L

∂σ
u = ∂σ

∂σ

(
−1 0
0 0

)
u = −δ

(
r − r′) (E

0

)
. (B2)

Here we used a projection of EM field, u = (E, H), onto its electric component, E. Contracting (B2) with an arbitrary conductivity variation
δσ (r), we have〈

∂L

∂σ

∣∣∣∣ δσ
〉

=
(

−δσ (r) E(r)
0

)
. (B3)

B2 Calculating the term ∂2L(u,σ )
∂u∂σ

In this appendix we calculate ∂2L(u,σ )
∂u∂σ

. It should be a tensor that can be contracted with an arbitrary variation of u and an arbitrary variation
of σ

∂2L

∂u∂σ
= ∂2

∂u∂σ
Lu = ∂L

∂σ

∂u

∂u
= ∂

∂σ

(
−σ ∇×
∇× −iωμ

)
∂u

∂u
. (B4)
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The first cofactor of the latter expression is found from eq. (B1). The 2 × 2-matrix in the RHS denotes a tensor that can be multiplied by the
6-D EM field (E, H)T and produces the result (E, 0)T. The second co-factor in the RHS of eq. (B4) is

∂u

∂u
=
(

1 0
0 1

)
δ
(
r − r′′) . (B5)

The 2 × 2 matrix in the RHS denotes an identical operator in the space of 6-D EM values C
3 × C

3. Combining eqs (B4), (B1) and (B5) we
arrive at

∂2L

∂u∂σ
= −δ

(
r − r′) ( 1 0

0 0

)
δ
(
r − r′′) . (B6)

By contracting an arbitrary model variation δm(r) and an arbitrary EM field variation δu(r) with the latter equation we have〈
δm

∣∣∣∣ ∂2L

∂σ∂u

∣∣∣∣ δu

〉
=
(

−δm(r) δE(r)
0

)
. (B7)

A P P E N D I X C : T H E F I R S T D I F F E R E N T I A L F O R M U L A F O R A R E S P O N S E F U N C T I O N

Here we prove formula (43). We recall that θg can be written as

θg(m) = �g

(
u1(m, rg, ωg), u2(m, rg, ωg), . . . , uNP (m, rg, ωg)

)
, (C1)

where up is an EM field due to the pth polarization source from eq. (13). Assuming that response function �g is a complex-differentiable
function of all its arguments up, p ∈ P , and differentiating eq. (C1), we have

δθg(m) =
∑
p∈P

∂�g

∂up
· δup

∣∣∣∣
rg ,ωg

=
∑
p∈P

〈
∂�g

∂up
δrg

∣∣∣∣ δup

〉∣∣∣∣
ωg

. (C2)

Here we converted substitution of a fixed argument to the form an integral with the Dirac’s delta function, F(rg) = ∫
R3 F(r)δ(r − rg) dv.

Next, we invoke formula (39) as well as the reciprocity property of Green’s function [cf. eqs (A1)–(A2) in Pankratov & Kuvshinov (2010)]

〈 Ge·(a) | b 〉 = 〈 a | G·e(b) 〉 (C3)

and get

∑
p∈P

〈
∂�g

∂up
δrg

∣∣∣∣ δup

〉∣∣∣∣
ωg

=
∑
p∈P

〈
∂�g

∂up
δrg

∣∣∣∣G·e (δσ Ep

) 〉∣∣∣∣
ωg

=
∑
p∈P

〈
δσ Ep

∣∣∣∣Ge·
(

∂�g

∂up
δrg

) 〉∣∣∣∣
ωg

. (C4)

Deciphering the bilinear form 〈 · | · 〉 we finally obtain

δθg(m) =
∑
p∈P

∫
R3

δσ (r) Ep(r) · Ge·
(

∂�g

∂up
δrg

)∣∣∣∣
r

dv(r)

∣∣∣∣
ωg

, (C5)

where the dot operation involves the C-bilinear product E(r) · g(r) = Ex(r)gx(r) + Ey(r)gy(r) + Ez(r)gz(r).

A P P E N D I X D : E X T R E M A L B O U N D S I N T H E M O D E L S PA C E

Let point m0 be a stationary point of the penalty function β(m)

∇β(m0) = 0. (D1)

Let �β be a perturbation of β(m0). We study the allowable extremal bounds in the model space that are permitted by the value of �β

m : β(m) ≤ β(m0) + �β. (D2)

Let us define function f as follows:

f (�m) = β(m0 + �m) − β(m0), (D3)

and introduce a quadratic approximation of function f as

g(�m) = f (0) + ∇ f (0)T �m + 1

2
�mT H0�m = 1

2
�mT H0�m, (D4)

where f (0) = 0 due to eq. (D3), and ∇f (0) = 0 due to eq. (D1). Here for brevity we denote H0 = Hess(m0).
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Figure D1. A spatial domain Vd and a set of variables ms1 , . . . , msL that determine the conductivity distribution within domain Vd. We choose the domain Vd

as a volume where we expect certain behaviour of conductivity (e.g. an oil trap). We may expect this behaviour from either some a priori data or from some
previous inversion results as well, and we wish to estimate the limits of the average conductivity (or the parameter m) in the volume.

Let us choose a subdomain Vd ⊆ V inv (see Fig. D1) of the inversion domain V inv = ⋃NM
k=1 Vk (see eq. 16). The subdomain Vd is an object

that we are interested in studying with respect to variability of the average (over Vd) of the conductivity (or, more generally, the average value
of the parameter m) given the responses fit the observed data within the perturbation �β. Let us define vector q as follows:

q = (q1, . . . , qNM )T , qk = Volume(Vd ∩ Vk), for k = 1, . . . , NM. (D5)

Then the average value of parameter m over Vd is

qT m =
NM∑
k=1

qkmk . (D6)

Next, we want to maximize the latter expression, given that the misfit satisfies eq. (D2). Solving this conditional extremum problem with the
Lagrangian method{∇g||q

g(�m) = �β,
(D7)

we obtain{
H0�m = λq
�mT H0�m = 2�β

⇒
{

�m = λH−1
0 q

λ2 qT H−1
0 q = 2�β

. (D8)

From the latter equation we determine λ as

λ = ±
√

2�β

qT H−1
0 q

. (D9)

Finally, for �m for which the desired inequality

β (m0 ± �m) ≤ β (m0) + �β, (D10)

holds, we have the extremal bounds as follows:

�m = H−1
0 q

√
2�β

qT H−1
0 q

. (D11)

Here we assumed that matrix H0 is positively definite. In the case when the Hessian matrix is diagonal and the gridding is coarse enough so
that the volume Vd is represented by a single mesh cell Vk, then the formula for the perturbation �mk reads

�mk = ek

√
2�β

Hess(m0)k,k
, k = 1, 2, . . . NM, (D12)

where ek is a unit vector of dimension NM with a non-zero entry at kth position, and where �mk is such a model perturbation that delivers
a maximum deviation in the kth component provided that quadratic approximation (D4) of the misfit is within the perturbation �β (see
Fig. D2). In eq. (D12) we redenote Hess(m0) = H0. If the Hessian matrix is not diagonal a more sophisticated formula holds

�mk = Hess(m0)−1ek

√
2�β(

Hess(m0)−1
)

k,k

. (D13)
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Figure D2. A schematic illustration of eq. (D13). Big red point is the model m0 that is a stationary point of the penalty function. Vectors ±�mk (as shown
in red ink) deliver a maximum and a minimum to the parameter mk within the ellipsoid �m: g(�m) ≤ �β. The value of �mk, k delivers a majorant to the
uncertainty in mk. One should not confuse the vectors ±�mk with the vectors (as shown in black ink) that deliver maximum and minimum to the parameter
mk by only varying mk. The latter deliver a minorant to the uncertainty in mk. Green orthogonal axes are the eigenvectors of the Hessian of g(�m). The lengths
of the axes are determined by the eigenvalues of the Hessian and could deliver the most precise estimation to the model uncertainty.

A P P E N D I X E : H E S S I A N O F T H E M I S F I T F O R C O M P L E X - VA LU E D C O N D U C T I V I T I E S

Using the results of Section 4.4 one can readily generalize the concept and get the misfit Hessian matrix for complex-valued conductivity,
σ (r, ω). In this case the entries of Hessian matrix look as follows:⎛
⎜⎝

∂2βd
∂Re mk∂Re ml

∂2βd
∂Re mk∂Im ml

∂2βd
∂Im mk∂Re ml

∂2βd
∂Im mk∂Im ml

⎞
⎟⎠ =

⎛
⎜⎝ Re(HA

kl + HL
kl ) Im(HA

kl − HL
kl )

− Im(HA
kl + HL

kl ) Re(HA
kl − HL

kl )

⎞
⎟⎠ , (E1)

where HA
kl and HL

kl are determined in eq. (62).


