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L1 estimates and integrability by compensation in
Besov–Morrey spaces and applications

Laura Gioia Andrea Keller

Communicated by Tristan Rivière

Abstract. L1 estimates in the integrability by compensation result of H. Wente fail in
dimension larger than two when Sobolev spaces are replaced by the ad-hoc Morrey spaces
(in dimension n � 3). However, in this paper we prove that L1 estimates hold in arbi-
trary dimension when Morrey spaces are replaced by their Littlewood–Paley counterparts:
Besov–Morrey spaces. As an application we prove the existence of conservation laws for
solutions of elliptic systems of the form

��u D � � ru

where � is antisymmetric and both ru and � belong to these Besov–Morrey spaces for
which the system is critical.
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1 Introduction

In this section we will give the precise statement of our results and add some
remarks. For the sake of simplicity, in what follows we will use the abbreviation ax
for @

@x
a.

Our work was motivated by Rivière’s article [14] about Schrödinger systems
with antisymmetric potentials, i.e. systems of the form

��u D � � ru (1.1)

with u 2 W 1;2.!;Rm/ and � 2 L2.!; so.m/˝ƒ1Rn/, ! � Rn.
The differential equation (1.1) has to be understood in the following sense.

For all indices i 2 ¹1; : : : ; mº we have ��ui D
Pm
jD1�

i
j � ru

j and the nota-
tion L2.!; so.m/˝ƒ1Rn/ means that 8 i; j 2 ¹1; : : : ; mº, �ij 2 L

2.!;ƒ1Rn/
and �ij D ��

j
i . In particular, it was the result that in dimension n D 2 solutions

to (1.1) are continuous which attracted our interest.
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The interest for such systems originates in the fact that they “encode” all Euler–
Lagrange equations for conformally invariant quadratic Lagrangians in dimen-
sion 2 (see [14] and also [9]).

In what follows we will take ! D Bn1 .0/, the n-dimensional unit ball.
In the above cited work, there were three crucial ideas.

� Antisymmetry of �. If we drop the assumption that � is antisymmetric, there
may occur solutions which are not continuous as the following example shows.
Let n D 2, ui D 2 log log 1

r
for i D 1; 2 and let

� D

 
ru1 0

0 ru2

!
Obviously, u satisfies equation (1.1) with the given � but is not continuous.

� Construction of conservation laws. In fact, once there exists

A 2 L1.Bn1 .0/;Mm.R// \W
1;2.Bn1 .0/;Mm.R//

such that
d�.dA � A�/ D 0: (1.2)

for given� 2 L2.Bn1 .0/; so.m/˝ƒ
1Rn/, then any solution u of (1.1) satisfies

the following conservation law:

d.�AduC .�1/n�1.�B/ ^ du/ D 0 (1.3)

where B satisfies �d�B D dA � A�. The existence of such an A (and B)
is proved by Rivière in [14] and relies on a non linear Hodge decomposition
which can also be interpreted as a change of gauge (see in our case Theo-
rem 1.5).

� Understanding the linear problem. The proof of the above mentioned regular-
ity result uses the result below for the linear problem.

Theorem 1.1 ([26], [7] and [24]). Let a; b satisfy ra;rb 2 L2 and let ' be the
unique solution to´

��' D ra � r?b D �.da ^ db/ D axby � aybx in B21 .0/,

' D 0 on @B21 .0/:
(1.4)

Then ' is continuous and it holds that

k'k1 C kr'k2 C kr
2'k1 � Ckrak2 krbk2: (1.5)

Note that the L1 estimate in (1.5) is the key point for the existence of A, B satis-
fying (1.2).
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A more detailed explanation of these key points and their interplay can be found
in Rivière’s overview [15].

Our strategy to extend the cited regularity result to domains of arbitrary dimen-
sion is to find first of all a good generalisation of Wente’s estimate. Here, the first
question is to detect a suitable substitute for L2 since obviously for n � 3 from
the fact that a; b 2 W 1;2 we cannot conclude that ' is continuous. So we have to
reduce our interest to a smaller space than L2. A first idea is to look at the Morrey
space Mn

2 , i.e. at the spaces of all functions f 2 L2loc.R
n/ such that

kf jMn
2k D sup

x02Rn
sup
R>0

R1�n=2kf jL2.B.x0; R//k <1:

The choice of this space was motivated by the following observation (for details
see [16]). For stationary harmonic maps u we have the following monotonicity es-
timate:

r2�n
Z
Bnr .x0/

jruj2 � R2�n
Z
BnR.x0/

jruj2

for all r � R. From this, it is rather natural to look at the Morrey space Mn
2 .

Unfortunately, this first try is not successful as the following counterexample in
dimension n D 3 shows. Let a D x1

jxj
and b D x2

jxj
. As required

ra;rb 2M3
2.B

3
1 .0//:

The results in [7] imply that the unique solution ' of (1.4) satisfies r2' 2M
3
2

1 ,
but ' is not bounded! Therefore, in [16] the attempt to construct conservation laws
for (1.1) in the framework of Morrey spaces fails.

Another drawback is that C1 is not dense in Mn
2 . This point is particularly im-

portant if one has in mind the proof via paraproducts of Wente’s L1 bound for the
solution '.

In this paper we shall study L1 estimates by replacing the Morrey spaces
Mn
2 by their “nearest” Littlewood–Paley counterpart, the Besov–Morrey spaces

B0
Mn
2 ; 2

, i.e. the spaces of f 2 S 0 such that 
1X
jD0

kF �1'jF f jMn
2.R

n/k2

! 1
2

<1

where ' D ¹'j º1jD0 is a suitable partition of unity.
It turns out that we have a suitable density result at hand, see Lemma 2.15.

These spaces were introduced by Kozono and Yamazaki in [10] and applied to the
study of the Cauchy problem for the Navier–Stokes equation and semilinear heat
equation (see also [11]).
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Note, that we have the following natural embeddings, B0
Mn
2 ; 2
�Mn

2 (see Lem-
ma 2.11), and on compact subsets B0

Mn
2 ; 2

is a natural subset of L2 (see Lem-
ma 2.14).

The success to which these Besov–Morrey spaces give rise relies crucially on
the fact that we first integrate and then sum!

In the spirit of the scales of Triebel–Lizorkin and Besov spaces (definitions are
restated in the next section) where we have for 0 < q � 1 and 0 < p <1

Bsp;min¹p;qº � F
s
p;q � B

s
p;max¹p;qº

and due to the fact that for 1 < q � p <1

kf kMp
q
'


 
1X
jD0

jF �1'jF f j2

! 1
2


M
p
q

;

it is obvious to exchange the order of summability and integrability in order to find
a smaller space starting from a given one.

A more detailed exposition of the framework of Besov–Morrey spaces is given
in the next section.

We have

Theorem 1.2. (i) Assume that a; b 2 B0
Mn
2 ; 2

, and assume further that

ax; ay ; bx; by 2 B
0
Mn
2 ; 2

where x; y D zi ; zj with i; j;2 ¹1; : : : ; nº :

Then any solution of
��u D axby � aybx

is continuous and bounded.

(ii) Assume that ax; ay ; bx and by are distributions whose support is contained
in Bn1 .0/ and belong to B0

Mn
2 ; 2

, n � 3. Moreover, let u be a solution (in the
sense of distributions) of

��u D axby � bxay :

Then it holds
ru 2 B0Mn

2 ; 1
:

(iii) Assume that ax; ay ; bx and by are distributions whose support in Bn1 .0/ and
belong to B0

Mn
2 ; 2

. Moreover, let u be a solution (in the sense of distributions)
of

��u D axby � bxay :

Then it holds
r
2u 2 B�1Mn

2 ; 1
� B�21;1:
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Remark 1.3. � If we reduce our interest to dimension n D 2, our assumptions in
the theorem above coincide with the original ones in Wente’s framework due
to the fact that M2

2 D L
2 and B02;2 D L

2 D F 02;2.
� Obviously, we have the a priori bound

kuk1 � C
�
kajB0Mn

2 ; 2
k C krajB0Mn

2 ; 2
k
��
kbjB0Mn

2 ; 2
k C krbjB0Mn

2 ; 2
k
�
:

� Now, if we use a homogeneous partition of unity instead of an inhomogeneous
as before, our result holds if we replace the spacesB0

Mn
2 ; 2

by the spaces N 0
n;2;2.

For further information about these homogeneous function spaces we refer to
Mazzucato’s article [11].

� Note that the estimate ru 2 B0
Mn
2 ; 1

implies that u is bounded and continuous.

As an application of what we did so far, we would like to present an adaptation
of Rivière’s construction of conservation laws via gauge transformation (see [14])
to our setting; more precisely we are able to prove the following assertion.

Theorem 1.4. Let n � 3. There exist constants ".m/ > 0 and C.m/ > 0 such that
for every � 2 B0

Mn
2 ; 2
.Bn1 .0/; so.m/˝ƒ

1Rn/ which satisfies

k�jB0Mn
2 ; 2
k � ".m/

there exist

A 2 L1.Bn1 .0/; Glm.R// \ B
1
Mn
2 ; 2

and B 2 B1Mn
2 ; 2
.Bn1 .0/;Mm.R/˝ƒ

2Rn/

such that

d�A WD dA � A� D �d
�B D � � d � B;(i)

krAjB0Mn
2 ; 2
k C krA�1jB0Mn

2 ; 2
k C

Z
Bn1 .0/

kdist.A; SO.m//k21(ii)

� C.m/k�jB0Mn
2 ; 2
k;

krBjB0Mn
2 ; 2
k � C.m/k�jB0Mn

2 ; 2
k:(iii)

This finally leads to the following regularity result.

Corollary 1.5. Let the dimension n satisfy n � 3. Let ".m/, �, A and B be as in
Theorem 1.4. Then any solution u of

��u D � � ru

satisfies the conservation law

d.�AduC .�1/n�1.�B/ ^ du/ D 0:



290 L. G. A. Keller

Moreover, any distributional solution of�u D �� �ru which satisfies in addition

ru 2 B0Mn
2 ; 2

is continuous.

Remark 1.6. Note that the continuity assertion of the above corollary is already
contained in [16], but our result differs from [16] (see also [18] for a modification
of the proof of Rivière and Struwe) in so far, as on one hand we do not impose any
smallness of the norm of the gradient of a solution and really construct A and B
(see Theorem 1.4) and not only construct� and � such that P�1dP CP�1�P D
�d�, but on the other hand work in a slightly smaller space.

The present article is organised as follows. After recalling some basic defini-
tions and preliminary facts in Section 2, we give in the third section the proofs of
the statements claimed before.

2 Definitions and preliminary results

We recall the important definitions and state basic results we will use.

2.1 Besov and Triebel–Lizorkin spaces

Non-homogeneous Besov and Triebel–Lizorkin spaces

In order to define them we have to introduce some additional notions. We will start
with an important subspace of S and its topological dual.

Definition 2.1 (Z.Rn/ and Z0.Rn/). The set Z.Rn/ is defined to consist of all
' 2 S.Rn/ such that

.D˛F '/.0/ D 0 for every multi-index ˛;

and Z0.Rn/ is the topological dual of Z.Rn/.

Next, we introduce the Littlewood–Paley partitions of unity.

Definition 2.2 (ˆ.Rn/, P̂ .Rn/). (i) Let ˆ.Rn/ be the collection of all systems
' D ¹'j .x/º

1
jD0 � S.Rn/ such that´

supp'0 � ¹x j jxj � 2º;

supp'j � ¹x j 2j�1 � jxj � 2jC1º if j D 1; 2; 3; : : : ;



L1 estimates and integrability in Besov–Morrey spaces 291

for every multi-index ˛ there exists a positive number C˛ such that

2j j˛jjD˛'j .x/j � C˛ for all j D 1; 2; 3; : : : and all x 2 Rn

and
1X
jD0

'j .x/ D 1 for all x 2 Rn

(ii) Let P̂ .Rn/ be the collection of all systems ' D ¹'j .x/º1jD�1 � S.Rn/
such that

supp'j � ¹x j 2j�1 � jxj � 2jC1º if j is an integer;

for every multi-index ˛ there exists a positive number C˛ such that

2j j˛jjD˛'j .x/j � C˛ for all integers j and all x 2 Rn

and
1X

jD�1

'j .x/ D 1 for all x 2 Rn n ¹0º:

Remark 2.3. � Note that in the above expression
P1
jD0 'j .x/ D 1, the sum is

locally finite!

� Example of a system ' which belongs to ˆ.Rn/. We start with an arbitrary
C10 .R

n/ function  which has the following properties:  .x/ D 1 for jxj � 1
and  .x/ D 0 for jxj � 3

2
. We set '0.x/ D  .x/, '1.x/ D  .x

2
/ �  .x/,

and 'j .x/ D '1.2
�jC1x/, j � 2. Then it is easy to check that this family '

satisfies the requirements of our definition. Moreover, we have
Pn
jD0 'j .x/ D

 .2�nx/, n � 0. By the way, other examples of ' 2 ˆ, apart from this one,
can be found in [17], [25] or [6].)

Now, we can state the definitions of the above mentioned Besov and Triebel–
Lizorkin spaces.

Definition 2.4 (Besov spaces and Triebel–Lizorkin spaces). Let �1 < s < 1,
let 0 < q � 1 and let ' 2 ˆ.Rn/.

(i) If 0 < p � 1, the (non-homogeneous) Besov spaces Bs
p;q.R

n/ consist of
all f 2 S 0 such that the following inequality holds:

kf jBsp;q.R
n/k' D

 
1X
jD0

2jsqkF �1'jF f kqp

! 1
q

<1:
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(ii) If 0 < p < 1, the (non-homogeneous) Triebel–Lizorkin spaces F s
p;q.R

n/

consist of all f 2 S 0 such that the following inequality holds:

kf jF sp;q.R
n/k' D


1X
jD0

�
2jsqjF �1'jF f .x/jq

� 1
q dx


p

<1:

Here F denotes the Fourier transform.

Recall that the spaces Bsp;q , F sp;q are independent of the choice of ' (see [25]).
Most of the important facts (embeddings, relation with other function spaces,

multiplier assertions and so on) about these spaces can be found in [17] and [25].
In what follows we will give precise indications where a result we use is proved.

Besov–Morrey spaces

Instead of combining Lp-norms and lq-norm one can also combine Morrey- (re-
spectively Morrey–Campanato-) norms with lq-norms. This idea was first intro-
duced and applied by Kozono and Yamazaki in [10].

In order to make the whole notation clear and to avoid misunderstanding, we
will recall some definitions.

We start with the definition of Morrey spaces.

Definition 2.5 (Morrey spaces). Let 1 � q � p <1.

(i) The Morrey spaces M
p
q .R

n/ consist of all f 2 Lqloc.R
n/ such that

kf jMp
q k D sup

x02Rn
sup
R>0

Rn=p�n=qkf jLq.B.x0; R//k <1:

(ii) The local Morrey spacesMp
q .R

n/ consist of all f 2 Lqloc.R
n/ such that

kf jMp
q k D sup

x02Rn
sup

0<R�1

Rn=p�n=qkf jLq.B.x0; R//k <1

where B.x0; R/ denotes the closed ball in Rn with center x0 and radius R.

Note that it is easy to see that the spaces M
p
q and Mp

q coincide on compactly
supported functions.

Apart from these spaces of regular distributions, i.e. function belonging to L1loc,
in the case q D 1 we are even allowed to look at measures instead of functions.
More precisely, we have the following measure spaces of Morrey type. They will
become useful later on in a rather technical context.
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Definition 2.6 (Measure spaces of Morrey type). Let 1 � p <1.

(i) The measure spaces of Morrey type Mp.Rn/ D Mp consist of all Radon
measures � such that

k�jMp
k D sup

x02Rn
sup
R>0

Rn=p�nj�j.B.x0; R// <1:

(ii) The local measure spaces of Morrey typeMp.Rn/ DMp consist of all Ra-
don measures � such that

k�jMp
k D sup

x02Rn
sup

0<R�1

Rn=p�nj�j.B.x0; R// <1

where as above B.x0; R/ denotes the closed ball in Rn with center x0 and
radius R.

Remember that all the spaces we have seen so far, i.e. M
p
q , Mp

q , Mp and Mp,
are Banach spaces with the norms indicated before. Moreover, M

p
1 andMp

1 can be
considered as closed subspaces of Mp andMp respectively, consisting of all those
measures which are absolutely continuous with respect to the Lebesgue measure.
For details, see e.g. [10].

Once we have the above definition of Morrey spaces (of regular distributions),
we now define the Besov–Morrey spaces in the same way as we constructed the
Besov spaces, of course with the necessary changes.

Definition 2.7 (Besov–Morrey spaces). Let 1 � q � p < 1, 1 � r � 1 and
s 2 R.

(i) Let ' 2 P̂ .Rn/. The homogeneous Besov–Morrey spaces N s
p;q;r consist of

all f 2 Z0 such that

kf jN s
p;q;r.R

n/k' D

 
1X

jD�1

2jsrkF �1'jF f jMp
q .R

n/kr

! 1
r

<1:

(ii) Let ' 2 ˆ.Rn/. The inhomogeneous Besov–Morrey spaces N s
p;q;r consist

of all f 2 S 0 such that

kf jN s
p;q;r.R

n/k' D

 
1X
jD0

2jsrkF �1'jF f jMp
q .R

n/kr

! 1
r

<1:

Note that since Lp.Rn/ D M
p
p .R

n/ the framework of the N s
p;q;r.R

n/ can be
seen as a generalisation of the framework of the homogeneous Besov spaces.



294 L. G. A. Keller

In our further work we will crucially use still another variant of spaces which
are defined via Littlewood–Paley decomposition. We will use the decomposition
into frequencies of positive power but measure the single contributions in a homo-
geneous Morrey norm.

Definition 2.8 (The spaces Bs
M
p
q ; r

). Let 1 � q � p <1, 1 � r � 1 and s 2 R.
Let ' 2 ˆ.Rn/.

(i) The spaces Bs
M
p
q ; r

consist of all f 2 S 0 such that

kf jBsMp
q ; r
.Rn/k' D

 
1X
jD0

2jsrkF �1'jF f jMp
q .R

n/kr

! 1
r

<1:

(ii) The spaces Bs
M
p
q ; r
.�/ where � is a bounded domain in Rn consist of all

f 2 BsMp
q ; r

which in addition have compact support contained in �.

Remark 2.9. (i) Again, as in the case of Besov and Triebel–Lizorkin spaces, all
the spaces defined above do not depend on the choice of '.

(ii) Previously we mentioned that our interest in these latter spaces was moti-
vated by the work of Rivière and Struwe (see [17]); let us say a few words
about this. In [17] the authors used the homogeneous Morrey space L2;n�21

with norm

kf k2
L
2;n�2
1

D sup
x02Rn

sup
r>0

�
1

rn�2

Z
B�r.x0/

jruj2
�
:

Note that u 2 L2;n�21 is equivalent to the fact that for all radii r > 0 and all
x0 2 Rn we have the inequality

krukL2.Br .x0// � Cr
.n�2/=p

D Cr
n
2
� 2
2 ;

but this latter estimate is again equivalent to the fact that ru 2Mn
2 . Finally

we remember that
Mn
2 D N 0

n;2;2

(see for instance [11]) and note that ru 2 N 0
n;2;2 is equivalent to u 2 N 1

n;2;2

since for all s – even for the negative ones – we have the equivalence

2skuskMn
2
' k.ru/skMn

2

because we always avoid the origin in the Fourier space and also near the
origin work with annuli with radii r ' 2s .
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Before we continue, let us state a few facts concerning the spaces Bs
M
p
q ; r

which
are interesting and important.

Lemma 2.10. (i) The spaces Bs
M
p
q ; r

are complete for all possible choices of in-
dices.

(ii) (a) Let s > 0, 1 � q � p <1, 1 � r � 1 and � > 0. Then

kf .��/jBsMp
q ; r
k � C��

n
p sup ¹1; �ºs kf jBsMp

q ; r
k:

(b) Let s D 0, 1 � q � p <1, 1 � r � 1 and � > 0. Then

kf .��/jBsMp
q ; r
k � C��

n
p .1C j log�j/˛kf jBsMp

q ; r
k

where

˛ D

´
1
r

if � > 1;
1 � 1

r
D

1
r 0

if 0 < � < 1:

The first assertion is obtained by the same proof as the corresponding claim for
the spaces N s

p;q;r in [10]. The second fact is a variation of a well-known proof
given in [5].

Furthermore, we have the following embedding result which relates the spaces
B0

M
p
q ; r

to the Morrey spaces with the same indices respectively, similar for the
spaces N 0

p;q;r .

Lemma 2.11. Let 1 < q � 2, 1 < q � p <1 and r � q. Then

B0Mp
q ; r
�Mp

q and N 0
p;q;r �M

p
q :

From this result we immediately deduce the following corollary.

Corollary 2.12. Let 1 < q � 2, 1 < q � p < 1 and r � q and assume that
f 2 B0

M
p
q ; r

has compact support. Then f 2 Lq .

This holds because of the preceding lemma and the fact that for a bounded
domain � we have the embedding Mp

q .�/ � L
q.�/.

Similar to the result that W 1;p D F 1p;2, 1 < p < 1, we have the following
lemma.

Lemma 2.13. Let f be a compactly supported distribution. Then, if 1 < q � 2,
1 < q � p <1 and r � q, the following two norms are equivalent:

kf jB0Mp
q ; r
k C krf jB0Mp

q ; r
k and kf jB1Mp

q ; r
k:
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Moreover, also the fact that for a compactly supported distribution the homo-
geneous and the inhomogeneous Sobolev norms are equivalent, has the following
counterpart.

Lemma 2.14. Let 1 < q � 2, 1 < q � p <1, 2 � p, r � q and n � 3. Assume
that the distribution f has compact support and that rf 2 B0

M
p
q ; r

. Then

f 2 B1Mp
q ; r
:

As a by-product of our studies we have the following density result.

Lemma 2.15. Let 1 � q � p < 1, 1 � r � 1 and s 2 R. Then OM is dense
in N s

p;q;r respectively in N s
p;q;r and Bs

M
p
q ; r

where OM denotes the space of all
C1-functions such that for all ˇ 2 Nn there exist constants Cˇ > 0 andmˇ 2 N
such that

j@ˇf .x/j � Cˇ .1C jxj/
mˇ 8x 2 Rn:

Moreover, if f 2 N s
p;q;r or f 2 Bs

M
q
p ; r

with s � 0, 1 � q � 2 and 1 � p � 1
has compact support, it can be approximated by elements in C10 .

Last but not least, we would like to mention a stability result which we will
apply later on.

Lemma 2.16. Let g 2 B0
Mn
2 ; 2

and f 2 B1
Mn
2 ; 2
\ L1. Then

kgf jB0Mn
2 ; 2
k � CkgjB0Mn

2 ; 2
k.kf jB1Mn

2 ; 2
k C kf k1/;

i.e. B0
Mn
2 ; 2

is stable under multiplication with a function in B1
Mn
2 ; 2
\ L1.

The proofs of Lemma 2.11, 2.13, 2.14, 2.15 and 2.16 are given in the next
section.

For further information about the Besov–Morrey spaces, see [10], [11] and [12].

2.2 Spaces involving Choquet integrals

In what follows, we will use a certain description of the pre-dual space of M1.
Before we can state this assertion, we have to introduce some function spaces in-
volving the so-called Choquet integral. A general reference for this section is [1]
and the references given therein.

We start with the notion of Hausdorff capacity.

Definition 2.17 (Hausdorff capacity). Let E � Rn and let ¹Bj º, j D 1; 2; : : : , be
a cover ofE, i.e. ¹Bj º is a countable collection of open ballsBj with radius rj such
that E �

S
j Bj . Then we define the Hausdorff capacity of E of dimension d ,
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0 < d � n, to be the following quantity:

Hd
1.E/ D inf

X
j

rdj

where the infimum is taken over all possible covers of E.

Remark 2.18. The name capacity may lead to confusion. Here we use this expres-
sion in the sense of N. Meyers. See [13], page 257.

Once we have this capacity, we can pass to the Choquet integral of a function
� 2 C0.Rn/C.

Definition 2.19 (Choquet integral and L1.H d
1/). Let � 2 C0.Rn/C. Then the

Choquet integral of � with respect to the Hausdorff capacity Hd
1 is defined to be

the following Riemann integral:Z
� dHd

1 �

Z 1
0

Hd
1Œ� > �� d�:

The spaceL1.H d
1/ is defined to be the completion ofC0.Rn/ under the functionalR

j�j dHd
1.

Two important facts about L1.Hd
1/ are summarised below, again for instance

see [1] and also the references given there.

Remark 2.20. � The space L1.Hd
1/ can also be characterised to be the space of

all Hd
1-quasi continuous functions � which satisfy

R
j�j dHd

1 < 1, i.e. for
all " > 0 there exists an open set G such that Hd

1ŒG� < " and that � restricted
to the complement of G is continuous there.

� One can show that L1.Hd
1/ is a quasi-Banach space with respect to the quasi-

norm
R
j�j dHd

1.

Now, we can state the duality result we mentioned earlier. A proof of this asser-
tion is given in [1], but take care of the notation which differs from our notation!

Proposition 2.21. We have .L1.Hd
1//
� DM

n
n�d and in particular the estimateˇ̌̌ Z

u d�
ˇ̌̌
� kukL1.Hd

1/
k�kM

n
n�d

holds and

k�k.L1.Hd
1//�

D sup
jjuk

L1.Hd1/
�1

ˇ̌̌ Z
u d�

ˇ̌̌
' k�kM

n
n�d :
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Note that in order to show that a certain function belongs to M
n
n�d , it is enough

to show that it defines a linear functional on L1.Hd
1/, i.e. that

sup
kuk

L1.Hd1/
�1

ˇ̌̌ Z
u d�

ˇ̌̌
<1:

This does not require that L1.Hd
1/ is a Banach space and is quite different from

the case when you use the dual characterisation of a norm in order to show that a
certain distribution belongs to a certain space.

Remark 2.22. The above proposition is just a special case of a more general result
which involves also spaces Lp.Hd

1/, see for instance [2].

Before ending this section, we will state some useful remarks for later applica-
tions.

Remark 2.23. � Observe that Mp � S 0 (in particular for p D n
n�d

). In order
to verify this, note that Mp � N 0

p;1;1 � S 0. Let � 2 Mp and let as usual
' 2 ˆ.Rn/. Then we have

k�jN 0
p;1;1k D sup

k2N
k L'k � �jM

p
1 k D sup

k2N
k L'k � �jM

p
k

(note that L'k � � 2 C1 � L1loc since � 2 D 0 and L'k � � can be seen as a
measure)

� sup
k2N

k L'kk1k�jM
p
k (because of [10], Lemma 1.8)

� Ck�jMp
k <1 (according to our hypothesis).

Once we have this, we apply the continuous embedding of N 0
p;1;1 into S 0 (see

e.g. [11]) and conclude that actually Mp � S 0. Note also that S � L1.Hd
1/.

� Using the duality asserted above, we can show that L1.Hd
1/ � S 0. We start

with f 2 C10 .R
n/. Since f 2 L1, it is fairly easy to check that f 2 Mp

q ,
1 � q � p <1, with kf jMp

q k D kf k1. Moreover, f even belongs to M
p
q .

In order to establish this, it remains to show that there is a constant C , inde-
pendent on f , such that for all x 2 Rn and for 1 � r

kf kL1.Br .x// � Cr
n
q
� n
p :

In fact, it holds for all x 2 Rn and for all r � 1

kf kL1.Br .x// � kf k1 � kf k1r
n
q
� n
p
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since due to the choice of p and q we have n
q
�
n
p
� 0. If we put together all

these information, we find

kf jMp
q k � kf k1 C kf k1:

Now, recall that the duality between L1.Hd
1/ and M

n
n�d is given by

h�; ui
.L1.Hd

1//�DM
n
n�d ;L1.Hd

1/
D

Z
u d�

where u 2 L1.Hd
1/ and � 2 M

n
n�d . In a next step we define the action of

u 2 L1.H1/ on f 2 C10 as follows:

hu; f iD 0; C10 WD hf; uiM
n
n�d ;L1.Hd

1/
:

Last but not least, we observe that for ' 2 S we have

k'k1 C k'k1 � C.n/k'kS :

This finally leads to the conclusion that, in fact, L1.Hd
1/ � S 0.

This last remark enables us to use the above introduced L1.Hd
1/-quasi norm

to construct – in analogy to the case of Besov- or Besov–Morrey-spaces – a new
space of functions.

Definition 2.24 (Besov–Choquet spaces). Let ' 2 ˆ.Rn/. We say that f 2 S 0

belongs toB0

L1.H d
1/;1

if 9¹fk.x/º1kD0 � L
1.Hd

1/ such that the following holds:

f D

1X
kD0

F �1'kF fk in S 0.Rn/

and
sup
k

kfkjL
1.Hd

1/k <1:

Moreover, we set

kf jB0
L1.Hd

1/;1
k D inf sup

k

kfkjL
1.Hd

1/k

where the infimum is taken over all admissible representations of f . Moreover, we
denote by b0

L1.H d
1/;1

the closure of S under the construction explained above.

Remark 2.25. In complete analogy to the construction of the Besov spaces (re-
spectively the Besov–Morrey-spaces) one could also construct new spaces if we
replace the Lebesgue Lp-norms (respectively the Morrey-norms) by Lp.Hd

1/-
quasi-norms.
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3 Proofs

3.1 Some preliminary remarks

In what follows we set

f j .x/ D F �1.'jF f /.x/

where ' D ¹'j .x/º1jD0 2 ˆ.R
n/.

Recall that once we can control the paraproducts

�1.f; g/ D

1X
kD2

k�2X
lD0

f lgk; �2.f; g/ D

1X
kD0

kC1X
lDk�1

f lgk

and

�3.f; g/ D

1X
lD2

l�2X
kD0

f lgk

(f i D 0 if i � �1 and similarly for g), we are also able to control the product
fg (see e.g. [17]). Since in the sequel we want to take into account cancellation
phenomena, we will analyse

�1.ax; by/; �1.ay ; bx/; �3.ax; by/; �3.ay ; bx/ and
1X
sD0

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x :

(3.1)
Last but not least, remember that

supp F

 
l�2X
iD0

aixb
l
y

!
�

°
� W 2l�3 � j�j � 2lC3

±
for l � 2

and

supp F

 
lC1X
iDl�1

aixb
l
y

!
�

°
� W j�j � 5 � 2l

±
for l � 0:

3.2 Proof of Theorem 1.2 (i)

The proof of this assertion is split into several parts. In a first step we show that
�1.ax; by/; �3.ax; by/; �3.ay ; bx/ and �1.ay ; bx/ 2 B�11;1 and

1X
sD0

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x 2 B

�2
1;1:
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Once we have this, we show in a second step that under this hypothesis the solution
u of

��u D f where f 2 B�21;1

is continuous.

Claim �1.ax; by/ 2 B
�2
1;1

. Our hypotheses together with [10], Theorem 2.5,
ensures us that ax; by 2 B�11;2. Next, due to [17], Chapter 2.3.2, Proposition 1, it
is enough to prove that

k2�2j cj jl
1.L1/k <1

where as before cj WD
Pk�2
tD0 a

t
xb
j
y . We actually have

k2�2j cj jl
1.L1/k D

1X
jD0

2�2j


j�2X
tD0

atxb
j
y


1

�

1X
jD0

2�2j


j�2X
tD0

atx


1

kbjy k1

D

1X
jD0

2�j


j�2X
tD0

atx


1

2�j kbjy k1

(due to Hölder’s inequality)

�

 
1X
jD0

2�2j


j�2X
tD0

atx


2

1

! 1
2
 
1X
jD0

2�2j kbjy k
2
1

! 1
2

D

2�j
ˇ̌̌̌
ˇ
j�2X
tD0

atx

ˇ̌̌̌
ˇ ˇ̌̌l2.L1/

kby jB�11 k
� C

2�j
ˇ̌̌̌
ˇ
jX
tD0

atx

ˇ̌̌̌
ˇ ˇ̌̌l2.L1/

kby jB�11 k
(because of [17], first lemma in Chapter 4.4.2)

� CkaxjB
�1
1;2kkby jB

�1
1 k

(thanks to our hypothesis)

<1:

This shows that in fact �1.ax; by/ 2 B�21;1 as claimed. Similarly one proves that
also �1.ay ; bx/, �3.ax; by/ and �1.ay ; bx/ belong to the same space.
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It remains to analyse the contribution where the frequencies are comparable.
This is our next goal.

Analysis of
P1

sD0

PsC1
tDs�1

at
xb

s
y � a

t
yb

s
x. Instead of first applying the embed-

ding result of Kozono/Yamazaki which embeds Morrey–Besov spaces into Besov
spaces and then analysing a certain quantity, we invert the order of these steps in
order to estimate

P1
sD0

PsC1
tDs�1 a

t
xb
s
y � a

t
yb
s
x .

We will use the following result concerning predual spaces of Morrey spaces.

Proposition 3.1. The dual space of b0L1.Hn�2
1 /;1 is the space B0

M
n
2

1 ; 1
.

Remark 3.2. The above result has the same flavour as (see for instance [17])

.b01;1/
�
D B01;1:

Proof of Proposition 3.1. We have to show the two inclusion relations.
We start with .b0L1.Hn�2

1 /;1/
� � B0

M
n
2

1 ; 1
. Assume that

f 2 B0M
n
2

1 ; 1
� N 0

n
2
;1;1
� S 0 and  2 b0L1.Hn�2

1 /;1:

By density we may assume that  2 S .
We have to show that f 2 .b0L1.Hn�2

1 /;1/
�. To this end let

P1
kD0 L'k �  k be

a representation of  with

sup
k

k kkL1.Hn�2
1 / � 2k jb

0
L1.Hn�2

1 /;1k:

Note that in our case - as a tempered distribution - f acts on  and we estimate

jf . /j D

ˇ̌̌̌
ˇf
 X
k�0

L'k �  k

!ˇ̌̌̌
ˇ D

ˇ̌̌̌
ˇf
 
1X
kD0

F �1.'kF  k/

!ˇ̌̌̌
ˇ

D

ˇ̌̌̌
ˇ
1X
kD0

f

 
F �1.'kF  k/

!ˇ̌̌̌
ˇ D

ˇ̌̌̌
ˇ
1X
kD0

Z
f F �1.'kF  k/

ˇ̌̌̌
ˇ

D

ˇ̌̌̌
ˇ
1X
kD0

 kF .'kF �1f /

ˇ̌̌̌
ˇ

D

ˇ̌̌̌
ˇ
1X
kD0

Z
 k df

ˇ̌̌̌
ˇ

where df D F .'kF �1f / d� with � the Lebesgue measure

�

1X
kD0

j kF .'kF �1f /j
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(recall Proposition 2.21)

� sup
k�0

k kkL1.Hn�2
1 /

1X
kD0

kF .'kF �1f /kM
n
2

(cf. also Remark 2.23)

D sup
k�0

k kkL1.Hn�2
1 /

1X
kD0

kF .'kF �1f /kM
n
2

1

� C sup
k�0

k kkL1.Hn�2
1 /

1X
kD0

kF �1.'kF f /kM
n
2

1

� Ck jb0L1.Hn�2
1 /;1k kf jB

0
M

n
2

1 ; 1
k <1 (thanks to our assumptions).

Now we show the other inclusion, .b0L1.Hn�2
1 /;1/

� � B0
M

n
2

1 ; 1
. We start with

f 2 .b0L1.Hn�2
1 /;1/

� and we have to show that f belongs also to B0
M

n
2

1 ; 1
.

First of all, note that f gives also rise to elements of .L1.Hn�2
1 //� as follows.

Each  2 b0L1.Hn�2
1 /;1 can be seen as a sequence ¹ kº1kD0 � L1.Hn�2

1 /, and
of course

L'k �  k 2 b
0
L1.Hn�2

1 /;1 for all k 2 N:

Moreover, for each k 2 N we have – again by density of S –

f .ıkj . L'j �  j // D hf; ıkj i.b0
L1.Hn�2

1 /;1
/�;b0

L1.Hn�2
1 /;1

D hf; L'k �  ki.b0
L1.Hn�2

1 /;1
/�;b0

L1.Hn�2
1 /;1

D hf; L'k �  kiS 0;S D hf;F
�1.'kF  k/iS 0;S

D hF .'kF �1f /;  kiS 0;S

D hF .'kF �1f /;  kiM
n
2 ;L1.Hn�2

1 /:

Next we will construct a special element of b0L1.Hn�2
1 /;1. Let 0 < " small. We

choose  k such that
�  k 2 S . Remember that we have density!
� k kkL1.Hn�2

1 / � 1.

� 0 < hF .'kF �1f /;  kiM
n
2 ;L1.Hn�2

1 /.
� hF .'kF �1f /;  kiM

n
2 ;L1.Hn�2

1 /

� kF .'kF �1f /kM
n
2 � "2

�k
D kF .'kF �1f /k.L1.Hn�2

1 //� � "2
�k

D sup
u2L1.Hn�2

1 /
kuk

L1.Hn�21 /
�1

jhF .'kF �1f /; uij � "2�k :
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Note that like that  D
P1
kD0 L'k �  k 2 b

0
L1.Hn�2

1 /;1 with

k jb0L1.Hn�2
1 /;1k � 1:

If we put now all this together, we find – recall that f acts linearly! –

1X
kD0

kf kkM
n
2

1
D

1X
kD0

kF �1.'kF f /kM
n
2

1

D C

1X
kD0

kF .'kF �1f /kM
n
2

1

� 2"C f . / where  is as constructed above

� 2"C kf j.b0L1.Hn�2
1 /;1/

�
k k jb0L1.Hn�2

1 /;1k

� 2"C kf j.b0L1.Hn�2
1 /;1/

�
k:

Since this holds for all 0 < ", we let " tend to zero and get the desired inclusion.
All together we established the duality result we claimed above.

What concerns the next lemma, recall that S is dense in b0L1.Hn�2
1 /;1.

Lemma 3.3. Let � 2 ˆ.Rn/ and assume that  2 S \L1.Hn�2
1 / with represen-

tation ¹ kº
1
kD0, i.e.

P1
kD0 L'k �  k D  , such that

sup
k

k kkL1.Hn�2
1 / � 2k jb

0
L1.Hn�2

1 /;1k:

Then  @@x L'k �  k

L1.Hn�2

1 /

D

 @@x . L'k �  k/

L1.Hn�2

1 /

� C2sk kkL1.Hn�2
1 /

� C2sk jb0L1.Hn�2
1 /;1k:

Proof. For the proof of this lemma, we need the fact that if f .x/ � 0 is lower
semi-continuous on Rn, then

kf kL1.Hd
1/
D

Z
f dHd

1 � sup
²Z

f d� W � 2M
n
n�d

C
and k�kM n

n�d � 1

³
;

see Adams [1].
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It holds @@x L'k �  k

L1.Hn�2

1 /

�

ˇ̌̌̌ @@x L'k
ˇ̌̌̌
� j kj


L1.Hn�2

1 /

� C sup
�2M

n
2
C

k�kM
n
2 �1

²Z ˇ̌̌̌
@

@x
L'k

ˇ̌̌̌
� j kj d�

³

D C sup
�2M

n
2
C

k�kM
n
2 �1

²“ ˇ̌̌̌
@

@x
L'k

ˇ̌̌̌
.x � y/j kj.y/ d�.y/d�.x/

³

(by Tonelli’s theorem)

� C sup
�2M

n
2
C

k�kM
n
2 �1

²Z
j kj.y/

Z ˇ̌̌̌
@

@x
L'k

ˇ̌̌̌
.x � y/ d�.x/d�.y/

³

D C sup
�2M

n
2
C

k�kM
n
2 �1

²Z
j kj.y/

Z ˇ̌̌̌
@

@x
L'k

ˇ̌̌̌
.y � x/ d�.x/d�.y/

³

(note that 'k can be chosen radial which implies that L'k and @
@x
L'k are radial, see

e.g. [22])

D C sup
�2M

n
2
C

k�kM
n
2 �1

²Z
j kj.y/

ˇ̌̌̌
@

@x
L'k

ˇ̌̌̌
.y � x/ � �.y/ d�.y/

³

� C sup
�2M

n
2
C

k�kM
n
2 �1

²Z
j kj.y/ d�.y/

³
where � WD

@

@x
L'k� � �

� C sup
�2M

n
2
C

k�kM
n
2 �1

²
k kkL1.Hn�2

1 /

 @@x L'k� � �


M
n
2

³

(by [10], Lemma 1.8)

� C sup
�2M

n
2
C

k�kM
n
2 �1

²
k kkL1.Hn�2

1 /

 @@x L'k

L1
k�kM

n
2

³
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and we continue @@x L'k �  k

L1.Hn�2

1 /

� Ck kkL1.Hn�2
1 /

 @@x L'k

L1
� C2kk kkL1.Hn�2

1 /

� C2kk jb0L1.Hn�2
1 /;1k

what we had to prove.

The next lemma is a technical one.

Lemma 3.4. Let a and b belong to C10 .R
n/, t D sC j where j 2 ¹�1; 0; 1º and

 with representation ¹ kº1kD0, i.e.
P1
kD0 L'k �  k D  , such that

sup
k

k kkL1.Hn�2
1 / � 2k jb

0
L1.Hn�2

1 /;1k � 2:

ThenZ
Rn

@

@x
.atbsy/ �

@

@y
.atbsx/ 

D

Z
Rn

@

@x
.atbsy/

 
sC3X
kD0

F �1.'kF  k/

!
�
@

@y
.atbsx/

 
sC3X
kD0

F �1.'kF  k/

!
:

Proof. First of all, note that h 2 S 0 and atbsy and atbsx belong to S independently
of the choices of s and t .

We now calculateZ
Rn

@

@x
.atbsy/ �

@

@y
.atbsx/ 

D

Z
Rn

@

@x
.atbsy/ �

Z
Rn

@

@y
.atbsx/ 

D

Z
Rn

@

@x
.atbsy/

1X
kD0

F �1.'kF  k/ �

Z
Rn

@

@y
.atbsx/

1X
kD0

F �1.'kF  k/

soZ
Rn

@

@x
.atbsy/ �

@

@y
.atbsx/ 

D

Z
Rn

@

@x
.atbsy/

"
sC3X
kD0

F �1.'kF  k/C

1X
kDsC4

F �1.'kF  k/

#

�

Z
Rn

@

@y
.atbsx/

"
sC4X
kD0

F �1.'kF  k/C

1X
kDsC4

F �1.'kF  k/

#
:
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These calculations show that we have to prove thatZ
Rn

@

@x
.atbsy/

1X
kDsC4

F �1.'kF  k/ D 0

and Z
Rn

@

@y
.atbsx/

1X
kDsC4

F �1.'kF  k/ D 0:

In what follows, we will only discuss the first integral because the second one can
be analysed in exactly the same way.

So from now on we look atZ
Rn

@

@x
.atbsy/

1X
kDsC4

F �1.'kF  k/:

Here we haveZ
Rn

@

@x
.atbsy/

1X
kDsC4

F �1.'kF  k/

D

Z
Rn

@

@x
.atbsy/F

�1

 
1X

kDsC4

'kF  k

!
(since the sum is locally finite)

D

Z
Rn

@

@x
.atbsy/F F �1F �1

 
1X

kDsC4

'kF  k

!

D .2�/n
Z

Rn
F

 
@

@x
.atbsy/

!
1X

kDsC4

'k.� �/F  k.� �/ D 0:

In the second last step we use the facts that

@

@x
.atbsy/ 2 S and

1X
kDsC4

'kF  k/ 2 S 0

and in the last step of the above calculations we used the facts that

supp F

�
@

@x
.atbsy/

�
� ¹� W j�j � 5 � 2sº

and

supp
1X

kDsC4

'k.� �/ �
®
� W 2sC3 � j�j

¯
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imply that

supp F

�
@

@x
.atbsy/

�
\ supp

1X
kDsC4

'k D ;:

This completes the proof.

Now, we can start with the estimate of
P1
sD0

PsC1
tDs�1 a

t
xb
s
y � a

t
yb
s
x . Our goal

is to show that
P1
sD0

PsC1
tDs�1 a

t
xb
s
y�a

t
yb
s
x belongs to B0

M
n
2

1 ; 1
. Making use of the

above duality result, see Proposition 3.1, we will first show that

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x 2 B

0
M

n
2

1 ; 1
for all s 2 N;

then we establish

1X
sD0


sC1X
tDs�1

atxb
s
y � a

t
yb
s
x

ˇ̌̌
B0M

n
2

1 ; 1

 <1:
This ensures that

1X
sD0

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x 2 B

0
M

n
2

1 ; 1
� N 0

n
2
;1;1
:

First of all, let us fix t D s C j where j 2 ¹�1; 0; 1º.
In order to show that

atxb
s
y � a

t
yb
s
x 2 B

0
M

n
2

1 ; 1
;

it suffices to show that for all  2 b0L1.Hn�2
1 /;1 with k jb0L1.Hn�2

1 /;1k � 1 the
following inequality holds:Z

Rn
 d.atxb

s
y � a

t
yb
s
x/ D

Z
Rn
 .atxb

s
y � a

t
yb
s
x/ d� <1

where as before � denotes the Lebesgue measure.
Moreover, in the subsequent calculations we assume that for  we have a rep-

resentation ¹ kº1kD0, i.e.
P1
kD0 L'k �  k D  , such that

sup
k

k kkL1.Hn�2
1 / � 2k jb

0
L1.Hn�2

1 /;1k � 2

and again, recall that we have density of S in b0L1.Hn�2
1 /;1.
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In this case we haveZ
Rn
 .atxb

s
y � a

t
yb
s
x/ D

Z
Rn
 
@

@x
.atbsy/ �  

@

@y
.atbsx/

(because of the same reason as in Lemma 3.4)

D

Z
Rn

"
@

@x
.atbsy/

 
sC3X
kD0

F �1.'kF  k/

!
�
@

@y
.atbsx/

 
sC3X
kD0

F �1.'kF  k/

!#
(by a simple integration by parts)

D

Z
Rn

"
�atbsy

@

@x

 
sC3X
kD0

F �1.'kF  k/

!
C atbsx

@

@y

 
sC3X
kD0

F �1.'kF  k/

!#

�

Z
Rn

"
�atbsy

 
sC3X
kD0

@

@x
L'k �  k

!
C atbsx

 
sC3X
kD0

@

@y
L'k �  k

!#

�

sC3X
kD0

Z
Rn

�
�atbsy

@

@x
L'k �  k C a

tbsx
@

@y
L'k �  k

�
(by Proposition 2.21)

�

sC3X
kD0

�
katbsy jM

n
2 k

 @@x L'k �  k ˇ̌̌L1.Hn�2
1 /


C katbsxjM

n
2 k

 @@y L'k �  k ˇ̌̌L1.Hn�2
1 /

�

�

sC3X
kD0

�
katbsy jM

n
2

1 k

 @@x L'k �  k ˇ̌̌L1.Hn�2
1 /


C katbsxjM

n
2

1 k

 @@y L'k �  k ˇ̌̌L1.Hn�2
1 /

�
(see also the remark below)

�

sC3X
kD0

�
kat jMn

2k kb
s
y jM

n
2k

 @@x L'k �  k ˇ̌̌L1.Hn�2
1 /


C kat jMn

2k kb
s
xjM

n
2k

 @@y L'k �  k ˇ̌̌L1.Hn�2
1 /

�
(according to Lemma 3.3)

�

sC3X
kD0

�
kat jMn

2k kb
s
y jM

n
2k 2

k
k jb0L1.Hn�2

1 /;1k

C kat jMn
2k kb

s
xjM

n
2k 2

k
k jb0L1.Hn�2

1 /;1k

�
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and finally haveZ
Rn
 .atxb

s
y � a

t
yb
s
x/ � C2

s
kat jMn

2k kb
s
y jM

n
2k C C2

s
kat jMn

2k kb
s
xjM

n
2k

<1 (due to our assumptions).

Thus we have seen that for all s 2 N

atxb
s
y � a

t
yb
s
x 2 .b

0
L1.Hn�2

1 /;1/
�
D B0M

n
2

1 ; 1
� N 0

n
2
;1;1
:

Next, we study
1X
sD0


sC1X
tDs�1

atxb
s
y � a

t
yb
s
x

ˇ̌̌
B0M

n
2

1 ; 1

:
As far as this last quantity is concerned, we will assume for the sake of simplicity
that t D s. Then we can estimate
1X
sD0

kasxb
s
y � a

s
yb
s
xjB

0
M

n
2

1 ; 1
k

D ka0xb
0
y � a

0
yb
0
xjB

0
M

n
2

1 ; 1
k C

1X
sD1

kasxb
s
y � a

s
yb
s
xjB

0
M

n
2

1 ; 1
k

� Cka0jMn
2k kb

0
y jM

n
2k C Cka

0
jMn

2k kb
0
xjM

n
2k

C C

1X
sD1

2skasjMn
2k kb

s
y jM

n
2k C C

1X
sD1

2skasjMn
2k kb

s
xjM

n
2k

(similar to 2mskgkp ' krmgkp (under appropriate assumptions) cf. also Theo-
rem 2.9 in [10])

� Cka0jMn
2k kb

0
y jM

n
2k C Cka

0
jMn

2k kb
0
xjM

n
2k

C C

1X
sD1

kasxjM
n
2k kb

s
y jM

n
2k C C

1X
sD1

kasy jM
n
2k kb

s
xjM

n
2k

(by Hölder’s inequality)

� Cka0jMn
2k kb

0
y jM

n
2k C Cka

0
jMn

2k kb
0
xjM

n
2k

C C

 
1X
sD1

kasxjM
n
2k
2

! 1
2
 
1X
sD1

kbsy jM
n
2k
2

! 1
2

C C

 
1X
sD1

kasy jM
n
2k
2

! 1
2
 
1X
sD1

kbsxjM
n
2k
2

! 1
2
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� C
�
kajB0Mn

2 ; 2
k kby jB

0
Mn
2 ; 2
k C kajB0Mn

2 ; 2
k kbxjB

0
Mn
2 ; 2
k

C kaxjB
0
Mn
2 ; 2
k kby jB

0
Mn
2 ; 2
k C kay jB

0
Mn
2 ; 2
k kbxjB

0
Mn
2 ; 2
k

�
<1 (thanks to our hypothesis).

All together we have seen that (if js � t j D 0)

1X
sD0

asxb
s
y � a

s
yb
s
x 2 B

0
M

n
2

1 ; 1
� N 0

n
2
;1;1
:

If js � t j D 1, a similar calculation yields the estimate

1X
sD0

katxb
s
y � a

t
yb
s
xjB

0
M

n
2

1 ; 1
k

� C
�
kajB0Mn

2 ; 2
k kby jB

0
Mn
2 ; 2
k C kajB0Mn

2 ; 2
k kbxjB

0
Mn
2 ; 2
k

C kaxjB
0
Mn
2 ; 2
k kby jB

0
Mn
2 ; 2
k C kay jB

0
Mn
2 ; 2
k kbxjB

0
Mn
2 ; 2
k

�
:

Note that the right hand side of our estimate is the same as before in the case
js � t j D 0, which finally leads to the conclusion that

1X
sD0

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x 2 B

0
M

n
2

1 ; 1
� N 0

n
2
;1;1

since
1X
sD0

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x

ˇ̌̌
N 0
n
2
;1;1

 �

1X
sD0

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x

ˇ̌̌
B0M

n
2

1 ; 1


�

1X
jD�1

1X
sD0

kasCjx bsy � a
sCj
y bsxjB

0
M

n
2

1 ; 1
k

� 3C
�
kajB0Mn

2 ; 2
k kby jB

0
Mn
2 ; 2
k C kajB0Mn

2 ; 2
k kbxjB

0
Mn
2 ; 2
k

C kaxjB
0
Mn
2 ; 2
k kby jB

0
Mn
2 ; 2
k C kay jB

0
Mn
2 ; 2
k kbxjB

0
Mn
2 ; 2
k

�
:

Now, as we know that

1X
sD0

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x 2 B

0
M

n
2

1 ; 1
� N 0

n
2
;1;1
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we apply the embedding result of Kozono/Yamazaki, Theorem 2.5 in [10], and
find that

1X
sD0

sC1X
tDs�1

atxb
s
y � a

t
yb
s
x 2 B

�2
1;1:

Remark 3.5. Assume that f; g 2Mn
2 . Then we have for all 0 < r and for all

x 2 Rn

kfgkL1.Br .x// � kf kL2.Br .x//kgkL2.Br .x// � C1r
n
2
�1C2r

n
2
�1
D Crn�2:

According to the definition, this shows that fg 2M
n
2

1 .

Regularity. We rewrite our equation �u D f as �u D f 0 C
P
k�1 f

k , and
the solution u can be written as

u D ��1f 0 C��1
�X
k�1

f k
�
DW u1 C u2:

Our strategy is to show that u1 as well as u2 is continuous and bounded.
What concerns u1, observe that due to the Paley–Wiener Theorem f 0 is ana-

lytic, so in particular continuous. This implies immediately – by classical results
(see e.g. [8]) – that u1 is continuous.

On one hand we have

f 0 2 Bsn
2
;2

for all s 2 R

(since ra;rb 2 B0
Mn
2 ; 2
�Mn

2 � L
n); on the other hand we know that

f 0 2 Bs1;1 for all s 2 R

because f 2 B�2
1;1. From that we can deduce by standard elliptic estimates (see

also [17]) and the embedding result of Sickel and Triebel [19] that u1 is not only
continuous but also bounded!

Next, we will show that u2 is bounded and continuous. In order to reach this
goal, we show that u2 2 B01;1. We find the following estimates:

ku2jB
0
1;1k D

1X
sD0

kus2k1 D

1X
sD0

2�2s22skus2k1 D C

1X
sD0

2�2sk.�u2/
s
k1:

This last passage holds thanks to the fact that

2mskgkp ' kr
mgkp

if the Fourier transform of g is supported on an annulus with radii comparable to
2s(see [23] for instance).
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For s D 0 we observe

F .��u2/ D F

�X
k�1

f k
�
;

which implies
supp.F .u2// � .B1.0//c

because of the fact that

supp
�

F

�X
k�1

f k
��
� .B1.0//

c :

So in this case too, we can apply the above mentioned fact in order to conclude
that also for s D 0 we have

ku02k1 � Ck.�u2/
0
k1:

Back to our estimate, we continue

ku2jB
0
1;1k � C

1X
sD0

2�2sk.�u2/
s
k1

D C

1X
sD0

2�2s
�X

k�1

f k
�s
1

D C

1X
sD0

2�2s
F �1

 
sC1X
kDs�1

's'k Of

!
1

(thanks to a Fourier multiplier result, for further details we refer to [25])

�

1X
sD0

2�2skf sk1

D Ckf jB�21;1k <1 (according to our assumptions).

This shows that u2 belongs to B0
1;1.R

n/.
Alternatively one could make use of the lifting property, see [17], Chapter 2.6,

to show that u2 2 C . (Recall that C denotes the space of all uniformly continuous
functions on Rn.) The last ingredient is the embedding result due to Sickel/Triebel
(see [19]).

This leads immediately to the assertion we claimed because u as a sum of two
bounded continuous functions is again continuous and bounded.
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3.3 Proof of Theorem 1.2 (ii)

In a first step we show that axby�aybx 2 B�1Mn
2 ; 1

. From the proof of Theorem 1.2
we know that

1X
kD0

kC1X
sDk�1

akxb
s
y � a

k
yb
s
x 2 B

0
M

n
2

1 ; 1
� B�1Mn

2 ; 1
:

Next, we observe that, by a simple modification of Lemma 3.16 in [11],

k�3.ax; bx/jB
�1
Mn
2 ; 1
k � C

1X
sD0

2�s


s�2X
kD0

asxb
k
y


Mn
2

� C

1X
sD0

2�skasxkMn
2


s�2X
kD0

bky


1

� C

 
1X
sD0

kasxk
2
Mn
2

! 1
2
 
1X
sD0

2�2s


s�2X
kD0

bky


2

1

! 1
2

� CkaxjB
0
Mn
2 ; 2
k

 
1X
sD0

2�2s


sX

kD0

bky


2

1

! 1
2

(according to Lemma 4.4.2 of [17])

� CkaxjB
0
Mn
2 ; 2
k kby jB

�1
Mn
2 ; 2
k

� kaxjB
0
Mn
2 ; 2
k kby jB

0
Mn
2 ; 2
k:

Now, since

@xiu D F �1
�
i
�i

j�j2
F .�u/

�
we note first, that due to the facts that�u 2 F 01;2 � L

1 and r�1 2 L
n
n�1 for n � 3,

.ru/0 2 Ln �Mn
2 ;

which implies that .ru/0 2 B0
Mn
2 ; 2

. Second, for s � 1 we have

k.ru/skMn
2
� C2�sk.�u/skMn

2
;

which leads to the conclusion – remember the first step! – thatX
s�1

.ru/s 2 B0Mn
2 ; 1
:
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Alternatively one could observe thatˇ̌̌̌
@j˛j

�
�i

j�j2

�ˇ̌̌̌
� C j�j�1�j˛j;

an information which together with Theorem 2.9 in [10] leads to the same conclu-
sion as above, namely that

ru 2 B0Mn
2 ; 1
:

These estimates complete the proof.

3.4 Proof of Theorem 1.2 (iii)

This proof is very similar to the one of Theorem 1.2 (ii). Instead of the observation
j@j˛j. �i

j�j2
/j � C j�j�1�j˛j, here we use Theorem 2.9 of [10] together with the fact

that ˇ̌̌
@j˛j

��i�j
j�j2

�ˇ̌̌
� C j�j�j˛j:

3.5 Proof of Theorem 1.4

Lemma 3.6. There exist constants ".m/ > 0 and C.m/ > 0 such that for every
� 2 B0

Mn
2 ; 2
.Bn1 .0/; so.m/˝ƒ

1Rn/ which satisfies

k�jB0Mn
2 ; 2
k � ".m/

there exist � 2B1
Mn
2 ; 2
.Bn1 .0/; so.m/˝ƒ

n�2Rn/ andP 2B1
Mn
2 ; 2
.Bn1 .0/; SO.m//

such that

(i) �d� D P�1dP C P�1�P in Bn1 .0/.

(ii) � D 0 on @Bn1 .0/.

(iii) k�jB1
Mn
2 ; 2
k C kP jB1

Mn
2 ; 2
k � C.m/k�jB0

Mn
2 ; 2
k.

The proof of this lemma is a straightforward adaptation of the corresponding
assertion in [16].

Now, let ".m/; P and � be as in Lemma 3.6. Note that since P 2 SO.m/, we
have also P�1 2 B1

Mn
2 ; 2

. Our goal is to find A and B such that

dA � A� D �d�B: (3.2)

If we set QA WD AP , then according to equation (3.2) it has to satisfy

d QAC .d�B/P D QAC d�:



316 L. G. A. Keller

As a intermediate step we will first study the following problem:8̂̂̂̂
ˆ̂̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂:

� OA D d OA � �d� � d�B � rP in Bn1 .0/;

d.d�B/ D d OA ^ dP�1 � d � . OAd�P�1/ � d � .d�P�1/;

@ OA

@�
D 0 and B D 0 on @Bn1 .0/;Z

Bn1 .0/

OA D idm:

For this system we have the a priori estimates (recall Theorem 1.2 with its proof,
Lemma 2.16 and the fact that we are working on a bounded domain)

k OAjB1Mn
2 ; 2
k C k OAk1 � Ck�jB

1
Mn
2 ; 2
k k OAjB1Mn

2 ; 2
k C CkP jB1Mn

2 ; 2
k kBjB1Mn

2 ; 2
k

and

kBjB1Mn
2 ; 2
k � CkP�1jB1Mn

2 ; 2
k k OAjB1Mn

2 ; 2
k C Ck�jB1Mn

2 ; 2
k k OAk1

C Ck�jB1Mn
2 ; 2k:

Since the used norms of � and P – as well as of P�1 – can be bounded in terms
of Ck�jB0

Mn
2 ; 2
k, the above estimates together with standard fixed point theory

guarantee the existence of OA and B such that they solve the above system and in
addition satisfy

k OAjB1Mn
2 ; 2
k C k OAk1 C kBjB

1
Mm
2 ; 2
k � Ck�jB0Mm

2 ; 2
k: (3.3)

Next, similar to the proof of Corollary 1.5 we decompose for some D

d OA � OA � d� C d�BP D d�D:

Then we set QA WD OAC idm, which satisfies for some n � 2-form F

d QA � QA � d� C d�BP D d�D � �d� DW �dF:

It is not difficult to show that �d.�dFP�1/ D 0 together with F D 0 on @Bn1 .0/
imply that F � 0 (see also a similar assertion in [14] and remember that on
bounded domains B0

Mn
2 ; 2
� L2).

From this we conclude that in fact QA satisfies the desired equation. If wet finally
set A WD QAP�1 and let B as given in the above system, we get that in fact these A
and B solve the required relation (3.2).
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So far, we have proved parts (ii) and (iii) of Theorem 1.4 (recall also estimate
(3.3)). Moreover, the invertibility of A follows immediately from its construction,
likewise the estimates for rA and rA�1.

Last but not least, the relation A D OAP�1 C idmP�1 implies that

kdist.A; SO.m//k1 � Ck OAk1 � Ck�jB0Mn
2 ; 2
k:

This completes the proof of Theorem 1.4.

3.6 Proof of Corollary 1.5

The first part of the corollary is a straightforward calculation. Let A and B be as
in Theorem 1.4. Then we have´

�d � .Adu/ D �d�B � ru;

d.Adu/ D dA ^ du:

These equations together with a classical Hodge decomposition for Adu

Adu D d�E C dD with E;D 2 W 1;2

lead to the following equations:´
�D D �d�B � ru;

�E D dA ^ du:

Since the right hand sides are made of Jacobians, we conclude that D;E 2 B0
1;1.

Next, we observe that

du D A�1.d�E C dD/ 2 B0Mn
2 ; 1
� B�11;1:

This holds because
A�1 2 B1Mn

2 ; 2
\ L1

(see also Theorem 1.4) and

dD; d�E 2 B0Mn
2 ; 1

(see also Theorem 1.2 (ii)). The proof of the above fact is the same as the proof
of the assertion of Lemma 2.16. In a last step we note that (recall the reasons why
Theorem 1.2 hold) thanks to the information we have so far

u 2 B01;1 � C;

which completes the proof.
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3.7 Proof of Lemma 2.11

We start with the following observation. Let x0 2 Rn and r > 0 and recall that
1 < q � 2 and r � q. Then for f 2 B0

M
p
q ; r

we have

 Z
Br .x0/

 
1X
sD0

jf sj2

!q
2
! 1
q

�

 Z
Br .x0/

1X
sD0

jf sjq

! 1
q

�

 
1X
sD0

Z
Br .x0/

jf sjq

! 1
q

�

 
1X
sD0

kf sk
q

Lq.Br .x0//

! 1
q

�

 
1X
sD0

kf sk
q
M
p
q
.r
n
q
� n
p /q

! 1
q

�

 
.r
n
q
� n
p /q

1X
sD0

kf sk
q
M
p
q

! 1
q

D r
n
q
� n
p

 
1X
sD0

kf sk
q
M
p
q

! 1
q

D r
n
q
� n
p kf jB0Mp

q ; q
k

� Cr
n
q
� n
p kf jB0Mp

q ; r
k:

From the last inequality we have that for all r > 0 and for all x0 2 Rn

r
n
p
�n
q


 
1X
sD0

jf sj2

!q
2

Lq.Br .x0//

� Ckf jB0Mp
q ; r
k:

This last estimate together [12], Proposition 4.1, implies that f 2M
p
q .

The assertion in the case f 2 N 0
p;q;r is the same.

3.8 Proof of Lemma 2.13

(i) In a first step we will show that if f 2 B1
M
p
q ; r

there exist a constant C – inde-
pendent of f – such that

kf jB0Mp
q ; r
k C krf jB0Mp

q ; r
k � Ckf jB1Mp

q ; r
k:

Obviously, we have that

kf jB0Mp
q ; r
k � kf jB1Mp

q ; r
k:
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Moreover, we observe that

krf jB0Mp
q ; r
k D

 
1X
jD0

k.rf /j krMq
p

! 1
r

�

 
1X
jD1

k.rf /j krMq
p

! 1
r

C k.rf /0kMp
q

� C

 
1X
jD1

2jrkf j krMq
p

! 1
r

C Ckf kMp
q
;

where for the first addend we used an estimate similar to (3.2) with the necessary
adaptations to our situation (see also [10]) and for the second addend we used
Lemma 1.8 of [10] and the observation F �1.�'0 Of / D F �1.�'0/ � f . We esti-
mate further

krf jB0Mp
q ; r
k � C

 
1X
jD1

2jrkf j krMq
p

! 1
r

C Ckf kMp
q

� Ckf jB1Mp
q ; r
k C Ckf jB0Mp

q ; r
k (because of Lemma 2.11)

� Ckf jB1Mp
q ; r
k C Ckf jB1Mp

q ; r
k

� kf jB1Mp
q ; r
k

as desired.

(ii) Now, we assume that f satisfies

kf jB0Mp
q ; r
k C krf jB0Mp

q ; r
k <1:

We have to show that this last quantity controls kf jB1
M
p
q ; r
k. In fact, we calculate

kf jB1Mp
q ; r
k D

 
1X
jD0

2jrkf j krMq
p

! 1
r

� Ckf 0kMp
q
C C

 
1X
jD1

2jrkf j krMq
p

! 1
r

(again by an adaption of estimate (3.2))

� Ckf 0jB0Mp
q ; r
k C Ckrf jB0Mp

q ; r
k

� C.kf 0jB0Mp
q ; r
k C krf jB0Mp

q ; r
k/:
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3.9 Proof of Lemma 2.14

According to Lemma 2.13 it is enough to show that f 2 B0
M
p
q ; r

. First of all, we
observe that

1X
jD1

f j
ˇ̌̌
B0Mp

q ; r

 �

1X
jD1

f j
ˇ̌̌
B1Mp

q ; r

 � C
 
1X
jD0

2jrkf j krMp
q

! 1
r

� C

 
1X
jD0

k.rf /j krMp
q

! 1
r

� krf jB0Mp
q ; r
k:

Now, it remains to estimate kf 0kMp
q

. It holds

f 0 D F �1

 
nX
iD1

�i

j�j2
�i Of '0

!
:

Next, due to Lemma 2.11 and its Corollary we know that f 2 Lq and in particular
- since f has compact support f 2 L1 so �i Of 2 L1 for all i . Moreover, thanks
to our assumptions

'0
1

j�j
2 L

p
p�1 where

p

p � 1
2 Œ1; 2�:

So, for all possible i

'0
�i

j�j2
�i Of 2 L

p
p�1 :

From this we conclude that

f 0 2 Lp �Mp
q ;

and finally

kf 0jB0Mp
q ; r
k � kf 0kMp

q
C kf 1kMp

q

� kf 0kLp C C


1X
jD1

f j jB0Mp
q ; r


� Ckrf jB0Mp

q ; r
k C C


1X
jD1

f j jB0Mp
q ; r


� Ckrf jB0Mp

q ; r
k:
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3.10 Proof of Lemma 2.15

Density of OM in N s
p;q;r respectively in Bs

M
p
q ; r

. The idea is to approximate
f 2 N s

p;q;r by

fn WD

nX
kD0

f k :

From the definition of the spacesN s
p;q;r we immediately deduce that there exists

N 2 N such that  
1X

jDNC1

2sjrkf j kr
M
p
q

! 1
r

< ":

As far as the first terms f 0 to f N are concerned, we know that
NX
jD0

f j DW fN 2 OM :

So,

kf � fN jN
s
p;q;rk � C

 
1X

jDNC1

2sjrkf j kr
M
p
q

! 1
r

< C"

where C does not depend on f . This shows that fN approximates f in the desired
way.

The proof in the case Bs
M
p
q ; r

is the same – with the necessary modifications of
course.

Density ofOM in N s
p;q;r . The idea is the same as above.

Observe that the definition implies that there exist integers n and m such that X
j…¹�n;:::;0:::mº

2sjrkfj k
r
Ms
p;q

!1=r
�
"

2
:

As before, this gives us the result that OM is dense in N s
p;q;r .

Another idea to prove the density of C1 in N s
p;q;r arises from the usual molli-

fication. We have to show that for any given " and any given function f 2 N s
p;q;r

there exists a function g 2 C1 such that

kf � gjN s
p;q;rk � ":

As indicated above, our candidate for g will be a function of the form

g D 'ı � f

where 'ı is a mollifying sequence ( and ı will be specified later on).
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First of all, observe that due to Tonelli–Fubini we have 'ı � f j D .'ı � f /
j .

Now, as above we observe that the fact that f belongs to N s
p;q;r implies that there

exists N0 2 N such that  
1X

N0C1

2jsrkf j jMp
q k

r

! 1
r

� Q"

which together with [10], Lemma 1.8, immediately leads to the observation that 
1X

N0C1

2jsrk.f � f � 'ı/
j
jMp

q k
r

! 1
r

�
"

2
:

For the remaining contributions we first of all observe that

jf j � f j � 'ı j � krf
j
k1ı � Ckf jN

s
p;q;rk2

j ı:

In order to see this, note that f j 2 N s
p;q;1 which together with two results from

[10] similar to the estimate (3.2) and the embedding of Besov–Morrey into Besov
spaces (see also [10]) implies that

krf j k1 � Ckf jN
s
p;q;rk2

j :

In the case j D 0 observe that

.@xif /
0
D F �1.i�i Of �0/ D F �1.i�i Of �0.�0C�1// D f

0
�F �1.i�i .�0C�1//;

which implies that
k@xif

0
jMp

q k � Ckf
0
jMp

q k:

Apart from this observation, the argument is the same as the usual one known in
the framework of Lebesgue spaces.

Now, we can calculate for any radius R 2 .0; 1� and for any point x0 2 Rn

R
n
p
�n
q kf j � f j � 'ıkLq.BR.x0// D R

n
p
�n
q

 Z
BR.x0/

jf j � f j � 'ı j
q

! 1
q

� CR
n
p
�n
q

�
krf j kq1ı

qRn
� 1
q

� CR
n
p
�n
q

�
kf jN s

p;q;rk
q2jqıqRn

� 1
q

D CR
n
p kf jN s

p;q;rkı2
j

� Ckf jN s
p;q;rkı2

j ;
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from which we conclude that 
N0X
jD0

2jsrkf j � f j � 'ı jM
p
q k

r

! 1
r

�

N0X
jD0

kf jN s
p;q;rkı2

N0CN0sr

� .N0 C 1/kf jN
s
p;q;rkı2

N0CN0sr �
"

2

if we choose ı sufficiently small. This shows that f 2 N s
p;q;r can be approximated

by compactly supported smooth function – the convolution f �'ı �f has compact
support.

Now, we assume that f 2 Bs
M
p
q ; r

where s � 0, 1 < q � 2 and 1 � q � p �1
has compact support. First of all, we observe that according to Lemma 2.11 we
have f 2M

p
q and since it has compact support, f 2 Lq . From this we deduce

that whenever 0 � j � N0, f j 2 Bsq;m for all s 2 R and arbitrary m and in
particular, f j 2 Lp. So for each j there exists a ıj such that

kf j � f j � 'ıj k
m
q �

�
"

2.N0 C 1/

�m
:

If we now choose ı small enough, then 
N0X
jD0

2jsrkf j � f j � 'ı jM
p
q k

r

! 1
r

D

 
N0X
jD0

2jsrk.f � f �/j'ı jM
p
q k

r

! 1
r

�
"

2
:

The other frequencies are estimated as above.
Finally, we observe that f �'ı is not only smooth but also compactly supported

since it is a convolution of a compactly supported function with a compactly sup-
ported distribution.

Remark 3.7. A close look at the proof we just gave shows that in fact
T
m�0 C

m

is dense in the above spaces.

3.11 Proof of Lemma 2.16

We split the product fg into the three paraproducts �1.f; g/, �2.f; g/ and �3.f; g/
and analyse each of them independently.

(i) We start with �1.f; g/ D
P1
kD2

Pk�2
lD0 f

lgk . It is easy to see that a simple
adaptation of Lemma 3.15 of [11] to our variant of Besov–Morrey implies that it
suffices to show that 

1X
kD2

gk
k�2X
lD0

f l


2

Mn
2

! 1
2

� CkgjB0Mn
2 ; 2
k.kf jB1Mn

2 ; 2
k C kf k1/:
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In fact, we calculate 
1X
kD2

gk
k�2X
lD0

f l


2

Mn
2

! 1
2

�

 
1X
kD2

gk
 

sup
s

ˇ̌̌̌
ˇ
sX
lD0

f l

ˇ̌̌̌
ˇ
!

2

Mn
2

! 1
2

�

 
1X
kD2

kgkk2Mn
2

sup
s

ˇ̌̌̌
ˇ
sX
lD0

f l

ˇ̌̌̌
ˇ

2

1

! 1
2

�

sup
s

ˇ̌̌̌
ˇ
sX
lD0

f l

ˇ̌̌̌
ˇ
1


 
1X
kD2

kgkk2Mn
2

! 1
2

�

sup
s

ˇ̌̌̌
ˇ
sX
lD0

f l

ˇ̌̌̌
ˇ

1

kgjB0Mn
2 ; 2
k

(because of Lemma 4.4.2 of [17])

� kf k1kgjB
0
Mn
2 ; 2
k <1:

(ii) Next, we study �2.f; g/ D
P1
kD0

PkC1
lDk�1 f

lgk . For our further calcula-
tions we fix l D k. We will see that what follows will not depend on this choice,
so

k�2.f; g/jB
0
Mn
2 ; 2
k � C sup

s2¹�1;0;1º


1X
kD0

f kCsgk
ˇ̌̌
B0Mn

2 ; 2

:
In fact, we will show a bit more, namely �2.f; g/ 2 B1M

n
2

1 ; 1
. Again a simple

adaptation of Lemma 3.16 of [11] shows that we only have to estimate the sumP1
kD0 2

kkf kgkkM
n
2

1
. In fact, we have

1X
kD0

2kkf kgkkM
n
2

1
�

1X
kD0

2kkf kkMn
2
kgkkMn

2

�

 
1X
kD0

22kkgkk2Mn
2

! 1
2
 
1X
kD0

kf kk2Mn
2

! 1
2

� kgjB1Mn
2 ; 2
k kf jB0Mn

2 ; 2
k <1:

Once we have this, it implies together with the embedding of Besov–Morrey
spaces into Besov spaces (see [10]) – adapted to our variant of Besov–Morrey
spaces – and the fact that l1 � l2 immediately that

P1
kD0 f

kgk 2 B0
Mn
2 ; 2

. Fi-
nally, we get that �2.f; g/ 2 B0Mn

2 ; 2
.
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(iii) The remaining addend is �3.f; g/. Again, as in (i) it is enough to show that
we can estimate .

P1
lD2 kf

l
Pl�2
kD0 g

kk2
Mn
2
/
1
2 in the desired manner. In fact, we

observe that the following inequalities hold: 
1X
lD2

f l
l�2X
kD0

gk


2

Mn
2

! 1
2

�

1X
lD2

f l
l�2X
kD0

gk


Mn
2

�

1X
lD2

kf lkMn
2


l�2X
kD0

gk


1

D

1X
lD2

2lkf lkMn
2
2�l


l�2X
kD0

gk


1

�

 
1X
lD0

22lkf lk2Mn
2

! 1
2
 
1X
lD0

2�2l


l�2X
kD0

gk


2

1

! 1
2

� C

 
1X
lD0

22lkf lk2Mn
2

! 1
2
 
1X
lD0

2�2l


lX

kD0

gk


2

1

! 1
2

� Ckf jB1Mn
2 ; 2
k

 
1X
lD0

2�2l


lX

kD0

gk


2

1

! 1
2

(according to Lemma 4.4.2 of [17])

� Ckf jB1Mn
2 ; 2
k kgjB�11;2k

� Ckf jB1Mn
2 ; 2
k kgjN 0

n;2;2k

� Ckf jB1Mn
2 ; 2
k kgjB0Mn

2 ; 2
k <1;

where in the third last step we use the embedding result for Besov–Morrey spaces
due to Kozono/Yamazaki ([10]).

If we put together all our results from (i) to (iii), we see that we have the estimate

kgf jB0Mn
2 ; 2
k � CkgjB0Mn

2 ; 2
k.kf jB1Mn

2 ; 2
k C kf k1/

as claimed.
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