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Abstract: In a dynamic world, mechanisms allowing prediction of future situations can provide a selective advantage. We suggest that
memory systems differ in the degree of flexibility they offer for anticipatory behavior and put forward a corresponding taxonomy of
prospection. The adaptive advantage of any memory system can only lie in what it contributes for future survival. The most flexible
is episodic memory, which we suggest is part of a more general faculty of mental time travel that allows us not only to go back in
time, but also to foresee, plan, and shape virtually any specific future event. We review comparative studies and find that, in spite
of increased research in the area, there is as yet no convincing evidence for mental time travel in nonhuman animals. We submit
that mental time travel is not an encapsulated cognitive system, but instead comprises several subsidiary mechanisms. A theater
metaphor serves as an analogy for the kind of mechanisms required for effective mental time travel. We propose that future
research should consider these mechanisms in addition to direct evidence of future-directed action. We maintain that the
emergence of mental time travel in evolution was a crucial step towards our current success.
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He said “What’s time? Now is for dogs and apes! Man has
Forever!”
— Robert Browning, (1896) A Grammarian’s Funeral, p. 425.

1. Introduction

Time travel may never be physically possible (Holden
2005). For now at least, humans can travel in time only
in their minds. Mental time travel is a term we coined to
refer to the faculty that allows humans to mentally
project themselves backwards in time to re-live, or for-
wards to pre-live, events (Suddendorf & Corballis 1997).
Past and future travels share phenomenological character-
istics and activate similar parts of the brain. Mentally reliv-
ing past events is also known as episodic memory in the
literature and has been the topic of intense research
efforts (e.g., Tulving 1984; 2005). By contrast, mental con-
struction of potential future episodes has only very
recently begun to draw attention. Nevertheless, there is
growing recognition that mental time travel into the past
and future are related, and that the ultimate evolutionary
advantage must lie with the capacity to access the future
(Dudai & Carruthers 2005a; Suddendorf & Busby 2003b;
2005; Suddendorf & Corballis 1997; Tulving 2005).
Though we may often get it wrong, humans have in

general been extraordinarily successful in foreseeing, plan-
ning, and shaping the future, and indeed allowing us to
influence the earth itself in extraordinary but not always
benevolent ways (Dawkins 2000).

Since present behavior can increase or decrease an indi-
vidual’s future survival chances, one might expect many
species to have evolved anticipatory capacities. The
world is dynamic, and organisms that can pick up on sig-
nificant regularities (e.g., fluctuations in food availability)
and act in tune with them (e.g., being in the right place
at the right time) have an advantage over those that do
not. Many organisms actively influence their own futures
by creating an environment that suits their needs (so-
called niche-construction, Odling-Smee et al. 2003),
such as when a beaver dams a stream. However, future-
oriented mechanisms vary in flexibility, and relatively
inflexible mechanisms will often suffice.

Through natural selection, some species have evolved
behavioral predispositions to exploit significant long-term
regularities (e.g., seasonal variations). A hibernator, for
example, may hoard food for an impending winter even
if individually it has never experienced a winter. Such
instinctual future-directed behavior serves well, as long
as the environmental pattern persists. But even long-
term regularities may at times change drastically (e.g.,
climate change), and organisms fixed to a pattern that no
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longer prevails are disadvantaged relative to those that
have more flexibility. This can be achieved by individual
fine-tuning mechanisms, such as critical periods for para-
meter setting, imprinting, and other forms of learning.
Indeed, learning and memory in general may be regarded
as future-oriented adaptations that allow an individual,
rather than a population, to adjust to local change and
track short-term regularities.

Here we propose a taxonomy of how memory systems
differ in what they provide for the future. We argue that
mental time travel is the most flexible of those memory-
based systems, and the most recently evolved. We then
review evidence for mental time travel in nonhuman
animals, and suggest a framework that identifies subsidiary
mechanisms of mental time travel that nonhuman species
may or may not possess.

First, though, it is useful to distinguish perceptual
systems that detect and track relevant information, from
action systems that control behavior itself. Many animal
species, as well as human neurological patients and chil-
dren, show dissociations between what they know in the
perceptual domain and what knowledge they can use to
control action (Hauser 2003; Sterelny 2003). Perceptual
systems differ in the robustness of their tracking (e.g.,
use of single versus multiple perceptual channels to
track significant aspects of the environment) and storage
of information (e.g., knowing what is currently where).

Action systems differ in the flexibility or response
breadth they provide (Sterelny 2003); for example, they
may include relatively narrow options such as hibernating
or storing food, or highly flexible options like cooking and
preserving food in diverse ways. Organisms may have
sophisticated mechanisms to track temporal information
and yet inflexible action systems, and vice versa. Further,
the link between the two can be direct, or bottom-up,
when perception of a stimulus triggers a response, or
they can be top-down, mediated by internal represen-
tations (i.e., declarative memory). Top-down mediation
offers the opportunity for representations decoupled
from the immediate input to drive action flexibly and
independently.

2. A taxonomy of future-oriented cognition

Figure 1 shows a widely accepted taxonomy of human
memory systems (e.g., Miyashita 2004; Squire 1992), and
illustrates how this can serve as a basis for a parallel taxon-
omy of adaptation to the future.

Non-declarative or implicit memory systems are so called
because, in humans, their content cannot be declared or
verbalized (Tulving 1985). They allow stimulus-driven pre-
diction of regularities. For example, through association, a
conditioned stimulus (e.g., a sound) predicts the future
arrival of an unconditioned stimulus (e.g., food) and triggers
a future-directed response (e.g., salivation). In operant con-
ditioning a behavioral response predicts a certain outcome
(reward). Learning theory has described how organisms
use associations to predict the near future, and a growing lit-
erature is mapping its neurophysiological basis (e.g.,
O’Doherty 2004; Schultz 2006). Non-associative changes
in behavior, such as habituation, also can be understood in
terms of expectations (e.g., that the situation stays
unchanged). All these non-declarative memory systems
allow behavior to be modulated by experience such that
the organism gains a future advantage. We may call the
resultant future-directed mechanisms “procedural”
because flexibility extends only to learning to respond to
current indicators of upcoming events. The behavior is
stimulus-bound, or better, bound to the perceptual tracking
of stimuli.

Declarative or explicit memories provide greater flexi-
bility because they can also be voluntarily triggered top-
down from the frontal lobes, rather than bottom-up
through perception (Miyashita 2004). They may be regarded
as decoupled representations that are no longer directly tied
to the perceptual system. In humans, these memories are
conscious and at least partly verbalizable (Tulving 1985;
2005). Declarative memory can be subdivided into semantic
memory and episodic memory. Semantic memory contains
general knowledge, allowing learning in one context to be
voluntarily transferred to another. This capacity provides
the basis for inferential and analogical reasoning. Semantic
memory may thus enable semantic prospection that is
voluntary and not stimulus-bound. Nevertheless, such
prospection is restricted in that it builds on a knowledge
base that is impervious to particularities of the learning
event itself. It is the second component of declarative
memory, namely, episodic memory, that gives rise to the
notion of mental time travel.
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2.1. Toward a definition of mental time travel

Episodic memory, in contrast to semantic memory, pro-
vides access to the personally experienced event, rather
than just the knowledge extracted from the event. The
phenomenological experience of remembering, or what
Tulving (1985) calls autonoetic or self-knowing conscious-
ness, such as recollecting where and when one learned
that Wellington is the capital of New Zealand, is different
from merely knowing that fact. This distinction is sup-
ported by experimental manipulations and imaging
studies, and by dissociations in impairments following
brain injury (Gardiner et al. 2002; Henson et al. 1999;
Klein et al. 2002b; Tulving 2005). Thus, amnesic patients,
such as K.C., may know facts (e.g., the difference between
stalagmites and stalactites) and procedures (e.g., how to
play chess), without being able to recall a single personally
experienced event leading to knowing them (Tulving
2005). Episodic memory is not about regularities, but
about reconstructing particularities of specific events
that have happened to the individual.

In effect, then, episodic memory implies a mental
reconstruction of some earlier event, including at least
some of the particularities of that event, such as the prin-
cipal characters involved, the actions that took place, the
setting, and the emotional reactions. Metaphorically
speaking, it might be regarded as the result of a mental
journey into the past. This idea is readily extended to the
future. Based on previous experiences, we can imagine
specific events in the future, including the sorts of particu-
larities that have characterized events in the past. Mental
time travel into the future might include the planning of
some specific event, such as a dinner party, or it might
involve the mental anticipation of some event that we
know to be scheduled for some future date, such as a
job interview. Again, though, there is a distinction between
merely knowing that some event will occur, such as that
the sun will set, and mentally creating an event, such as

a sunset actually experienced, with gradual fading of
light, and the blue flash on the horizon as the last image
of the sun disappears.

The mental reconstruction of past events and construc-
tion of future ones may have been responsible for the
concept of time itself, and the understanding of a continu-
ity between past and future. Having a concept of time
allows us to understand that past and future are on the
same dimension, and what was the future eventually
becomes the past (that is, unless the universe comes to
an end). Mental time travel allows us to imagine events
at different points along this continuum, even at points
prior to birth or after death. This means that mental
time travel is a generative process, incorporating known
elements but arranged in particular ways to create the
experience of events that are actually occurring. Even epi-
sodic memory may not be a faithful recreation of a past
event. False memories have been widely documented
(e.g., Loftus & Ketcham 1994) and are readily created
in the laboratory (e.g., Roediger & McDermott 1995).
This means that mental time travel cannot be defined
in terms of the veracity of the content. We know what
mental time travel is because we can introspectively
observe ourselves doing it and because people spend
so much time talking about their recollections and
anticipations.

A major challenge, though, is to establish a definition, or
set of criteria, that might identify mental time travel in
nonhuman animals that cannot express their experiences
in words. This problem is akin to the decades-long
search for behavioral criteria for theory of mind (see
sect. 4.3) in nonhuman animals (Heyes 1998; Povinelli &
Vonk 2003; Premack & Woodruff 1978; Suddendorf &
Whiten 2003; Tomasello et al. 2005; Whiten & Byrne
1988). Tulving (1972) originally defined episodic
memory in terms of the kind of information it appears to
store: namely, what happened where and when. This is

Figure 1. Memory and prospection systems. The common taxonomy of memory systems (left), after Squire (1992), and its proposed
prospective counterpart (right).
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the so-called www criterion; that is, demonstrated under-
standing of what, where, and when might be considered
sufficient evidence that an imagined event is an instance
of mental time travel. For example, if an animal that
caches food can be considered to demonstrate under-
standing of what was cached, where it was cached, and
when it was cached, then it has episodic memory for the
caching event itself. Similarly, if its behavior indicates
specific knowledge of a future event, such as what food
it will retrieve, where it will find it, and when it will
retrieve it, then it may be said to have travelled mentally
into the future to a retrieval event itself. However,
although useful, the www criterion is neither necessary
nor sufficient for mental time travel. Personal experience,
as well as research on false memories, show that one can
mentally revisit an event without accurate information as
to what, where, and when, and conversely one can know
what, where, and when something happened (e.g., one’s
birth) without remembering the event itself (Suddendorf &
Busby 2003b). Thus, Tulving changed his definition to
emphasize the phenomenological experience (autonoetic
consciousness) of episodic retrieval (Tulving 1985; 2005),
and www memory in animals has been more cautiously
termed “episodic-like memory” (Clayton & Dickinson
1998).

Phenomenological experience, though, is a private
mental capacity, and one may rightfully wonder if one
could ever know of another organism’s mental world. It
is conceivable that neurophysiological criteria may even-
tually suffice, but there is as yet no agreement as to the
conditions defining phenomenological awareness, even
in humans. Nevertheless, for mental time travel to have
evolved, there must have been something natural selection
could work on, that is, some effect on survival or reproduc-
tion (unless it was merely an accidental side effect of some
other adaptation). The answer we propose is that mental
time travel provides increased behavioral flexibility to
act in the present to increase future survival chances
(Suddendorf & Busby 2003b; 2005). For example, one
might prepare for a forthcoming job interview based on
past experiences of interviews, and on imagining the ques-
tions one may be asked and on one’s possible replies to them.

If this argument is correct, then the crux of mental time
travel lies in its role in enhancing biological fitness in the
future, so that mental time travel into the past is subsidiary
to our ability to imagine future scenarios. Episodic
memory may also inform semantic prospection by, for
example, providing boundary conditions for the scope of
generalizations. Indeed, memories for particular contra-
dicting episodes are primed when people retrieve seman-
tic generalizations (Klein et al. 2002a). But we argue that
the primary role of mental time travel into the past is to
provide raw material from which to construct and
imagine possible futures. In establishing whether a given
behavior is indicative of mental time travel, then, we
should consider application of that behavior to the
future rather than to the past (Suddendorf & Busby
2005). We therefore advance the following description
of conditions that, if met, may entitle us to invoke the
construct of mental time travel to explain it.

Mental time travel is evident in voluntary behavior that
solves a problem that the organism will encounter at a
future point in time, where “future” entails that the
problem is not already manifest (as when acting to

satisfy a current hunger, for example). To ascertain that
a given behavior was driven by mental time travel, it is
necessary to rule out chance, innate predispositions, pro-
cedural and semantic prospection, or any combination of
these. We postulate that the crucial selective advantage
mental time travel provides is flexibility in novel situations
and the versatility to develop and adopt strategic long-
term plans to suit individual selected goals. Thus, para-
digms that use transfer tests and cross different domains
would be strongest in making cases for mental time
travel. Such tests provide evidence for mental time travel
into the past only by virtue of the evidence linking past
and future mental time travel, to which we turn next.

2.2. Evidence for continuity of past and future mental
time travel

Since past is fact and future is fiction, common sense
might suggest that different cognitive mechanisms
underlie recollection of past events and construction of
future ones. There is a fundamental causal asymmetry,
and one simply cannot know the future as one knows the
past. However, various lines of evidence suggest that
mental time travel into the past shares cognitive resources
with mental construction of potential future episodes
(Suddendorf & Corballis 1997). Normal adults report a
decrease in phenomenological richness of both past and
future episodes with increased distance from the present
(D’Argembeau & Van der Linden 2004). The temporal
distribution of past events people envisage follows the
same power function as the temporal distribution of antici-
pated future events (Spreng & Levine 2006). Amnesic
patients who are unable to answer simple questions
about yesterday’s events have been found to be equally
unable to say what might happen tomorrow (Klein et al.
2002b; Tulving 1985), and it is not until around age 4
that children are able to accurately answer both such ques-
tions (Busby & Suddendorf 2005). Patients with
depression who have trouble retrieving specific memories
from their past also have trouble imagining specific future
episodes (Williams et al. 1996). Finally, brain imaging has
shown that both remembering the past and imagining the
future are associated with frontal and temporal lobe
activity, although there are specific areas in the frontal
pole and medial temporal lobes that are more involved
with the future than with the past (Okuda et al. 2003).

The constructions of future and past episodes both
depend in part on semantic memory, since one must con-
struct events that are consistent with one’s general knowl-
edge of the world. Nevertheless, it is the episodic
component that provides the particularities that can fit
one’s future plans precisely to the occasion – the seating
arrangement, the clothes one might wear, the menu, the
topics of conversation. In allowing us to foresee unique
events, mental time travel offers the ultimate step in adap-
tation to the future. Like human language, it is open-
ended and generative, so there is no end to the number
of potential future scenarios one might envisage.

Although episodic memory preserves something of the
particularities of individual events, it is often unreliable
and subject to distortion, as we have seen. In cases of
amnesia, moreover, it is episodic memories that are the
most vulnerable (Wheeler et al. 1997). The fact that epi-
sodic memory is fragmentary and fragile suggests that
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its adaptiveness may derive less from its role as an accu-
rate record of personal history than from providing a
“vocabulary” from which to construct planned future
events (and perhaps to embellish events of the past). It
may be part of a more general toolbox that allowed us to
escape from the present and develop foresight (Sudden-
dorf & Corballis 1997), and perhaps create a sense of per-
sonal identity (Schacter 1996). Indeed, our ability to revisit
the past may be only a design feature of our ability to con-
ceive of the future (Suddendorf & Busby 2003b).

2.3. Neurophysiological evidence

We have suggested that neurophysiological evidence may
eventually serve as a proxy for the phenomenology of
mental time travel. There is increasing evidence concern-
ing the neurophysiology of mental time travel in humans,
but little from nonhuman animals. Some of this evidence
suggests, in fact, that mental time travel may be uniquely
human, since the brain areas involved have apparently
undergone changes that are not evident in other primates.
For example, the key to mental time travel may lie in part
in the expansion of the brain, and the prefrontal cortex in
particular, in human evolution. Brain size varies between
species partly as a function of body size, and an appropri-
ate comparative measure is the encephalization quotient
(EQ), devised by Jerison (1973), which is based on the
regression of brain weight on body weight. The human
EQ is about three times that of the chimpanzee.
Further, it has been claimed that the increase is larger
in the prefrontal cortex, known to be critically involved
in episodic memory (see review by Wheeler et al. 1997)
than in other brain areas (Deacon 1997). Although this
disproportionate increase has been disputed (e.g.,
Semendeferi et al. 1997; Uylings 1990), Deacon (1997)
argues that other studies have failed to measure prefron-
tal cortex independently of motor and premotor areas.
A more recent study confirms the disproportionate enlar-
gement of the prefrontal cortex in humans, but indicates
that it is restricted to white matter, and does not apply
to grey matter (Schoenemann et al. 2005).

Regardless of the question of size, there is also evidence
that the prefrontal cortex has been substantially reorgan-
ized in the course of human evolution. For example,
Area 13, which appears to be a subdivision of Area 11, is
only about half that expected on the basis of brain size,
and Semendeferi et al. (1998) suggest that this diminution
occurs because other regions of Area 11, along with
regions of Area 47, have been enlarged to accommodate
a large number of specialized subdivisions. The frontal
pole is also considerably enlarged relative to that in apes,
especially in the right hemisphere (Semendeferi et al.
2001). Summarizing this evidence, Flinn et al. (2005)
suggest that these changes to Area 11 and the right pre-
frontal cortex appear to be involved in “self awareness,
social problem solving, the ability to recall personal experi-
ences, and the ability to project oneself into the future”
(pp. 30–31).

The involvement of the prefrontal cortex may depend
on neural loops that also encompass the basal ganglia
and perhaps other regions as well. In one functional mag-
netic resonance imaging (fMRI) study, for example, brain
activity was recorded while human subjects learned
actions in a Markov decision task that would bring either

immediate or future rewards (Tanaka et al. 2004).
In both cases significant activity was seen in the lateral
orbitofrontal cortex and striatum, but for actions concern-
ing future rewards, there was additional activation in the
dorsolateral prefrontal cortex, inferior parietal cortex,
dorsal raphe nucleus, and cerebellum. Regression analysis
also suggested graded maps of time scale within the insula
and striatum, with ventroanterior regions involved in pre-
dicting immediate rewards and dorsoposterior regions in
predicting future rewards. In another study involving
appetitive conditioning in humans, fMRI recordings
showed activity in the orbitofrontal cortex and striatum
to be dependent on the time between a present con-
ditioned stimulus and an anticipated reward (O’Doherty
et al. 2002; see also O’Doherty 2004).

3. Mental time travel in nonhuman animals?

Nonhuman species commonly display behaviors that
depend on non-declarative future-oriented systems, and
there is strong evidence that some of them can also
deploy semantic memory for future-directed action. For
example, the chimpanzee Panzee declared where food
was hidden outside her enclosure by touching a lexigram
denoting the food and directing a naı̈ve human to it by
pointing to its location (Menzel 2005). Although this
shows that she knew where the food was, it does not
prove that she remembered the hiding event itself, just
as one can know where the car keys are without remem-
bering the event of putting them there. The “linguistic”
outputs of trained apes may demonstrate declarative
(i.e., semantic) memory, such as the knowledge of which
symbols go with which objects or actions, but they do
not include reports of travels down memory lane. They
have not provided evidence of mental time travel. There
is so far no use of tense, nor any sense that the animals
are telling stories about previous or anticipated episodes.
In marked contrast, human conversation is replete with
references to past and planned future episodes (e.g.,
Szagun 1978).

3.1. Mental time travel into the past

Despite our earlier reservations, the www criterion for
episodic memory has featured prominently in recent
comparative research. Though one might expect to find
precursors of mental time travel in our closest living
relatives, the most vigorously argued case has come, not
from apes, but from birds that cache food in various
locations and later retrieve it. Scrub jays can select food
locations not only according to the type of food, but also
according to how long it has been stored. For example,
they will recover recently cached worms in preference
to nuts, since fresh worms are more palatable; but if
the worms have been cached for too long, they will retrieve
nuts, because the worms will have decayed and become
unpalatable (Clayton et al. 2003). Scrub jays seem to
know what has been cached, where it was cached, and
when it was cached, thus apparently meeting the www
criterion. As noted earlier, however, investigators have
used the term “episodic-like memory” in acknowledgment
that the www criterion need not imply true episodic mem-
ory, in part because there need not be any implications
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about autonoetic consciousness (Clayton et al. 2003;
Emery & Clayton 2004).

When humans talk about past events, they typically
exchange information about even more “w”s, such as
“who did what to whom, and when, and where, and why,
and what happened next” (Suddendorf & Corballis 1997,
p. 159). Recent evidence indicates that jays may indeed
also store information about who observes them cache
(Dally et al. 2006b). The birds were more likely to move
the food to new locations if a more dominant bird
observed the caching than if a less dominant bird did so.
The outcome of this re-caching behavior was presumably
a reduction in the likelihood of the food being pilfered
in future.

This innovative research program on scrub jays has
inspired similar work on other species, with varying
success (see Table 1 for a summary). Rhesus monkeys,
for example, seemed unable to learn that a preferred
food was available only after a short interval, but not
after a long one (Hampton et al. 2005), whereas rats
were able to learn that a particular arm of a maze con-
tained chocolate pellets after a long delay but not after a
short delay (Babb & Crystal 2005).

The cases listed in Table 1 explicitly link their results to
one of the “w”s of episodic-like memory. Numerous earlier
studies might be included when re-categorized in line with
this interpretation (see, e.g., Schwartz & Evans 2001). No
doubt this table will be expanded and altered further as
more comparative research is conducted with the explicit
aim of uncovering evidence for episodic-like memory.
We believe that this approach may provide one of the
first areas in which research systematically maps the
types of mental content in different species. Although we
look forward to a more comprehensive table, we remain
unconvinced that any of these cases shows true mental
time travel (Hampton & Schwartz 2004; Roberts 2002;
Suddendorf & Busby 2003b).

Suddendorf and Busby (2003b) put forward various
reasons why the data from jays and other species are not
yet conclusive. In the present article, we have noted
earlier the distinction between the type of information
stored and the experience of mentally revisiting an
episode that led Tulving to change his definition of episo-
dic memory. The information listed in Table 1 may be
known rather than remembered. There is a difference

between remembering having put something somewhere,
some time ago, and simply knowing right now what is
where, and how fresh it is. In fact, episodic-like memory
may result from feed-forward mechanisms that need not
be about the past at all. Episode A may cause cognitive
change B, which may in turn affect later behavior C,
without B carrying any information about A itself
(Dretske 1982). For example, performance that depends
on time since an event may rely on the strengths of
memory traces, which fade in time, and may therefore
provide a direct cue without implying mental travel
through time. Trace strength or some other time-
dependent process may act as a clock to determine a
“use-by” date for consumption.

One argument against this specific idea that www
memory may depend on trace strength is that rats, at
least, still show the effects of trace strength in the accuracy
of recognition after hippocampal lesions, yet lose the
ability to discriminate temporal order (Eichenbaum
et al. 2005), a finding that is also consistent with the hippo-
campus being a primary site for episodic memory in
humans. Even so, the hippocampus may be involved in
access to trace strength as a discriminative cue, so failure
to make temporal discriminations after hippocampal
damage need not rule out the trace-strength hypothesis.
Whether or not this specific hypothesis is correct, it
should be clear that there are viable alternatives to the
notion that evidence for www, or even wwww, memories
is evidence for mental time travel. Indeed, even the orig-
inal proponents of this approach concede that these mem-
ories may exist without the jays mentally reconstructing
the past (Dally et al. 2006b).

A few researchers have tried to tackle the question with
different sets of innovative methodologies (Zentall 2006).
For example Zentall et al. (2001) taught pigeons to press
one or the other of two new keys depending on whether
they had previously responded or not responded on
another earlier key – which suggests an ability to refer to
a previous behavioral episode. Similarly, dolphins appear
to remember their own previous behavior, as shown by
an ability to respond to commands equivalent to sentences
like “do something not recently done,” or “repeat the most
recent response” (Mercado et al. 1998). Rats show evi-
dence for temporal order. When exposed to sequences
of four different odors in distinct locations, rats later

Table 1. Recent studies suggesting knowledge of different “w” information in various species that form part of “episodic-like” memory

Species What Where When Who Example Studies

Chimpanzees Yes Yes ? Yes (Menzel 2005)
Crested Gibbons Yes Yes ? ? (Scheumann & Call 2006)
Gorillas Yes Yes ? Yes (Schwartz et al. 2002; Schwartz et al.

2005)
Hummingbirds ? Yes Yes ? (Henderson et al. 2006)
Mice Yes Yes Yes ? (Dere et al. 2005)
Orangutans Yes Yes ? ? (Scheumann & Call 2006)
Rats Yes Yes Yes ? (Babb & Crystal 2005; Eacott et al.

2005)
Rhesus monkeys Yes Yes No ? (Hampton et al. 2005)
Scrub jays Yes Yes Yes Yes (Clayton & Dickinson 1998; Clayton

et al. 2001; Dally et al. 2006b)
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showed above-chance performance on tests in which they
were to choose which of two odors or locations had
occurred earlier in the sequence (Eichenbaum et al.
2005). However, all of these approaches run into problems
of interpretation similar to those that afflict the “www”
approach. As we suggested earlier here and elsewhere
(Suddendorf & Busby 2005), the solution may be to
focus on future-directed behavior instead of on episodic
memory. We argue that it is action with the future in
mind that provides increased selective advantage and is
hence visible to evolution. If we are right, it might also
be visible to clever researchers (if nonhuman animals
have it).

3.2. Mental time travel into the future

Animals meet significant recurrent problems such as sea-
sonal food shortages in different ways (e.g., through
migration, torpor, increased fat storage). Caching food is
a solution that has evolved among some mammals and
birds that provide for their young (Smith & Reichman
1984). This strategy rests on some memory capacities
and suggests orientation to future consumption, but it
need not imply that the animal actually envisages that
future, or even explicitly plans for it. For example, one
study showed that rats continued to cache food in locations
in a maze where food was later repeatedly degraded or pil-
fered, even though they avoided those locations in retriev-
ing the food (McKenzie et al. 2005). This suggests that
they had little sense of what would happen in the future.
Similarly, young scrub jays vigorously cache all kinds of
objects well before they develop the behavior of retrieving
them. When caching and retrieval develop in such predict-
able fashion, it appears to be based on instinctive or
implicitly learned predispositions that may be modulated
by semantic memory but need not involve mental time
travel (Suddendorf & Busby 2003b).

A possible test of “episodic-like” prospection might run
as follows. The birds would first be taught that if they
select a cache location under one condition (say, a green
light) they will be allowed to retrieve from that location
at any time, but if they select under another condition
(say, a red light) they must wait at least a day before
being allowed to retrieve. Assuming that they could
learn this, they are then given the choice of worms or
nuts, and the question is whether they would select fresh
worms when allowed immediate access, but would antici-
pate decayed worms when access is delayed, and so choose
nuts. If such anticipation were possible, it might indicate
an understanding that how long food has been cached
projects into the future as well as into the past. However,
the same difficulties as with “episodic-like” memory apply.
The birds might seem to understand the state of the world
tomorrow (rotten worms) only through a combination of
predispositions and specific learning algorithms that
have evolved in the caching context (Dally et al. 2006b;
Suddendorf & Busby 2003b).

Whatever the outcome of such an experiment, adult jays
have been shown to modulate caching behavior in ways
that seem to take the possibility of future pilfering into
account. Earlier, we alluded to evidence that they re-
cache food if observed by a more dominant bird (Dally
et al. 2006b). Another study has shown that, when
observed caching food, jays re-cache food only if they

themselves had previously stolen the food of others.
Birds with experience of theft seem to anticipate a
future in which their own food might be stolen, and act
accordingly (Emery & Clayton 2001). It takes a thief to
know a thief.

Prevention of pilfering is a common adaptive problem
for species that store food, and various strategies have
evolved to deal with it (for a review, see Dally et al.
2006a). Both scatter-hoarders (e.g., ravens) and larder-
hoarders (e.g., acorn woodpeckers) may carefully disguise
their caches or actively defend their stores (e.g., Bugnyar &
Heinrich 2006). Strategies of pilferage avoidance are
increasingly being documented. For example, Eastern
grey squirrels space caches further apart when conspeci-
fics are present and preferentially dig oriented away
from them (Leaver et al., in press). Theft is not the only
future problem that hoarders may address. Gray squirrels
bite out the seeds of white oak (but not red oak) acorns
before storage, which prevents germination (Steele et al.
2001). Treating food before storage (e.g., pine squirrels
dry mushrooms in the sun) or keeping it alive but unable
to escape (e.g. moles biting worms) are strategies that
reduce spoilage and hence increase future survival
chances (e.g., Smith & Reichman 1984).

Are these future-oriented behaviors fundamentally
different from non-behavioral species-specific adaptations
to the same problem, such as seasonally storing food as
blubber or body fat? Perhaps not. Advantageous behavior
can lead to evolutionary change (Bateson 2004) and can
become instinctive as descendants of animals displaying
the behavior face selection pressure for reliable, less
resource-intensive shortcuts. New Caledonian crows, for
example, manufacture and use tools (Hunt 1996). Although
there is evidence for social transmission (Hunt & Gray
2003), the birds appear to have inherited a predisposition
for tool use. They show such behavior without any experi-
ence or opportunity for observation (Kenward et al. 2005).
Adaptations for certain types of memory and learning have
also been reported in regent honeyeaters. In line with eco-
logical factors (i.e., replenishment rates), these birds easily
learn to avoid recently rewarding food locations and to
return after long periods, but do poorly when the contin-
gency is the other way around (Burke & Fulham 2003).
Though this learning is appropriately future-oriented to
the contingencies of its habitat, such constraints dis-
tinguish it from the flexible future-oriented behavior
characteristic of human mental time travel.

3.3. The Bischof-Köhler hypothesis

We argued earlier that the selective advantage of mental
time travel is the increased flexibility in acting in the
present to secure future needs. First, therefore, one has
to be capable of conceiving having different future
needs, such as imagining being thirsty when currently
quenched. One hypothesis, proposed by Bischof-Köhler
(1985) and Bischof (1985), is that it is in fact an inability
of nonhuman animals to flexibly entertain future need or
drive states that limits their capacity for mental time
travel. That is, nonhuman animals are unable to differen-
tiate future states from present ones (Bischof-Köhler
1985; Bischof 1985; Suddendorf & Corballis 1997). Super-
ficially, at least, this hypothesis cannot be correct, since
many species act to secure future needs, as illustrated by
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the caching of food. As noted, though, such behaviors may
typically be largely instinctive, and experience may only
allow changes within specific domain parameters. The
Bischof-Köhler hypothesis may still apply to more individ-
ual, flexible situations involving non-instinctive behaviors.
One study suggests that children anticipate future needs
by around age 4 (Suddendorf & Busby 2005), and the chal-
lenge is now to document its development in more detail
and to test nonhuman species.

Nonverbal tests of the Bischof-Köhler hypothesis have
been proposed (Suddendorf 1994; Suddendorf & Busby
2005; Tulving 2005), but have yet to be carried out.
They involve controlling a current need state, such as
ensuring that the subject is no longer thirsty, and then pro-
viding an opportunity to secure a future need, such as
obtaining a drink for a future situation that will induce
thirst. There are various caveats to consider in order to
rule out alternative explanations based on instinct or
associative learning (Suddendorf & Busby 2005). For
example, instinctual explanations can be ruled out if the
experimental scenario does not involve species-typical
behavior and if similar problems can be solved in a
variety of domains. If the same animal were to pass
variations of such tests across different needs (e.g.,
hunger, thirst, temperature) and contexts (locations,
time-intervals), the Bischof-Köhler hypothesis would
become increasingly untenable.

Mulcahy and Call (2006) recently came closest to imple-
menting such a test. They trained bonobos and orangutans
to obtain grapes from an apparatus using a tool. Access to
the apparatus was then blocked and the animals were pre-
sented with a selection of two suitable and six unsuitable
tools which they could take into a waiting room from
where the apparatus was still visible. An hour later, they
were allowed back into the testing room and given
access to the apparatus. In 7 out of 16 trials, on average,
the apes carried a suitable tool into the waiting room
and returned with it to obtain grapes an hour later.
There were strong individual differences in performance,
with one orangutan achieving 15 out of 16 correct. This
orangutan and the best performing bonobo were then
tested again, but with an overnight delay between tool
selection and return. They still returned with a suitable
tool in more cases than expected by chance. A third exper-
iment showed that the apes could pass the task even when
they could not see the apparatus during tool selection. The
final control study investigated whether the animals
merely associated the tool with the reward. Subjects
again received a grape reward if they returned with the
right tool, but were not actually given an opportunity to
use the tool. Performance in this condition was poorer,
suggesting that they did plan ahead in the other studies
(Mulcahy & Call 2006).

Nevertheless, there are some concerns about this con-
clusion (Suddendorf 2006). The same tools were appropri-
ate over trials, so apes could have just learned to always
return with these same tools. This highlights the import-
ance of the final control condition designed to rule out
explanations based on associations. However, this control
condition was not given to the successful animals of Exper-
iments 1 to 3, but to a new group of four animals. Two of
these never brought the tool back and hence could never
have experienced the reward that may have facilitated per-
formance in the previous studies. Thus, their data do not

inform us about the power of the reward. The other two
performed identically to two animals in Experiment 1.
Thus, contrary to what the authors claimed, association
cannot be ruled out (Suddendorf 2006).

But even if subsequent studies confirm that great apes
can select and keep a different tool for a specific future
use, it does not show anticipation of future needs as pro-
posed by the Bischof-Köhler hypothesis. The “future
need” potentially anticipated in these studies refers to
the “need” for a tool to satisfy a current desire for the
treat, not anticipation of a different internal drive or
need state (e.g., such as a future desire that is different
from present). The studies did not control or manipulate
the drive or need state of the subjects, and it is not unrea-
sonable to assume that they all had a desire for grape
rewards throughout testing (Suddendorf 2006). Animals
that are not capable of conceiving of future drive and
need states would have little reason to concern themselves
with a remote future, as all they would care about is satis-
faction of current needs. More research is required to
determine the extent of animal foresight, but at present
the limit proposed by the Bischof-Köhler hypothesis has
not been falsified.

We are not making these killjoy arguments because of
any preconceived notion about the way the world should
be. We would be delighted if it could be established that
other species have mental time travel. It would be a
serious challenge to many humans’ anthropocentric world-
view and would have profound moral implications
(Suddendorf & Busby 2003a). Those species that can be
shown to ponder what has happened, and to speculate
about what might happen in the future, would require fun-
damentally different welfare considerations. For example,
they would suffer not just from current pain, but also from
revisiting past and anticipating future pain (Lea 2001). At
present, there is no need to abandon the null hypothesis,
but neither are we in a position to firmly conclude that
other animals do not possess this capacity. We admit
that a substantial body of comparative data is required
before it can be concluded that any trait is uniquely
human (Hauser et al. 2002).

Given the selective importance of future-oriented beha-
vior, species are likely to have evolved a wealth of different
mechanisms. The growing research interest in the ques-
tion of animal mental time travel may help identify and
describe these mechanisms. Our closest surviving rela-
tives, the great apes, may be expected to have precursors
of the human ability (e.g., foresight limited to serving
current needs). Mulcahy et al. (2005), for example, have
shown that gorillas and orangutans can select an appropri-
ate tool in one location to solve a problem at another
location that was not simultaneously visible. There is a
range of evidence that great apes can imagine alternative
states of the world (see sect. 4.1) and may hence offer a
link between animal and human minds (for a review, see
Suddendorf & Whiten 2001). It is possible, then, that ante-
cedents of mental time travel had evolved in the common
great ape ancestor. It has been argued that living in fission-
fusion societies, as modern chimpanzees do, may have
selected for an increased capacity to monitor across time
and space the comings and goings of other group
members (Barrett et al. 2003). Alternatively, ecological
pressures on large arboreal apes, like modern orangutans,
feeding on spatially and temporally variable food sources
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(e.g., fruit) might have led to selection for increased track-
ing of these patterns and planning of travel routes in our
common ancestor. But it remains to be established what
exactly the nature and extent of modern apes’ foresight
(and that of other animals) is. We maintain that the data
so far continue to suggest that mental time travel is
unique to humans. Next we make the case that future
research should focus not only on purported instances of
mental time travel, but also on subsidiary mechanisms
that are typical of human mental time travel and that
may be necessary to sustain it.

4. Components of human mental time travel

One reason to question whether mental time travel is poss-
ible in nonhuman animals is that flexible anticipation of
particular events is no easy feat and may involve a suite
of cognitive abilities that may not be available to animals
or to young children (Suddendorf & Busby 2003b;
Suddendorf & Corballis 1997). Failures in any one of these
may lead to disappointed expectations (a source of much
human misery and, we may add, many a punch line) or
to no anticipation at all. To evolve a flexible anticipation
system, many cognitive components may need to be in
place to achieve a level of accuracy that provides a selec-
tive advantage sufficient to compensate for the enormous
expense of cognitive resources. An appropriate metaphor
might be a theater production, which also requires many
subsidiary activities apart from the production itself. In
the words of Shakespeare, “All the world’s a stage,” and
this, we suggest, may include the mental world.

In likening mental time travel to a theater production,
we are not making any claims about a Cartesian theater
of the mind, as discussed by Dennett (e.g., 1995), nor
about simulation or any other mechanisms by which this
may be instantiated in the brain. Mental simulation of per-
ception and action is of course one way of thinking about
conscious thought in general (Hesslow 2002) and mental
time travel in particular (Suddendorf 1994), but the
point of the analogy here is simply to draw attention to
the range of mental capacities that might be considered
necessary to engage successfully in mental time travel.
We discuss the main theater components and their cogni-
tive analogs in the following sections.

4.1. The stage

To entertain a future event one needs imagination – some
kind of representational space in our mind for the imagin-
ary performance. In cognitive psychology the concept
of working memory is usually conceived of as such a
space (or workbench) where information is temporally
combined and manipulated (Baddeley 1992). Human
working memory appears to comprise, in addition to a
central executive, two distinct subsystems: a phonological
loop and a visuospatial sketchpad. Although non-lingual
species may not have anything like the inner voice and
inner ear (i.e., the phonological loop), they may very well
have an image-based system (i.e., the visuospatial
sketchpad).

To represent the future, the stage has to allow combi-
nation not only of recently presented material, but also
of information stored in long-term memory. It must

allow offline processing. Dreaming is an example of
offline processing, and mammals appear to have dreams.
Offline replay during sleep may be involved in consolida-
tion of declarative memories in the hippocampus (Kali &
Dayan 2004; Wilson & McNaughton 1994). In fact,
dreaming or day-dreaming may be regarded as a form of
“scenario building” that social mammals may have
evolved to allow practice/play without suffering conse-
quences (Alexander 1989).

To make such offline processing, or mental play, directly
relevant to situations, however, one also has to be able
to collate it with perceptions of the present real world.
So-called secondary representations are thought to allow
just that (Perner 1991; Suddendorf 1999). In addition to
a primary representation of current reality, a secondary
representation of a goal constellation, for example, allows
an individual to test potential moves by mental rather
than physical trial and error. This capacity is also evident
in pretend play (where one entertains an imaginary
world while maintaining awareness of the real), in Piage-
tian invisible displacement tests (where one needs to
reason about an invisible past trajectory of a target), and
in various other basic cognitive tasks. During the second
year of life, human children begin to display evidence
for secondary representation in each of these contexts
(Perner 1991; Suddendorf & Whiten 2001). A review of
the literature found that only our closest relatives, the
great apes, have so far provided some evidence for second-
ary representation in all of these areas (Suddendorf &
Whiten 2001; 2003; Whiten & Suddendorf, in press) and
may therefore have the mental stage to imagine past or
future events. Though convergent evolution may have pro-
duced similar skills in other species (e.g., corvids; see
Emery & Clayton 2004), our own capacity for secondary
representation appears to have evolved in the common
great ape ancestor some 14 million years ago (Suddendorf
& Whiten 2001).

4.2. The playwright

To generate content, imaginary events need a script or
narrative. This requires access to a declarative data-
base – that is, stored information that is not stimulus
bound, but can be made available top-down. As noted
earlier, some nonhuman species appear to have declara-
tive memory that could serve this function. To generate
new content, however, one further needs to be able to
combine and recombine existing elements. Like language,
imaginary narratives may operate according to the prin-
ciple of “discrete infinity” (Hauser et al. 2002), involving
the recursive application of rules to create an unlimited
set of potential future scenarios (Suddendorf & Corballis
1997).

Recursion is a computational procedure that calls itself,
or calls an equivalent kind of procedure – as exemplified
in sentences with embedded clauses, such as “The malt
that the rat ate lay in the house that Jack built.” Recursion
lies at the heart of grammar, and enables us to create, from
a finite set of elements, a potential infinity of sentences
that convey a potential infinity of meanings. Recursion
may also be said to underlie other aspects of human
thought, including perhaps music, manufacture, naviga-
tion, social relationships, and numbering systems (Corballis
1991; Hauser et al. 2002). Theory of mind, which is the
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understanding that others have beliefs, desires, or inten-
tions, for example, can involve several levels of recursion,
as in such propositions as I think that you think I think
you’re stupid, which involves double recursion. Counting,
as distinct from subitization or number estimation,
involves principles that can be used recursively, enabling
us to enumerate indefinitely. We humans, at least, use
the concept of time in recursive ways, as in our under-
standing of such sentences like “Next Thursday he will
have arrived in Mexico.” The future perfect is but one of
some 30 different tenses in English, and reflects the
close relation between language and mental time travel.
Children begin to show a recursive, generative capacity
in the early preschool years.

There is as yet little, if any, evidence for recursion in any
nonhuman species (Corballis 2003). Many birds sing songs
of considerable complexity, and individual birds may have
repertoires of many songs, involving different sequences of
notes, but individual songs tend to be fixed and are
repeated with remarkable consistency (e.g., Kroodsma &
Momose 1991). There has been at least one claim that
birds can generate songs using grammatical principles:
Hailman and Ficken (1986) reported that the songs of
chickadees follow rules governing the selection and
sequencing of notes, but those rules appear to conform
to a simple finite-state grammar rather than a context-
free grammar like that underlying human language
(Corballis 1991, p. 140). There is no evidence of recursion.

A recent claim that starlings can learn to recognize
recursive patterns of sounds (Gentner et al. 2006) is, in
our opinion, without foundation. The experimenters gen-
erated recursive sequences of up to eight sounds by
embedding pairs of sounds, each consisting of a rattle
and a warble, into another pair in recursive fashion. For
example, if Ai denotes a rattle and Bi a warble, two levels
of embedding would create the sequence A3(A2(A1B1)
B2)B3. Exact sequences were seldom repeated, since the
actual sounds were randomly selected from a population
of eight rattles and eight warbles. The birds were able to
discriminate sequences based on this recursive embedding
from sequences not obeying the rule. This need not mean,
though, that they understood recursion, since each
sequence could be regarded as simply comprising a
sequence of rattles followed by a sequence of warbles
(e.g., A3A2A1 followed by B1B2B3). That is, the birds may
simply have established the number of sequential rattles
and the number of sequential warbles, and responded
positively if the two were equal. Number perception for
auditory sequences in birds may actually surpass that in
humans (Thompson 1969), so a strategy of “estimate-
and-match” may well have been within the capacity of
the starlings. An earlier study showed that tamarins were
unable to perform an analogous discrimination task
(Fitch & Hauser 2004), but even if they had been able
to make the discrimination, it need not have implied that
they recognized recursion itself (see Corballis [in press]
for more detailed discussion).

4.3. The actors

Events typically involve characters, and mental time travel
might well have evolved in order to predict (and aid or
thwart) the behaviors of others (discussed further on in
this section). To represent self and others realistically

requires declarative knowledge of individuals and some
folk psychology (i.e., theory of mind) to predict how they
act (e.g., knowing that they typically act on the basis of
their beliefs to fulfill their desires). With such knowledge,
one can engage in more sophisticated social competition
and cooperation, and one of the most effective ways to
do so is to act like an actor: “to see ourselves as others
see us, so as to cause them to see us as we would like
them to rather than as they would like to” (Alexander
1989, p. 491). Self-awareness is difficult to define and
measure. Alexander (1989) argues that one important
aspect of self-awareness springs directly from an ability
to consider one’s self in various alternative versions of
future events. This is the notion of “free will,” implying
that one can deliberately choose to pursue one of several
entertained paths.

It is established that great apes, like 2-year-old children
and unlike many other animals tested, can at least recog-
nize themselves in mirrors (e.g., Bard et al. 2006; Gallup
1970; Patterson & Cohen 1994; Suarez & Gallup 1981).
They have an expectation of what they look like from the
outside, and this expectation is rapidly updatable (Nielsen
et al. 2006). Together with evidence for some understand-
ing of what others can see (Call et al. 1998; Hare et al.
2000) or did see (Hare et al. 2001), this strongly suggests
that they can “see themselves as others see them” at least
in the literal sense. But it is not so clear whether they
care about manipulating how others see them (even in
this literal sense, only humans regularly adorn themselves
with jewellery and clothes).

Nevertheless, there is a sizable body of evidence to
suggest that primates do engage in various forms of tactical
deception in social interactions (Whiten & Byrne 1988).
Primate social knowledge is impressive. Many primates
recognize other individuals, as well as their social rank
and relations (Seyfarth et al. 2005). Great apes and
2-year-old children also appear to have some limited folk
psychology, but the precise nature of their capacities
remains to be established (e.g., Suddendorf & Whiten
2003; Tomasello et al. 2003). Currently, the available
data suggest that they do not have a representational
theory of mind which includes the capacity to metarepre-
sent that others may hold representations contradicting
their own (Call 2001; Whiten & Suddendorf 2001). It is
only between ages 3 and 4 that humans pass tests (e.g.,
false-belief tasks) that demonstrate such understanding
(e.g., Perner 1991; Wellman et al. 2001). We have argued
that it may require this level of folk psychology to be able
to identify with one’s future self, understand that this
future self may have mental states that differ from one’s
current states, and care about them (Suddendorf & Cor-
ballis 1997). As Hazlitt (1805) observed: “The imagination
. . . must carry me out of myself into the feelings of others
by one and the same process by which I am thrown
forward as it were into my future being, and interested
in it” (p. 1).

4.4. The set

The mental play also needs a physical context that operates
according to real-world principles. This requires some
“folk physics.” Although one prominent researcher
recently concluded that not even apes can mentally rep-
resent unobservable causal factors such as gravity and
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force (Povinelli 2000), many other researchers are not con-
vinced that their folk physics is quite so limited (Allen
2002; Hauser 2001; Whiten 2001). Chimpanzees, for
example, have passed double invisible displacement
(object-permanence) tasks that require reasoning about
the movement of objects that are no longer perceptible
(Collier-Baker & Suddendorf 2006).

Especially important to mental time travel is some
appreciation of the time dimension itself. Some funda-
mental timing processes (e.g., circadian rhythms) that
link behavior to regular environmental changes are
clearly widespread in the animal kingdom and are fairly
well understood (e.g., Albrecht & Eichele 2003). Other,
more cognitive processes are less well understood. There
appear to be various different timing mechanisms in the
human brain that track key information about temporal
distance, order, and location within time patterns and
humans appear to draw on different combinations of
those (Friedman 2005).

Proposals for time measurement mechanisms range
from discrete accumulating neural pacemakers (e.g., in
scalar expectancy theory) to models involving continuous
decay strength of memory traces. As noted earlier,
fading of memory may itself provide temporal information
that could account for the when component of www
memory in scrub jays. In humans, cognitively controlled,
rather than automatic, tracking of the passage of time
typically activates the right hemispheric dorsolateral
prefrontal cortex, an area also implicated in working
memory (Lewis & Miall 2006). Lewis and Miall argue
that both working memory and judging temporal distance
may depend on the same dopamine-modulated neuronal
system. Children begin to accurately discriminate
distances of past events from around age 4 onwards
(Friedman & Kemp 1998).

Mental time travel may itself make such timing based on
memory-decay functions less reliable. Since mentally
constructing and reconstructing episodes reactivates
memory traces, it may strengthen these memory traces
and make them appear to be “fresher” in memory than
warranted by age alone. Other timing mechanisms may
therefore have evolved for the construction of a more
accurate chronology. Indeed, chronology appears not to
be a basic property of human memory, but rather, depends
on active repeated construction (Friedman 1993). Some
information about the order in which events occurred
(e.g., before and after) may, however, be stored in
memory. As we saw earlier, even rats show evidence of
tracking temporal order (Eichenbaum et al. 2005).

How internal clocks, order codes, or other processes
give rise to adult human concepts of the time dimension
remains unclear. Human cultures have developed differ-
ent semantic representations of time patterns (e.g.,
hours, days, weeks, months, etc.) that enable people to
locate the time of events. Actively reconstructing locations
of events in such explicit time patterns is probably the
most common human approach to timing (Friedman
1993). Location-based processes are evident in scale
effects where judgment of time of day of a past event
may be more accurate than judgment of the month in
which the event occurred – distance-based mechanisms
cannot explain such phenomena. Friedman (2005)
recently reviewed the evidence and concluded that
humans use both verbal and image-based processes to

reason about the temporal location of events and that
children use image codes to differentiate daily events by
around age 5, and verbal lists, such as days of the week,
by age 7. Children’s relatively late acquisition of cultural
time concepts suggests that they are not easy to acquire.

Once established, such time patterns offer the opportu-
nity to place future events at particular points in time. Of
course, neither order codes nor distance information in
memory can explain the development of a temporally dif-
ferentiated sense of the future. Children begin to show a
rough temporal differentiation of future events by
around age 5 (for a recent review, see Friedman 2005).
Nonhuman animals seem severely limited in learning tem-
poral information, and performance appears to be based
on non-declarative mechanisms, rather than any such
explicit concepts of time (Roberts 2002). Nonetheless,
the work on scrub jays reviewed earlier suggests temporal-
tracking mechanisms more sophisticated than previously
thought to exist in any nonhuman species.

4.5. The director

Mental time travel is of course not to be mistaken for
clairvoyance. The future contains many possibilities, and
hence mental time travel involves entertaining different
versions of scenarios and evaluating their likelihood and
desirability. Like a director trying out alternative ways of
presenting a scene, effective mental time travel requires
rehearsals and evaluations. This entails some level of
dissociation and metacognition (i.e., thinking about think-
ing), which first emerges in children around age 4 (Perner
1991; Suddendorf 1999; Suddendorf & Corballis 1997).
There is at best limited evidence for very basic metacogni-
tive capacities in nonhuman animals (Hampton 2001;
Shettleworth & Sutton 2006).

In studies involving extensive training on a simple task,
such as determining which of two stimuli is the larger,
some monkeys given the option of not taking a trial even-
tually learn to avoid trials they are likely to fail (Smith et al.
2003; Son & Kornell 2005). Such uncertainty monitoring
arguably implies metacognition, in that the monkeys may
know that they do not know, and may even imply self-
reflective consciousness. However, Son and Kornell concede
that their results need not mean that monkeys are aware of
their judgments. It remains unclear to us how any such
performance is “meta” over and above other undisputable
and common confidence judgments that animals may hold
about their own ability. For example, judging how far it
can jump is surely essential for any monkey traversing the
canopy. The nature of what is supposed to be (meta-)
represented may play a role in comparative cognition.
Great apes have shown some signs of competence in
regard to basic mental states. Call and colleagues (Call
2004; Call & Carpenter 2001), for example, recently
provided some evidence that great apes know something
about what they have or have not seen, as reflected in
whether they do or do not seek further information before
acting. But Call (2005) notes that it is not known whether
any nonhuman species attribute more complex states such
as knowledge or beliefs to themselves.

A key role of a director is to orchestrate rehearsals.
Humans rehearse significant future events and practice
their own performance not only in their minds, but also
in action. In fact, this trait would seem essential to any
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account of the enormous diversity of human expertise.
Humans choose to learn and practice things they want to
get better at. A function of play in many species may be
that it prepares the young for the future (e.g., fighting
skills). However, unlike species-typical play, humans
choose what to practice and often do so in anticipation
of specific future events (e.g., rehearsal for a theater per-
formance). We know of no evidence that nonhuman
animals deliberately practice for specific anticipated
events (Suddendorf & Busby 2003b).

4.6. The executive producer

Enacting a planned event requires voluntary control,
including executive functions such as the ability to
inhibit other stimulus-driven responses in favor of one
that suits the anticipated events best. Impaired mental
time travel capacity following frontal-lobe damage has
been associated with impairment of such self-regulation
(Levine 2004). Even inhibiting a simple response in
order to increase one’s total future reward is a difficult
task for young children, as research on delay of gratifica-
tion amply illustrates (Mischel & Mischel 1983; Moore
et al. 1998). Adult humans, on the other hand, regularly
forego instant rewards because of a multitude of antici-
pated long-term gains (e.g., weight loss, longevity,
afterlife).

To override current drives in favor of acting to secure
some anticipated future outcome, it would help to overes-
timate the positive or negative effects of future reward or
punishment. In fact, humans show a systematic bias
towards overestimating the intensity of future affective
responses to future events (e.g., the dreaded interview
with the bank manager often turns out to be more
benign than expected). The nature of this biased “affective
forecasting” is currently a topic of investigation in social
psychology (e.g., Gilbert 2006; Wilson & Gilbert 2005).
Accurately anticipating one’s own future mental states
is no easy feat and is often influenced by one’s current
states – which is why one buys more treats when shopp-
ing while hungry (Gilbert et al. 2002). Even children show
this effect (Atance & Meltzoff 2006).

Plans further require prospective memory – remem-
bering to perform a future action at the appropriate
time. Purported evidence for prospective memory in non-
human animals has been disputed (Thorpe et al. 2004).
Executive control may be required not only to implement
strategic action plans, but also to manage the motivational
and goal system itself (Conway et al. 2004; Suddendorf &
Busby 2005). For mental time travel to become the flexible
and effective future-oriented strategy that it is, cognition
had to truly take the driver’s seat of behavior (Suddendorf
1999). Modern humans often juggle a multitude of differ-
ent goals and must decide when to do what to achieve
which aims. The development of these sophisticated,
resource-intensive, and error-prone mechanisms con-
tinues well into adulthood, and we know of no evidence
for a comparable capacity in nonhuman animals.

4.7. The broadcaster

Finally, temporally displaced events are not only enter-
tained in private but are often communicated. A play is
not just a metaphor for mental time travel, it is often

also a public expression of it. More generally, humans
use language to exchange and complement their mental
travels into the past and their ideas about future events,
as well as to cooperatively coordinate plans and strategies
(Suddendorf & Corballis 1997). There is as yet no evi-
dence that nonhuman animals communicate such mental
travels. Such communication does not require language,
as pantomime and dance can demonstrate. Chimpanzees
appear to have some capacity to imitate (Whiten 1998)
and to recognize when someone else is copying them
(Nielsen et al. 2005). Animals with such abilities might
in principle also be able to re-enact past episodes, using
mime, if they wanted to communicate those to others.

Although language is not necessary for mental time
travel, it provides the clearest evidence of it. Indeed, it
may not be too far-fetched to suppose that mental time
travel was a prerequisite to the evolution of language
itself, since, as we saw earlier, language is exquisitely
equipped to express events that are distant in both space
and time from the present. If we are correct in supposing
that mental time travel is uniquely human, then this may
explain why language itself is unique to our species, at
least in the strong sense defined by Hauser et al. (2002).
The adaptive utility of the capacity to transcend the
present in an open-ended, flexible manner may have
driven these same properties in language (for a discussion,
see Corballis & Suddendorf, in press).

4.8. Components of successful mental time travel

In summary, the theater metaphor implies that mental
time travel requires a constellation of skills and is not
simply an isolated capacity. Adult humans may fail to act
now for a particular future event because of a deficiency
in any one of these components (e.g., one may fail to
predict one’s own future mental states, or one may fail
to override more immediate impulses). Young children
may also fail to do so because one or the other of these
components is not yet fully developed. Further study of
how these requisite capacities emerge in human develop-
ment may hold clues to the relationship between them.

Some of the foundations, such as imagination, self-
recognition, and semantic memory, begin to emerge early
in childhood; whereas other capacities, such as recursive
thought and representational theory of mind, develop
first in children between ages 3 and 4. It is around this
latter time that unequivocal evidence for episodic mem-
ory emerges, childhood amnesia ceases, and implicated
prefrontal regions mature (e.g., Levine 2004). Between
ages 3 and 5, children start to reason about future and
past states (Atance & Meltzoff 2005; Gopnik & Slaughter
1991; Suddendorf & Busby 2005), make plans (Atance &
O’Neill 2005; Hudson et al. 1995), delay gratification
(Mischel & Mischel 1983; Thompson et al. 1997), accu-
rately report events of yesterday and tomorrow (Busby &
Suddendorf 2005; Harner 1975), and temporally differen-
tiate events in the past (Friedman & Kemp 1998) and in
the future (Friedman 2000).

Nonhuman animals may also be limited because of
deficiencies in any of these components. Although there
is evidence in some species (especially from our closest
relatives) for basic components, such as imagination and
self-recognition, support for most others is very slim.
Should a component be present only weakly, if at all, in
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other species, mental time travel would be severely
limited, at best. For example, without a representational
theory of mind, foresight might be restricted to serving
satisfaction of current needs, as the Bischof-Köhler hypo-
thesis proposes. Our suggestion, then, is that when study-
ing the possibility of mental time travel in other species,
the research agenda should include work on these com-
ponents to human mental time travel. Determining to
what extent specific components are necessary and suffi-
cient for what aspects of foresight to emerge will be an
important task.

5. Some qualifications

Our theater metaphor and our reference to constructing
particular events, as well as the notion of www memory,
have connotations that may be misleading. We are not
suggesting that humans typically re- or pre-construct
full-fledged episodes that are played out like a video
recording. As pointed out earlier, episodes are actively
constructed and are prone to error. Also, mental time
travel often involves only the smallest snippets of events.
In fact, the snippets do not have to come from the same
place and time; snippets from very different times can
be strung together. That is, humans can relate events
from different times and identify patterns that help us
make sense of the present (e.g., “he did X, and then two
days later Y, only to now do Z”) and to predict the future
(e.g., “I am going to do A tomorrow, which will deal with
his action Y, so I can achieve B next week”).

Rats, on the other hand, even after thousands of trials
fail to learn the link between a stimulus and a reward if
they are a few seconds apart, and there is no secondary
reinforcer (Grice 1946, cited in Roberts 2002). Relating
events across time may be one of the key advantages pro-
vided by mental time travel into the past, as it offers
humans additional information for prediction of events
to follow. In other species, solutions to the need to
bridge temporally distant events are typically highly
specific and lack the flexibility of mental time travel.
Whereas most learning links events that occur within a
few seconds of each other, rats famously can link taste
with nausea even when the illness develops hours after
consumption (Etscorn & Stephens 1973; Garcia et al.
1966). This linkage, however, appears to be highly specific,
and is limited to the linking of sickness to taste, and not to
auditory or visual stimuli (Garcia & Koelling 1966). This
temporally extended learning mechanism thus appears
to have evolved in response to a recurring problem with
strong selective force (those who eat too much of the
wrong food die). Humans appear to be less constrained
and can (though may not) link virtually anything to any-
thing else across time.

Although we have highlighted the similarities between
mental time travel past and future, there are of course
also some notable differences. Obviously, the past has in
fact happened, whereas the future harbors a lot more
uncertainty. For example, the weather may change, or
the car may break down. Another potential difference
lies in the temporal distribution of the number of events
people recall and anticipate. Although there are simi-
larities in the distributions (Spreng & Levine 2006), the
past features the so-called reminiscence bump – by the

age of around 70, for example, people tend to recall
more events from their twenties than events from their
forties and fifties (Rubin & Schulkind 1997). Our view of
mental time travel may provide an answer as to why that
may be so. If the key function of mental time travel into
the past is indeed to inform and allow the anticipation of
the future, then it is in the formative years that people
have to retain as much event detail as possible in order
to abstract facts and make specific predictions. Accu-
mulating a vast pool of episodes of varied experiences
provides one with an arsenal of information for future
prediction.

As one matures, one also accumulates more semantic
facts, and fewer things are surprising. Predictions can
increasingly be made by abstract rules (i.e., using semantic
prospection) rather than through imagination of individual
future events. Retaining details of individual events be-
comes less important the more over-arching principles
have been deduced. Good prediction depends on the
right balance of semantic and episodic information, so
that one does not get bogged down in too much episodic
clutter (e.g., Anderson & Schooler 1991). Episodic
memory may decline as a consequence of the increase in
the extraction of facts and rules, or what some would call
crystallized intelligence. Thus, although we have argued
that semantic memory and prospection are phylogeneti-
cally older than episodic memory and prospection,
mental time travel may vastly increase the nature and
capacity of semantic future-oriented cognition. Just as
semantic and episodic memory interact (Tulving 2005),
so may semantic and episodic prospection.

6. Evolutionary considerations

Because behavior that increases future survival has a
selective advantage, mechanisms for future-directed beha-
vior are ubiquitous. The now-standard taxonomy of human
memory, we suggest, can be extended to incorporate vari-
ations in the degree of flexibility each system provides for
the future. Mental time travel offers the ultimate level of
flexibility, allowing voluntary anticipation of any particular
event. This foresight requires several sophisticated cogni-
tive abilities, is resource-intensive and error-prone, and
introduces new kinds of mental stress, not least of which
is the knowledge of inevitable death.

This is a high price to pay for a system for anticipating
the future, which of course can never be known with
perfect precision, especially considering the fact that
much can be achieved with simpler prospection systems
(instincts, procedural and semantic prospection). But
mental time travel offers an additional degree of flexibility
that, even if the adaptive advantage was in the first
instance small, was sufficient to ensure selection and fix-
ation in the population. Haldane (1927) computed that a
variant resulting in a mere 1% in fitness would increase
in population frequency from 0.1% to 99.9% in just over
4,000 generations, a time span that fits easily into
hominin evolution, or even into the evolution of our own
genus, Homo. Even if the initial adaptive advantage may
have been small, it is clear that today humans base much
of their actions on anticipation of future events, from
preparing this weekend’s escape to building wealth.
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The immense flexibility this foresight provides may have
allowed us to successfully adapt to and colonize most habi-
tats on the planet (Suddendorf & Busby 2005). Our future-
directed behavior can even go beyond merely individual
needs and may carry a concern for the planet itself,
along with its inhabitants. That concern may also extend
beyond the life span of the individual. As perhaps the
only species with such foresight, humans alone may be
driven to consciously guide the planet into the future
(Dawkins 2000) and thus be burdened with the responsi-
bility of getting it right. We can identify future threats to
our world, be they of our own doing (e.g., the conse-
quences of human-induced global warming) or of external
origin (e.g., an asteroid on collision course with Earth).
Humans can forecast the outcomes and choose to act
now to secure future needs. Cultures have evolved
complex moral systems that judge actions as right or
wrong partly based on what the actor could or could not
have reasonably foreseen to be the future consequences
of the act. Law, education, religion, and many other funda-
mental aspects of human culture are deeply dependant on
our shared ability to reconstruct past and imagine future
events.

So why might humans, but not other animals, have the
capacity for mental time travel? Are there plausible
accounts as to how it may have evolved since the split
from the last common ancestor of Homo and Pan some
5 or 6 million years ago? The possibility of a gap between
the human and animal mind need not contradict Darwi-
nian principles of natural selection. With the global shift
to cooler climate after 2.5 million years ago, much of
southern and eastern Africa probably became more open
and sparsely wooded, exposing the hominins to greater
danger from predators and forcing them into a “cognitive
niche” (Tooby & DeVore 1987), with heavy reliance on
social cooperation and communication for survival. With
the emergence of the genus Homo, brain size increased
rapidly from around 2 million years ago (Wood &
Collard 1999), possibly reflecting selection for such inter-
related attributes as theory of mind, language, and, we
propose, mental time travel.

The earliest hard evidence, quite literally, for foresight
comprises stone tools that appear to have been transported
for repeated use. Reconstruction of knapping routines
(using refit data) suggests that at least by the Middle
Pleistocene hominins produced stone tools in one site to
use them later at another (Hallos 2005). Bipedal hominins
in the deforested savannah may have relied increasingly on
throwing stones at predators (e.g., Calvin 1982), as well as
using them to bring down prey and cut up carcasses. Great
apes do hurl objects, but with little precision. Carrying
rocks for use as missiles at some future point may have
been vital, and a capacity to plan for this might have
been strongly selected for. By 400,000 years ago some
hominins had clearly developed aimed throwing, as
revealed by wooden spears uncovered in Germany
together with butchered horses (Thieme 1997). One
possibility, then, is that extensive foresight evolved
first in the context of throwing, as hominins faced different
predators and prey in the savannah than they did in the
trees. Osvath and Gardenfors (2005), for example,
marshal evidence for such a scenario leading from the
Oldowan tool culture to the evolution of mental time
travel.

Similar arguments could be made for other ways in
which hominins may have first adapted their environment
to suit their future needs. The fact that stone tools provide
us with an archaeological record that other behaviors do
not may skew our evaluation of their significance. Con-
sider, for example, the use of fire, which is also evident
by 400,000 years ago (e.g., Boaz et al. 2004) and may
well have been used much earlier. Although it is difficult
to identify archaeological evidence for mastery of fire,
one needs little imagination to envisage the huge selective
advantage that it might have bestowed, in defense, attack,
cooking, provision of warmth, night-time vision, and so on.
Planning capacities could have been selected for as the
incidental use of fire gave way to maintenance of fire
and, finally, to the making of fire for more controlled
and deliberate purposes. Perhaps the ancient Greeks
were right: They believed that Prometheus stole fire
from heaven to give humans the powers of the gods that
set them apart from animals – Prometheus means
foresight.

Yet, these victories in gaining control of the natural
world may only have been side effects of a quite different
evolutionary arms race. Technological advances may have
been secondary to abilities that evolved primarily in the
social arena. Modern humans certainly use their planning
capacities extensively to cooperate with, deceive, and
manipulate conspecifics. As noted earlier, much of what
humans recall and foresee has to do with “who did what
to whom, when, where, and why” (Pinker 2003, p. 27). It
has been suggested that social rather than ecological press-
ures drove the evolution of intelligence, not only in
humans, but in primates more generally (Humphrey
1976). This hypothesis has attracted some strong support
in recent years (e.g., Dunbar 2003; Seyfarth et al. 2005;
Whiten & Byrne 1988).

One problem for such an account is to explain why the
cognitive arms race seems to have persisted longer in
humans than in other primates, resulting in apparently
unique cognitive skills, including, perhaps, mental time
travel. A potential explanation, suggested by Alexander
and colleagues (Alexander 1989; Flinn et al. 2005), is
that once early hominins obtained a certain level of “eco-
logical dominance,” perhaps partly through technological
advances as discussed earlier, they were faced with
increased competition from their own species – “humans
uniquely became their own principal hostile force of
nature” (Alexander 1989). This may have resulted in a
runaway social competition between (and within) groups
towards greater intelligence, and enhanced abilities for
both cooperation and deception. These may have included
the ability to entertain alternative future scenarios (mental
time travel), to read others’ minds (theory of mind), and
to communicate (language).

This “coalitionary arms race” (Flinn et al. 2005) also
offers an answer to one of the greatest mysteries of human
evolution: Why have all the other hominin species become
extinct? One only needs to extend the proposal from
“intra-species” competition to “intra-genus” competition
to see a solution. Our ancestors may have competed with
an array of other bipedal species that once graced this
planet, and perhaps simply outsmarted them, contributing
to their demise (Suddendorf 2004). One of the final steps
that may have given us a decisive edge over one of the last
nonhuman hominins, the Neanderthals, may have been
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autonomous speech (Corballis 2004). This suggestion that
humans played a role in displacing other hominins is in
line with recorded human history in that human groups
perpetually compete with each other and often violently
displace other groups, as well as with various other
human characteristics, such as our unique obsessions
with inter-group competitive play (e.g., sports). This
intra-genus competition may have ultimately been won
by human groups because of continued advances in fore-
sight, language, culture, and coordinated aggression,
leaving us as the sole survivors of an extraordinary evol-
utionary arms race. We may be the only species capable
of mental time travel because the others competing in
our niche have become (or have been made) extinct.

Like the “just-so stories” about throwing or fire, an
account emphasizing intra-species or intra-genus compe-
tition may exaggerate the importance of a single factor.
Claiming that the hostile forces of nature turned into
“relative trivialities” (Alexander 1989) probably underesti-
mates the selective pressure of catastrophic environmental
changes such as ice ages, volcanic eruptions, and meteorite
impacts on life in general. Such events may well have pro-
duced bottlenecks in evolutionary history where social
competition was of far less import than ecological factors
and cooperation. Rather than endorsing one or the other
scenario, we present them here merely to make the
point that plausible accounts exist that can explain why
humans may have capacities, such as mental time travel,
that other species do not have. Darwinian continuity
need not demand greater mental powers in nonhuman
animals than is currently evident.
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Abstract: Foresight requires not only scenarios constructed from
memories, but also adequate incentive to let these scenarios compete
with current rewards. This incentive probably comes from the efficacy
of the scenarios in occasioning present emotions, which depends not on
their accuracy per se but on their uniqueness as compared with other
possible occasions for emotion.

The theater analogy provided by Suddendorf & Corballis (S&C)
in the target article is an apt one. Whereas a species is selected
for adaptation to its environment over generations, the behaviors
of an individual are selected for their reward (or entertainment)
value in the here-and-now. Any policies that extend over time must

compete for acceptance in the present moment, and the process
that represents them in the present moment could well be
described as either dramatization or time travel.2 For nonhumans,
or at least non-primates, the entertainment is of a concrete
nature – mating, the hunt for food, the urge for rage – and the
times traveled are on the order of seconds. As the authors
note (sect. 1), longer policies have had to be genetically hardwired,
in the form of urges to hoard or migrate, so as to demand no more
time travel than that. The time travel process is still necessary for
those species, however, and is visible in the behaviors that used
to be called vicarious trial and error (Tolman 1939). Conversely,
time travel is conspicuously absent in hungry animals with
ablations of the ventral striatum, which will eat food that is next
to them but not walk even a few inches to get it (Berridge &
Robinson 1998). Even a rat needs some form of imagination.

As scenario-writing extends further into the future, it encoun-
ters a design problem: how to interest the present agent in long-
deferred prospects. The single-digit annual discount rates that
are adequate to sell people secure financial investments clearly
apply only to surplus wealth – that is, wealth beyond what is
needed to sustain current hedonic tone. Four-year-old children,
who can metarepresent others’ beliefs (sect. 4.3) and tell dis-
tances to past events (sect. 4.4) still have difficulty waiting a
few minutes to get two marshmallows instead of one (Mischel
& Mischel 1983). Even adults have little tolerance for the
boredom of a bad lecture or getting stuck in traffic, times when
our usual supply of entertainment is interrupted. Volunteer sub-
jects will often not wait two minutes to quadruple their access to a
video game (Millar & Navarick 1984) and are similarly impatient
to get relief from unpleasant noise (Navarick 1982). Playwrights
notoriously have to design not just a plot that develops over two
hours or so, but smart dialogue that provides payoffs from minute
to minute (cf. the “flip value” required of novelists). Figuratively
and literally, the S&C theater model of foresight is missing a key
element – the audience, the present self that chooses the most
rewarding time travel available. The author, producer, and direc-
tor cannot impose their scenarios on the paying public, but must
compete on the basis of entertainment value. This means that a
future scenario must compete with current comfort, and at a sub-
stantial discount. At the future discount rates implied by people’s
patience for actual discomfort, the conventional exponential
formula makes the value of an experience that is even a few
days away infinitesimal. The relatively high tail of hyperbolic dis-
count curves raises the value of distant events, but still not
enough for events that will happen after days to compete with
events that will happen after minutes (Ainslie 2006). Time
travel has to bring into the present not only the picture of
future events, but also a significant share of their likely emotional
impact.

In effect, the discounted value of distant scenarios has to be
amplified if they are to compete with scenarios that are at
hand. The most likely mechanism is emotion. Strong feelings
can be occasioned by stories, sometimes by mere symbols; and,
as social constructionists have long pointed out, such “texts” are
highly manipulable. However, the very flexibility of emotion
creates the problem of separating useful amplification from
noise. To say that actively constructed “episodes” are prone to
error (sect. 5) is a great understatement. When evolution gives
individuals arbitrary access to reward, it creates a design
problem even in nonhuman animals: Dogs copulate with knees,
for instance, and monkeys masturbate copiously, diverting
sexual reward from its adaptive function. In imaginative
humans the potential scope of the self-reward problem is illus-
trated by the powers of the fantasy-prone, the 1% or 2% of the
population who are reported to enjoy imagining food as much
as eating it, and to reach orgasm without physical stimulation
(Rhue & Lynn 1987). Lacking the usual habituation of their
fantasies, these people report great difficulty in pursuing tasks
without distraction. They demonstrate a factor that may have
limited the evolution of intelligence: the concomitant ability to
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suborn reward from its adaptive purposes.3 For brain power not
to mainly produce more efficient autists, something has to make
emotions at least roughly model the distant scenarios that they
are to amplify.

I have argued elsewhere that the crucial factor is the unique-
ness of the occasions presented by these scenarios (Ainslie
2001, pp. 175–86). Trying to maximize prospective reward in
distant scenarios becomes a game for present entertainment,
which is how winning immediate coupons for merchandise to
be delivered later can excite the brain as if it were a visceral
reward (see, e.g., McClure et al. 2004). Scenarios that have
unique criteria for winning or losing – determination by
someone else, reality testing that stands up to varied approaches,
a single long-held belief, and so on – become selected because
they occasion reward more effectively, that is, because they
make the present game better. It does not matter whether the
scenario is realistic per se – someone else’s novel has more
power than your own daydream – but the personal rules that
constrain predictions to be realistic are a major source of
unique scenarios. Again, it does not matter if the rules are
wrong, as long as they yield unique results. A shared cultural
belief about what heaven is like and who is apt to go there may
generate time travel that is as competitive as science. However,
sources of unique occasions other than objective predictions
will obviously reduce a person’s adaptiveness.

Two factors that seem to help focus the amplification process
are the habituation of emotion and the preparedness to have
vicarious experience. The random imaginings of fantasy-prone
people habituate too little, as noted earlier. The lack of empathic
readiness in autistic people not only reduces social effectiveness
but may interfere with time travel to their own futures, as the
authors imply. They make a suggestion for future time travel
that was also made by Julian Simon (1995), and which they
were able to find in Hazlitt (1805; see target article, sect. 4.3):
that a person “identify with one’s future self,” that is, vicariously
construct the experience of future selves as if of other people.

It is true that “mental time travel cannot be defined in terms of
the veracity of the content” (sect. 2.1), but veracity trades off with
evocativeness in the contest for audience. Just as canons of
believability in theater scripts range from farce (the most evoca-
tive but least probable assumptions) through well-made (less
improbable but unbelievably neat) through realistic (believable
but smoothed out by conventions) to naturalistic (could be mis-
taken for overhearing real life), people’s practices of constructing
foresight could be said to fall into hedonic accounts, comparable
to the budgetary “mental accounts” described by Shefrin and
Thaler (1988). Mere wishful thinking can be stiffened by rules
for withholding immediate gratification to make daydreaming a
robust activity; the possibility of coming true, however remote,
promotes a daydream into quasi-planning status – hence, argu-
ably, the attraction of the long-shot fortunes offered by lotteries;
highly believable scenarios can make up for low evocativeness by
their uniqueness; and certainty commits you to the discipline of
“fact,” even when an observer would call it delusion. As the
authors say, the emergence of mental time travel has been a
crucial step in evolution, but the choice among hedonic accounts
that it makes possible has introduced new motivational complex-
ities that have only begun to be studied.

NOTES
1. The author of this commentary is employed by a government

agency, and as such this commentary is considered a work of the U.S.
government and not subject to copyright within the United States.

2. Time travel may seem to be a melodramatic term for the construc-
tion of imagination from memories, but it does capture the need for an
active, and hence motivated, step, as opposed to passive perception.

3. It could be argued that this factor is still operating, since the smart-
est people do not have the most surviving offspring – by deliberate choice
(Retherford & Sewell 1989).
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Abstract: Acting in the present in anticipation of the future is argued to
be a behavioral correlate of mental time travel (MTT). Yet, it is important
to consider how other future-directed behaviors – including planning,
delay of gratification, and acts of prospective memory – figure into a
theory of MTT and future thinking more broadly. Developmental
science can help in this formulation.

The authors of the target article have done an admirable job of
describing the current understanding of the concept of mental
time travel (MTT). Especially important is the creation of a taxon-
omy of future-oriented cognition because it will serve to further
guide research in this area. However, the behavioral correlates of
MTT (and specifically MTT into the future) require elaboration.
Although the authors are clear about the various components of
MTT, they are somewhat less clear about the various future-
oriented behaviors that MTT undergirds. According to Suddendorf
& Corballis (S&C), the sine qua non of MTT (into the future) is the
ability to act in the present in anticipation of a need or state that is
not currently experienced (e.g., imagining being thirsty when one is
quenched). We are sympathetic to this view and agree that it is a
powerful test of MTT. In fact, some of our recent research has
explored this ability from a developmental perspective (Atance &
Meltzoff 2005; 2006). But, there are at least three reasons why
neither we nor S&C should fixate on this one example alone.

Other markers of future-oriented behavior. First, as research
with both adults (e.g., Gilbert et al. 2002) and children (e.g.,
Atance & Meltzoff 2006; Suddendorf & Busby 2005)
demonstrates, this particular variety of MTT is extremely
difficult – especially when one must anticipate a future state that
directly conflicts with a current one as was the case in Atance and
Meltzoff (2006). This might best be viewed as a high-end marker
of MTT. But other markers also exist. For instance, it would also
seem that the myriad of planning behaviors in which humans
engage, along with the capacity to delay gratification and to
remember to perform a future intention (i.e., prospective
memory), all reflect MTT. Also important is whether there exist
future-oriented skills crucial to human functioning that do not
involve MTT. For example, the planning required to succeed on
the Tower of Hanoi (ToH) task is quite sophisticated, but it is
unclear whether it requires the individual to actually mentally
project the self into the future. On the other hand, planning what
one will have for breakfast the next day seems much less taxing
than planning moves on the ToH but may draw heavily on MTT.
Developmental studies would provide useful evidence regarding
which of these different tasks “cluster together.” For instance, is
the child who successfully reports what he plans to do tomorrow
the same child who delays gratification now in order to obtain a
larger reward in the future? Or, is the child who is able to report
what she’ll do tomorrow the same child who performs well on the
ToH? Answers to such questions may aid in determining which
behaviors reflect MTT, at which point in development they
emerge, and provide hints about the neural systems required.

The importance of current desires for future success. Second,
S&C’s criterion that a person acts in the present in anticipation of
the future makes sense as applied to such visceral states as
hunger and thirst, but it may not fully elucidate the cognitive
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complexities that underlie our strivings for more elusive states
such as happiness, or our achievements of long-term goals such
as job stability and the like. One of the most adaptive features
of future thinking in humans is that we can hold in mind a
desire or goal state and work tirelessly to achieve it. Part of the
reason that this is possible is precisely because we experience
the motivating desire or goal in the present. For example, some
instances of prospective memory rely on the ability to translate
a current desire into a plan for the future. That is, my (current)
desire to take my medicine at 7 p.m. (future) ensures that at 7
a.m., I place my medicine beside my drinking glass. Similarly,
when a child or adult is able to delay gratification, the desire
for the larger (or end) reward is present. Arguably, it is when
we lose sight, or stop experiencing, these drives and emotions
that we cease to work towards them in a future-directed
manner. Thus, it is important to consider not only how the
anticipation of a future state can drive behavior in the present,
but also how a current desire can ensure that an action, which
brings the organism closer to a future goal, is carried out.

Partial knowledge and development. Third, there is the issue
of partial knowledge. Even by age 5, children have not
developed all the components that S&C argue to be necessary
for MTT. Are we to infer that prior to this age children are
incapable of MTT? Although young children may not be able
to consistently act in a manner that takes into account their
future states, it seems overly conservative to argue that they are
not capable of any form of MTT. True, some instances of MTT
may require more advanced imaginative, executive, or theory of
mind skills, but not all are required for a legitimate instance of
MTT. For example, it seems plausible that a young child’s
inability to tell you what he’s going to do tomorrow is not due
to underdeveloped executive function skills but perhaps
because of the division of labor in the family – mother does
this planning. Careful developmental research would illuminate
this and related issues. One could measure individual
differences in executive function abilities and determine
whether these predict individual children’s performance on
various MTT tasks.

Developmental science is crucial for constructing a more com-
prehensive theory of MTT. It will be important to develop tasks
that not only test the child’s ability to anticipate future states but
also measure a number of other future-directed behaviors. In the
early days of theory of mind research, a narrow fixation on chil-
dren’s understanding of false belief obscured the importance of
many behaviors that form the foundation of a theory of mind,
including joint attention, social referencing, and reasoning
about desires and intentions. We should not make the same
error again in the domain of future thinking.

The continuum of “looking forward,” and
paradoxical requirements from memory
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Abstract: The claim that nonhuman animals lack foresight is common
and intuitive. I propose an alternative whereby foresight is a gradual
continuum in that it is present in animals to the extent that it is
needed. A second aspect of this commentary points out that the
requirements that the memory that mediates foresight be both specific
yet flexible seem contradictory.

Two primary issues are emphasized in this commentary. One is
my alternative proposal that foresight should not be considered

an all-or-none phenomenon, as suggested, but rather as a conti-
nuum. Second, I argue that the requirements from the memory
that mediates foresight seem contradictory: It has to encode
specific experiences, while at the same time it should be flexible
enough to be applied to new situations. Keeping both issues in
mind as this field advances will help fine-tune the welcome
contribution of Suddendorf & Corballis (S&C).

The claim that foresight is unique to humans is common, and is
based on reasonable intuition, but there is no evidence to support
it unequivocally. In fact, as S&C review, evidence suggests that
nonhuman animals might actually possess some limited foresight.
For example, scrub jays show planning ability with their food-
caching behavior (Raby et al. 2007), fish can learn to anticipate
feeding time and place (Reebs & Lague 2000), rats have shown
successful anticipatory behavior in response to complex feeding
schedule (Babb & Crystal 2006), and apes save tools for future
use (Mulcahy & Call 2006). Although these demonstrations do
not necessarily reflect foresight as complex as ours, they never-
theless reflect future-related thoughts and actions. Do these
mechanisms differ on a qualitative level from human foresight?
The evidence does not support a definite positive or negative
answer to this question. Nevertheless, given how much more
sophisticated and intelligent we are compared with other
animals, intuition might dictate that animals are not able to
think about the future, as suggested by S&C as well as by
others. But foresight is not necessarily an all-or-none phenom-
enon. Therefore, rather than surrendering to intuition, I
propose an alternative whereby foresight is a continuum in that
it is present in animals to the extent that it is needed for survival
in their own environments. Indeed, if a costly faculty such as
foresight developed in humans for survival, it makes sense that
nonhumans could benefit from it as well. Until definitive evi-
dence to support the claim that nonhumans lack foresight is
potentially reported, this alternative of a continuum is as plaus-
ible and thus should be assigned a comparable likelihood,
which gives less weight to intuition, during treatments such as
this presented by S&C. In other words, instead of providing
complex explanations for behavior that is reminiscent of mental
time travel in animals (e.g., “a combination of predispositions
and specific learning algorithms”; target article, sect. 3.2, para.
2), we can follow the logic of Occam’s razor and simply call it
foresight of reduced magnitude.

That said, it is easy to see that animals would require foresight
that is considerably less complex and rich in scenarios than that
required by humans. Consider the range of activities in a life of
a nonhuman animal, which is the “pool” of elements that can
be combined to create a foresight. This pool includes sleeping,
eating, grooming, mating, and usually not much more. In other
words, no one but humans is expected to be able to imagine scen-
arios as complex as sipping a piña colada on the beach while
checking e-mail on a laptop connected to the Internet via satel-
lite. As reviewed in the target article, animals nevertheless
show meaningful “precursors” of foresight ability. According to
the alternative I proposed here, however, instead of a precursor,
these manifestations may represent actual foresights, albeit of
lower complexity. What might be seen as “limited ability for
mental time travel” could indicate that animals have simply
evolved as much of this ability as their environment and way of
life require.

This issue of an all-or-none versus a continuum is analogous to
another important issue. In the context of future-related pro-
cesses, there is foresight that involves elaborate future-related
thought, simulation and planning, and there are the simpler
associations (e.g., fire ¼ hot), which can be completely automatic
and accomplished outside of awareness (Bar, in press). Are these
two processes qualitatively different, relying on independent
mechanisms, or do they reflect different extremes on a continu-
ous spectrum of complexity? Although it is not clear if nonhuman
animals possess foresight, it is clear that they can use simple
predictions that are based on associations (i.e., they learn from
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experience and apply it in the future). Therefore, they might
simply lack the presumably other mechanism required for elabo-
rated foresight (Gilbert 2006). On the other hand, one could
argue that while simple associations are merely atomic elements,
when accumulated, they could serve the basis for phenomena as
complex as foresight simulation (Bar et al. 2007). Let us consider
a reasonably complex example: You need to get your friend a
birthday gift. This does not sound like a simple associative oper-
ation. However, when we examine the constituent operations
required to achieve this goal, it becomes apparent that experi-
ence-based associations may suffice: Your knowledge of this
friend’s taste as well as needs could be linked in an associative
cluster (e.g., a context frame; Bar 2004); the items that corre-
spond to this associative cluster (e.g., your friend likes but does
not have an iPod, a vegetarian cookbook, a Toyota FJ Cruiser,
1980s memorabilia) are each associated in your memory with a
certain price range and with knowledge of how to get each of
these items, and they can be further linked with knowledge
about your budget, time constraint, and so on. Therefore, a
task that initially seemed quite remote from being based on
associations, could be achieved by relying on associations and
their appropriate integration. If foresight is indeed derived
from associations of varying degree of complexity (which we
might not always be aware of), this would support the proposal
that foresight could be seen as a continual phenomenon of differ-
ent levels of complexity and thus possibly present in animals,
though to a lower degree than in humans.

The issue of associations is also related to the second part of
this commentary. A critical characteristic required from the
memory system that subserves foresight is flexibility. This is
derived primarily from the notion that in creating foresights we
frequently have to rely on past experience while modifying
their details to adhere to novel situations. At the same time, it
is widely endorsed, and presented logically by S&C, that episodic
memory is the “database” from which foresights are drawn. Epi-
sodic memory encodes specific experiences (Tulving 1984;
Squire & Zola 1998) using associative representations (Eichen-
baum & Fortin 2005) and, as S&C review, contains the particu-
larities of specific episodes (although episodic memory is far from
being a perfect depiction of reality; see Schacter & Addis’s com-
mentary in this issue). That episodic memory is crucial for fore-
sight is evident from reports of loss of foresight by patients with a
compromised episodic memory, typically in medial-temporal
amnesia (Klein et al. 2002b; Hassabis et al. 2007). What begs
an explanation is how would a system that is so specific in its rep-
resentation of relations can at the same time be flexible enough to
be applied in novel situations. This paradox emphasizes that
more work is needed before we understand the operations
done on memory to derive foresight (Bar, in press). Addressing
the computational and neural operations used for reconstructing
and translating an existing memory into generalized future
“memory” (Ingvar 1985) would result in knowledge with impli-
cations leading to important clinical, theoretical, and techno-
logical advances.
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Abstract: Mental time travel and theory of mind develop, both phylo-
and ontogenetically, at the same stage. We argue that this synchrony is
due to the emergence of a shared competence, namely, the ability to
become aware of frames of reference.

As Suddendorf & Corballis (S&C) aptly point out, present evi-
dence suggests that mental time travel is a specifically human
phenomenon. This holds true, however, for other abilities as
well, particularly theory of mind. This presents no problem for
the contemporary “modularity” trend, as one can easily
imagine any number of competences that are independent and
domain-specific but emerge in phylogenetic synchrony, all the
same, because they require cooperation in order to become
functional. S&C appear to think along this line as well when
they refer to theory of mind among the tools necessary for
time travel, although they remain somewhat vague as to
exactly how folk psychology contributes to a concept of time.
Nonetheless, the assumption that time travel and theory of
mind are outcomes of separate mechanisms poses the difficulty
that their joint emergence occurs not only in phylogeny but in
ontogeny, as well. We were able to show in a sample of 170 chil-
dren that at around the fourth birthday a set of new compe-
tences synchronously develop. They include: a theory of mind
as tested in a false-belief paradigm; time comprehension as
demonstrated by predicting and comparing the running times
of hourglasses; and the abilities to delay gratification, to tem-
porally organize conflicting desires, and to anticipate future
needs (Bischof-Köhler 2000). The correlation between these
competences is age-independent. It would be difficult, in fact,
to identify any vital necessity requiring their joint functioning
at such an early age. All this suggests that these competences
rest on a common mechanism.

We consider “frame-of-reference awareness” to be that mech-
anism. The term frame of reference was introduced by Gestalt
theorists. Koffka (1935) thoroughly dealt with it under the label
“framework” as distinguished from “things.” If a feature of a
thing is perceived as its absolute property, but is actually relative
to its surrounding background, then the latter acts as a frame of
reference for the former. Take size, for example. People in an
Ames’ room appear to grow or shrink when their position is
shifted from one corner to the other. This effect is actually due
to the background’s geometry, but the observer, even if cognizant
of the trick, is unable to perceive it this way. Gestaltists have pri-
marily used the frame-of-reference concept to account for per-
ceptual constancy phenomena. Koffka pointed out, though, that
it can also be applied to social constructs like “civilization,” and
Lewin (1946) was among the first to extend it even further to
motivational phenomena. Lewin stated that a toy might have a
different emotional valence to a child depending on whether or
not the mother is present, and explicitly compared this effect to
the varying appearance of an object’s size or color against differ-
ent backgrounds. Following this line of thought, we may consider
that motivation in general functions as a frame of reference that
supplies a mood background organizing the valence profile of life
space. Different things become salient, and the world takes on
differing physiognomy for a subject when it is hungry, or
alarmed, or in love.

Usually, frame-of-reference activity remains inconspicuous or,
as Wolfgang Köhler put it, “silent.” Only when contradicting
frames overlap and cause experiential ambiguities, does one
become aware of them. We postulate that the potential for this
awareness is beyond the grasp of even the great apes and thus
a core constituent of the human condition.

Mental time travel unquestionably requires the ability to
reflect upon frames of reference. A shifting of temporal coordi-
nates is necessary in order to conceive of a forthcoming event in
the past tense by imagining it from an even further future
perspective. Foresight as such, however, does not yet require
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frame-of-reference awareness. What really matters is foresight
of need states, that is, of motivational frames of reference
other than the ones shaping the present world view. But why
should it be necessary to imagine non-present need states in
the first place? The answer leads to the core assumption of
the Bischof-Köhler hypothesis. It deals with the problem of
motive priority management. Animals, when experiencing con-
tradicting needs, cannot but follow the strongest need and sup-
press the others. Humans may still behave the same way, but
they have access to a higher level of behavioral organization.
They are able to conceive of a temporal axis analogous to
space that provides a buffer on which competing desires, includ-
ing future ones, may be shifted, postponed, adjourned, delayed,
or anticipated, according to their expected consummatory value
and success, thus overriding the imperative of instant gratifica-
tion. The advantage of such an arrangement is obvious. The
use of fire, for example, would not have been practicable for
our ancestors had they not been able to collect firewood well
before commencing to freeze.

Obviously, theory of mind can also be interpreted as frame-of-
reference awareness. Understanding false belief, as well as
Flavell’s level II perspective taking, depend on the ability to
simultaneously represent contradicting frames of reference.
Rephrasing theory of mind in such a way goes beyond describing
the same issue in different theoretical languages. Usually the
selective advantage of theory of mind is seen as an improvement
of social-cognitive folk psychology. However, if we conceive of
it as frame-of-reference awareness instead, we describe it as a
multipurpose “module” whose adaptive function is much more
general. Looked at in this way, mental time travel and theory
of mind need not be externally arranged in a means–end
relation, but appear as different outcomes of one and the same
competence.

The costs of mental time travel
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Abstract: A species like ours, whose life critically depends on the ability
to foresee, plan, and shape future events, is vulnerable to dysfunction if
any one facet contributing to what Suddendorf & Corballis (S&C) call
“mental time travel” (MTT) is affected by disease. Although the authors
mention brain pathology as a potential cause of disturbed MTT, they
fail to explore psychopathological syndromes as a source to better
understand the significance of MTT for normal functioning and
adaptive behaviour.

The ability to foresee and shape future events using episodic
memory as a source of information that facilitates action planning
has been termed “mental time travel” (MTT). Suddendorf &
Corballis (S&C) convincingly argue in favour of an adaptive
value of such a cognitive capacity compared to fixed or instinctual
ways of predicting future scenarios, as in hibernators. It is argued
that MTT emerged at some point during human evolution to
predict future actions of conspecifics. In other words, MTT prob-
ably evolved because selection favoured individuals who had the
capacity to flexibly use MTT over others who were less able to
create mental models of future events, including social inter-
actions. S&C reason that MTT could be specific to humans,
because there is little evidence for MTT in nonhuman animals.
However, the authors also emphasise that testing MTT in non-
human animals is a difficult if not impossible enterprise, partly
due to the absence of verbal reports of episodic memory contents
in animals.

In light of the central claim of the target article that MTT is
human-specific, it is surprising that the authors fail to make use
of insights from psychopathology. The possibility that evolution-
ary psychology and psychopathology can mutually inform each
other has been outlined by one of the leading ethologists of the
20th century, Konrad Lorenz – notably in a footnote of his for-
merly acclaimed, but nowadays largely disregarded, book
Behind the Mirror, first published in German in 1973. (Lorenz
developed many of his ideas much earlier, during his time as a
prisoner of war in the former Soviet Union, recently rediscovered
and published as The Russian Manuscript: Lorenz 1992.) Basi-
cally, Lorenz, who was a psychiatrist himself, pointed out that
analysing failures of any given behaviour might contribute
more to the understanding of its physiology than studying the
intact physiology itself. Although not explicitly stated, cognitive
and emotional correlates of behaviour could be examined in
the same way (Lorenz 1973/1977).

We therefore propose that any attempt to dissect the cognitive
architecture of MTT would greatly benefit from a careful con-
sideration of certain psychopathological conditions, where one
or more aspect of MTT is arguably affected by malfunctioning.

S&C define the “ingredients” of human MTT using a theatre
production as a metaphor. Accordingly, imagination, self-aware-
ness, recursion, metarepresentation, appreciation of the time
dimension (including temporal distance, order, and location
within time patterns), executive functioning, and prospective
memory are considered key components of MTT, with episodic
memory lying at the very core. Hence, mental disorders, which
are characterised by the dysfunction of one or more of the key
components of MTT, may not only help elucidate the neuro-
psychology, but also the underlying neural networks involved
in MTT.

The most devastating disorders with putative deficits in MTT
are probably the various forms of dementia. S&C briefly
mention amnesia and damage to the frontal lobes as potential
causes of disrupted MTT, without going into detail, however,
about what exactly the deficits could be at both the neurotrans-
mitter level and brain pathology. In Alzheimer’s disease (AD),
for example, the loss of episodic and prospective memory is pro-
found, even in preclinical stages (Jones et al. 2006), and this func-
tional deterioration is associated with a progressive cholinergic
deficit commencing in the nucleus basalis of Meynert. It is well
known that the entorhinal cortex and the hippocampus suffer a
severe loss of function through the accumulation of neuritic
plaques and tangles. In contrast, it is only quite recently that
researchers have discovered that the so-called spindle
cells – an evolutionarily novel cell type unique to apes and
humans, located in the anterior cingulate cortex where the
integration of cognition, emotion, and motor control takes
place – degenerate early in the course of AD (Nimchinsky
et al. 1995).

Similarly, in full-blown Korsakoff’s syndrome – which may
develop in conditions associated with a severe deficiency of
vitamin B1 (in Western societies, most often chronic alcoholism) –
episodic memory deficits may lead to a complete loss of personal
history. Even more pronounced than in AD, patients with
Korsakoff’s syndrome “make up” their personal history, referred
to as producing confabulations. These patients are unaware of
the incorrectness of their “memories.” A striking feature of this
disorder is that patients with Korsakoff’s syndrome may invent
a totally different story when asked the same question only
minutes later. Thus, although the patients’ imagination is
apparently left intact, they are confined to the present, and this
might be one reason for the conspicuousness of Korsakoff’s
syndrome compared to other forms of dementia (Sacks 1985).
The anatomical lesion of Korsakoff’s syndrome is primarily
located in the corpora mamillaria.

Comparing deficits in episodic memory in AD patients to those
in different types of frontotemporal lobe degeneration (FTDL)
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may help address the issue of the relevance of each specific com-
ponent of MTT. AD patients typically show a temporally graded
memory loss with more remote memories being better preserved
than more recent ones, whereas patients with semantic dementia
(SD) involving the anterior temporal pole show the reversed gra-
dient. However, patients with a frontal variant of FTD (fv-FTD)
do not show any temporal gradient of episodic memory deficits
(Piolino et al. 2003). Here, the altered memory retrieval as well
as executive dysfunction seem to contribute to deficits in episodic
memory, which is in support of the components relevant for
MTT.

The behavioural consequences of both AD and Korsakoff’s
syndrome are that, depending on the severity of the disorder,
patients are unable to lead independent lives – partly, because
their toolboxes that allow the flexible use of a vocabulary to con-
struct future events and to refer to autobiographical memories in
a meaningful personal way are irreversibly destroyed.

Interestingly, another evolutionary cost may result from the
hyper-functioning of MTT. Patients with obsessive-compulsive
disorder (OCD) suffer from intrusive thoughts to which they
often over-ascribe meaning in order to prevent future (negative)
events, perhaps as a consequence of the tendency to excessively
reflect upon their cognitive processes (Janeck et al. 2003). This
often precludes effective future action planning in that patients
with OCD are caught in repetitive behaviours to avoid erro-
neously anticipated threat or danger. Notably, those brain
regions involved in future action planning, as well as episodic
and prospective memory retrieval, including the ACC, the pre-
frontal cortex, and the dorsolateral prefrontal cortex, have been
found overactive in patients with OCD; and this could arguably
be interpreted as an MTT overshoot (Brüne 2006). Here, sero-
tonin and dopamine are probably the key players in the pathology
of OCD.

These examples of failures of MTT in mental disorders
certainly do not represent an exhaustive list. Schizophrenia, for
instance, can be seen as another prime example, where virtually
any one of the ingredients of MTT may be disrupted, including
metarepresentation or “theory of mind” (Brüne & Brüne-Cohrs
2006) and time consciousness (Vogeley & Kupke 2007).

In any event, the purpose of this commentary is to pinpoint the
need for more interdisciplinary approaches to the understanding
of the evolved psychology of our species, to which the study of
psychopathology – particularly of human-specific domains – can
contribute a lot more than is currently conceived.

Prospection and the brain
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Abstract: Suddendorf & Corballis (S&C) propose that the capacity to
flexibly forsee the future was a critical step in human evolution and is
accomplished by a set of component processes that can be likened to a
theater production. Understanding the brain-bases of these functions
may help to clarify the hypothesized component processes, inform us
of how and when they are used adaptively, and also provide empirical
ways of exploring to what degree these abilities exist and are
implemented similarly (or differently) across species.

The notion that a major adaptive function of human cognition is
our ability to imagine the future has been rumbling for some
time. Ideas about brain processes directed toward future
thinking – often called prospection – have emerged from early
studies using brain imaging (Ingvar 1979; 1985), work on

human memory (Tulving 1985; 2005), and theories in social
cognition (Gilbert 2006; Klein et al. 2002a). These rumblings
have erupted over the past year (for reviews, see Buckner &
Carroll 2007; Schacter & Addis 2007a). Recent empirical
observations using brain imaging reveal that frontal and medial
temporal memory systems participate in envisioning the future
in ways that parallel their role in remembering the past (Addis
et al. 2007; Okuda et al. 2003; Szpunar et al. 2007). Characteriz-
ation of the deficits in patients with brain lesions shows that
amnesia is linked to impairments of prospection and imagination
(Klein et al. 2002a; Hassabis et al. 2007).

The central idea emerging from this recent flurry of research
activity is that humans possess a brain system, or interaction
among brain systems, which functions to construct mental simu-
lations that represent possible upcoming situations – a form of
“life simulator.” While forms of these abilities exist in other
animal species, the capacity for mental exploration of future pos-
sibilities is extraordinarily well developed in humans. Planning,
social cognition, remembering, moral reasoning, and even
daydreaming may depend on these brain systems (Buckner &
Carroll 2007).

Building upon their earlier seminal work (Suddendorf &
Corballis 1997), the target authors Suddendorf & Corballis
(S&C) again return to the question of what foresight is and
whether it is unique to humans. This is a well-timed review.
Much of its value is to renew attention and revisit some of the
central ideas raised in their earlier work. A central message is
that, as a field, we should consider the adaptive functions of
capacities such as episodic memory (mental time travel) in the
context of how they aid decisions and future-oriented behavior.
A lingering debate is to what degree other animals possess
these capacities that are so well developed in humans. In a
recent opinion piece, Buckner and Carroll (2007) concluded
that (1) certain animal species such as the scrub jay have
adapted to overcome similar challenges that prospection has
emerged to benefit in human; (2) prospection and related
abilities are more developed in humans than in other animals,
perhaps with qualitative differences that emerge from our
self-awareness; and (3) other animals possess behavioral and
neural patterns that might represent proto-forms of prospection
and related abilities. I do not repeat the arguments here.

What I do want to address is whether we are beginning to stall
in our progress by only exploring the question at the behavioral
level – something that can be considered a weakness (or an
incompleteness) in S&C’s present argument. They make an
explicit separation between their ideas and hypotheses about
neural implementation. When introducing the pursuit of their
theory of components of mental time travel, they write that no
claims are made “about simulation or any other mechanisms by
which this may be instantiated in the brain” (sect. 4, para. 2).
The target article discusses brain evidence in the section on “neu-
rophysiological evidence” (sect. 2.3), so it is clear that brain data
are seen as relevant. Nonetheless, the developed framework
proceeds independent of information from studies of the brain.

This orientation has two limitations. The first limitation is that
an opportunity is missed by not providing an integrated brain-
behavior discussion, because the present theory does not help
conceptualize much of the emerging empirical data on the
neural implementation of prospection including the important
roles of frontal and medial temporal systems. The second,
more poignant, limitation is that information about neural archi-
tecture will almost certainly help us to understand both how the
capabilities are implemented in the human and also to what
degree the underlying processes are similar or different across
species. The theater metaphor in the target article and reframing
of Tulving’s models of memory into contemporary future-
oriented versions are extremely useful frameworks for generating
ideas about the components involved in flexible future-oriented
human cognition. But how can we test that these processes
really exist? And, relevant to the question of comparative
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cognition, how are we to explore whether similar mechanisms are
at work in other animals? I suspect the answer will come in
pairing cognitive and behavioral theories with directed explora-
tion of their implementation within the brain.

Specifically, in the target article a novel framework for under-
standing component processes involved in prospection is pro-
posed using a theater metaphor. Within the theater metaphor a
critical component process is the “stage” – a representational
space whereby simulations of the future can be constructed
and explored. A proposed detail of this constructional space is
that it allows a representation of current reality and also second-
ary representations that explore future possibilities. This
intriguing hypothesis implicitly specifies a mechanism of rep-
resentation that can be informed by underlying neural
implementation.

Neural investigation may be particularly relevant to explore
similarities and differences in how information is represented
across species. For example, it may be possible to identify
neural sequences, in particular in the hippocampus of behaving
rats, that “preplay” upcoming decision choices (such as left
turns in a maze, versus right turns). One could then ask to
what degree such representations are adaptive in rats, how
they are similar or different from the kinds of representations
observed in humans, and what kinds of limitations arise from
any observed differences. Rats are mentioned here as an
example because paradigms that probe representation in rats
are particularly well developed experimentally (e.g., Ferbinteanu
& Shapiro 2003; Foster & Wilson 2006). The same approach
could be applied to other nonhuman species, barring the great
apes. It will be particularly interesting to understand neural
implementation of convergent behaviors in distant animal
species, such the recent work on scrub jays. I suspect we will
find significant differences in implementation. From these differ-
ences we may learn about the power of natural selection to find
convergent paths to complex neural processes much in the same
way wings for flight and fins for swimming have evolved on mul-
tiple occasions. Put simply, understanding neural implemen-
tation will almost certainly help to clarify the component
processes used by humans for prospection and their relations
to other species.

A unique role for the hippocampus in
recollecting the past and remembering the
future
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Abstract: Suddendorf & Corballis (S&C) argue that episodic memory is
the most flexible and recently evolved memory system, and point to the
reorganization of prefrontal cortex throughout human evolution as the
neuroanatomical substrate. Their approach, however, fails to address
the unique role that the hippocampus, a primitive brain region, plays in
creating and recalling episodic memories, as well as future event
construction.

Although Suddendorf & Corballis (S&C) provide a thought-
provoking framework for the cognitive processes involved in
remembering the past and imagining the future, their discussion
of the neural mechanisms underlying these processes fails to ade-
quately acknowledge the important role of the medial temporal
lobe (MTL) in episodic memory. The authors argue that episodic
memory is the most flexible of the memory-based neural systems

and also the most recently evolved, pointing to the expansion and
reorganization of the prefrontal cortex throughout evolution as
the driving force behind the emergence of episodic memory in
humans. By limiting their discussion of neural mechanisms to
the prefrontal cortex, the authors ignore the role that a much
more primitive region of the brain plays in episodic memory:
the hippocampus. The MTL, and in particular the hippocampus,
has been repeatedly implicated in the encoding and retrieval of
episodic memories (for review, see Davachi 2006), and recent
evidence indicates that this region may also play an important
role in future event construction (Addis et al. 2007; Hassabis
et al. 2007; Okuda et al. 2003).

As is now well-established, the MTL is anatomically suited to
bind information from different sensory cortices into a cohesive
trace: the hippocampus, via the entorhinal cortex, receives con-
vergent input from a variety of unimodal and polymodal associ-
ation cortices in the temporal, frontal, and parietal lobes
(Bunsey & Eichenbaum 1995; Suzuki & Amaral 1994). Several
neurocomputational models demonstrate how the unique
anatomy and physiology of the hippocampus enables the creation
of specific, detailed memories. O’Reilly and Rudy (2001) pro-
posed the Complementary Learning Systems (CLS) model to
differentiate between representations serving episodic recollec-
tion and those serving familiarity. According to the CLS model,
the hippocampus is specialized for rapidly storing episodic mem-
ories, whereas the surrounding neocortex stores information
about the statistical regularities in the world. As in other
models, the CLS model supposes that the hippocampus uses
sparse coding to store distinct, pattern-separated representations
of elements, thus avoiding catastrophic interference, or overlap-
ping representations. The neocortex, on the contrary, assigns
similar patterns of activation to similar stimuli, thereby repre-
senting the shared structure of events via overlapping represen-
tations, and generalizing to novel stimuli when they share
features of previously encountered stimuli.

During encoding, synapses in the perforant path projecting
from the entorhinal cortex to the dentate gyrus, CA3 and CA1
fields, undergo self-organization by creating increasingly
sparser representations of inputs. Meanwhile, excitatory synapses
in the CA1 and CA3 regions associate these sparse represen-
tations, forming memory traces (Hasselmo et al. 1996). During
retrieval, a partial pattern of previously studied material is pre-
sented to the hippocampal network. Upon reaching CA3, the
partial input pattern is completed via strengthened weights in
the extensive recurrent collateral network. The complete CA3
representation then activates the associated CA1 representation,
which, via the subiculum, activates the original entorhinal pattern
(O’Reilly & McClelland 1994; Rolls & Kesner 2006). This acti-
vation, in turn, serves to trigger reinstatement of activity in the
neocortex reflecting the multi-modal content of the original
memory.

Functional neuroimaging studies have demonstrated a selec-
tive role for the hippocampus in both encoding (Uncapher &
Rugg 2005) and retrieving (Eldridge et al. 2000; Woodruff
et al. 2005) episodic memories. In an effort to determine acti-
vation patterns at the subregional level, Eldridge et al. (2005)
scanned participants using high-resolution functional magnetic
resonance imaging (fMRI) of the MTL during both encoding
and retrieval. Results show that the dentate gyrus and CA3
field were selectively active during episodic memory formation,
whereas the subiculum was active during retrieval of the study
episode.

Data from single-unit recordings in humans also support the
idea that the hippocampus relies on sparse coding to function
efficiently. Viskontas et al. (2006) examined recognition
memory in a group of epilepsy patients undergoing pre-surgical
mapping. Patients viewed novel images and were asked to
make old/new judgments for each presentation. Upon the
second presentation of a given stimulus, a large subset of hippo-
campal neurons showed a decrease from baseline firing, while a
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small subset showed excitation. These excitatory responses have
been shown to be specific for particular items (Quiroga et al.
2005). Inhibition of firing to previously seen stimuli may serve
to increase signal-to-noise ratio, thereby supporting sparse
coding and effective mnemonic processing. Furthermore, pre-
liminary data suggest that some cells in the hippocampus show
excitatory responses to a particular item only when that item is
encountered alone or in the context in which it was originally
encountered (Viskontas 2006).

More recently, evidence has emerged supporting a role for the
MTL in imagining future experiences. In a positron emission
tomography (PET) study, Okuda et al. (2003) found greater or
equivalent levels of activation while subjects spoke about future
prospects versus past experiences in the right hippocampus and
bilateral parahippocampal cortices. Similar results were reported
in a fMRI study comparing past and future event elaboration, in
which the left hippocampus and bilateral parahippocampal cor-
tices were commonly engaged by both tasks (Addis et al. 2007).
Interestingly, the authors also report that construction of future
versus past events uniquely activated the right hippocampus.
Neuroimaging results are supported by reports of marked
impairments in imagining future events in patients with hippo-
campal amnesia (Hassabis et al. 2007).

As the aforementioned neurocomputational, single-unit
recording, functional MRI, PET, and patient studies suggest,
there is a wealth of evidence supporting a role for the hippo-
campus in both episodic memory and in envisioning future
experiences. Although we do not deny that the prefrontal
cortex plays an important and complementary role in these pro-
cesses, we find that S&C rely too heavily on the recent evolution
of this region in humans in arguing against mental time travel
in other species. In fact, a recent study of scrub jay behavior
suggests that these birds are, in fact, capable of future planning
without reference to their current motivational state, or fixed
action patterns, challenging the notion that future planning
requires a prefrontal cortex (Raby et al. 2007). The hippocampus
is phylogenetically among the oldest parts of the brain, and may
therefore allow nonhuman animals to project both backwards in
time and forwards into the future. Thus, as increasingly innova-
tive nonverbal tests of episodic memory develop, we may be
surprised to discover the time-traveling capabilities of a variety
of species.

Emotional aspects of mental time travel
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Abstract: We consider three possible reasons why humans might accord
a privileged status to emotional information when mentally traveling
backward or forward in time. First, mental simulation of emotional
situations helps one to make adaptive decisions. Second, it can serve an
emotion regulation function. Third, it helps people to construct and
maintain a positive view of the self.

Suddendorf & Corballis (S&C) convincingly argue that mem-
ories of past events and images of future ones are not literal rep-
resentations of the past and future, but are instead the products
of generative, constructive processes that (re)create mental rep-
resentations by (re)arranging pieces of information retrieved
from memory (see also Schacter & Addis 2007a). The resulting

representations can therefore be highly selective, and the pieces
of information that are encoded, maintained, and retrieved from
memory in priority are those that are most relevant to an individ-
ual’s goals, beliefs, and concerns (Conway 2005). Emotion plays
an important role in this selection process, as it signals the occur-
rence of information that has potentially important implications
with regard to goals (Ellsworth & Scherer 2003). Consequently,
emotional stimuli are typically remembered with more details
than neutral stimuli (D’Argembeau & Van der Linden 2005;
Kensinger et al. 2006), and autobiographical memories for
emotional events are associated with a higher subjective feeling
of mentally reliving the past (D’Argembeau et al. 2003; Talarico
et al. 2004). In addition, for both past and future, representations
of positive events are associated with a greater feeling of re-
experiencing (or pre-experiencing) than representations of
negative events (D’Argembeau & Van der Linden 2004). In this
commentary, we would therefore like to suggest that humans
accord a privileged status to emotional information when they
mentally travel backward or forward in time, and we consider
some reasons why this might be the case.

S&C argue that the primary function of mental time travel is to
enhance biological fitness in the future: Mentally simulating
various versions of the future, and their respective consequences,
enables one to act flexibly in the present to increase one’s future
survival chances. We completely agree, and would add that the
affective charge of the generated mental images is a key
element in this respect, the driving force that guides our
current decisions. Affective states associated with mental simu-
lations of positive and negative outcomes motivate us to engage
in certain types of behaviors (e.g., start a diet) and to avoid
others (e.g., quit smoking), in order to maximize the probability
of attaining our goals. Future rewards and punishments need
not be consciously represented to guide decision making
(Bechara & Damasio 2005), but the conscious mental simulation
of emotional situations, through mental time travel, undoubtedly
provides unique information that promotes successful adaptation
to life circumstances. Negative memories remind people of their
past errors and provide cues on how to avoid undesired outcomes
or minimize their consequences, whereas positive memories
remind people of their past accomplishments and provide cues
on how to attain success. These pieces of information regarding
the personal past can be used to generate representations of
the future that specify (a) which situations should be approached
or avoided, and (b) how to maximize the probability of attaining/
avoiding them. Mental imagery, especially visual imagery,
may play a particularly important role in representing such
goal-related information, as it is a sort of “language” of goals
(Conway et al. 2004). Interestingly, it has been found that
people who have higher visual imagery capacities generate
more detailed representations of their personal past and future,
and rate their representations of future events as being more
emotional and meaningful (D’Argembeau & Van der Linden
2006). It would be interesting to investigate whether these indi-
vidual differences are correlated with the ability to make adaptive
decisions. Alternatively, the ability to envision detailed emotional
past and future events should be explored in individuals who
show impairments in judgment and decision-making in real-life
settings, such as patients with lesions of the ventromedial pre-
frontal cortex (see Bechara & Damasio 2005).

Although the primary function of emotional aspects of mental
time travel may be to help one make adaptive decisions, mental
representations of emotional episodes probably serve other func-
tions as well. Representations of emotional events induce signifi-
cant modifications of emotional responses and feelings (Damasio
et al. 2000), and may therefore be used to regulate affective
states. Sometimes we remember or imagine positive experiences,
not so much to help us make decisions or plan future actions, but
simply to feel better in the present. There is evidence that people
occasionally retrieve positive events in order to repair a negative
mood (McFarland & Buehler 1998). Note that the use of mental
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simulations to regulate mood states is not always straightforward,
however; people probably use rather complex strategies that may
vary across situations. For example, one may strive to generate or
prolong a positive affective state by envisioning negative events
(e.g., how things might be worse), which allows one to feel
good in comparison (Sanna 2000).

Finally, a third function of the emotional aspects of mental
time travel may be to provide material to support representations
of the self. Most people hold positive views of themselves and are
more willing to consider information that bolsters their self-
image than information that contradicts it (Baumeister 1998).
Thus, memory tends to be biased toward confirming positive
self-views. For example, as mentioned earlier, positive episodes
are subjectively experienced with more details and with stronger
feelings of (re)living than negative episodes, for both the past and
the future (D’Argembeau & Van der Linden 2004). In addition,
when asked to think about their future, people spontaneously
imagine more positive than negative events (Newby-Clark &
Ross 2003) and judge positive events as being more likely to
happen (Weinstein 1980). The importance of the balance
between positive and negative future thinking is further revealed
by its disturbance in certain psychopathological conditions. For
example, depressed individuals tend to generate fewer positive
future events, while anxious individuals tend to generate more
negative future experiences (MacLeod & Byrne 1996). Positive
biases in representing the past and future probably help maintain
a positive view of the self and foster optimism concerning one’s
personal future, which may promote physical and mental
health (Taylor & Brown 1988).
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Abstract: Episodic memory is certainly a unique endowment, but its
primary purpose is something other than to provide raw material for
creative synthesis of future scenarios. Remembered episodes are
exactly those that are worth telling. The function of episodic memory,
in my view, is to accumulate stories that are relevant to recount in
conversation.

As the authors of the target article suggest, episodic memory
(EM) can be seen as a “plug-in” device added to a standard ver-
tebrate brain, and quite an expensive one, as much of our cortical
mass seems devoted to it. Suddendorf & Corballis (S&C) are cer-
tainly right to say that it demands an evolutionary explanation.
Their suggestion is that EM serves only the practical purpose
of providing raw material for future planning. In a similar
attempt to provide an evolutionary account for EM, Brown and
Kulik (1977) highlighted the benefit of storing unexpected and
highly emotional events, as “a marked departure from the ordin-
ary in a consequential domain would leave [the individual]
unprepared to respond adequately and endanger his survival”
(p. 97). The problem with such accounts is that EM is badly
designed for its alleged function.

Does an optimal use of storage capacity leave room for the
memory of instantiated episodes? In machine learning, rote
learning is an inefficient strategy. The purpose of any learning
task is to make generalization possible. A good way to perform

induction is to aggregate experience into structures such as pro-
totypes or clusters. Storing particular instances (e.g., cluster
centers) generally makes sense if they are statistically representa-
tive. This function is implemented in living beings through
semantic and procedural memory.

To delineate categories, it may be useful to remember border-
line instances, as with support vectors (Cornuejols & Miclet
2002). Also, in certain applications in which data are scarce and
non-homogeneous, storing actual encountered examples, regard-
less of their representativeness, may be a viable strategy. The
Case-Based Reasoning technique (Kolodner 1993) aims at
solving new problems by matching them with memorized
known examples. Superficially, episodic memory could be under-
stood as a biological implementation of these principles, but its
actual form does not match up to the assignment.

Episodic memory is highly selective. It retains a tiny fraction of
all our daily experiences. One may come across dozens of people
each day and remember only a few encounters per month.
Selected episodes are, however, retained with a significant
amount of detail, including what S&C call the www criterion.
From an efficiency perspective, details such as the precise
location in space and time, the weather conditions, the persons
present, the words exchanged, and so forth, are most often irre-
levant and yet are almost systematically remembered, even in the
long term in cases when emotion is high (Brown & Kulik 1977).
From a computational perspective, not only do such details rep-
resent a waste of storage, they also hinder and mislead retrieval
matching.

An alternative view is that EM is an outgrowth of the language
faculty (Dessalles 2006). It is not fortuitous that memorized epi-
sodes are exactly those which are narratable. People spend one
fifth of their waking time in spontaneous conversation (Dunbar
1998), and a significant share of this time is devoted to reporting
past events (Tannen 1984, p. 99; Eggins & Slade 1997, p. 265).
Interlocutors draw from their memory relevant episodes that
they can relate to the current conversational topic and they sys-
tematically try to recount them. However, only a tiny fraction
of past experiences may be recounted in this way. One crucial
requirement is that reported stories must appear unexpected
(Dessalles, in press).

The requirement of unexpectedness provides also a good pre-
diction of the kind of episodes that are preferentially stored in
memory. To appear unexpected, a situation must be less
complex (i.e., more easily describable) than expected (Dessalles,
in press). Witnessing a six-legged cow makes both a memorable
event and a good story to tell, just because this cow, thanks to
its unique peculiarity, requires a minimal description to be distin-
guished from all others. If, as we claim, the primary purpose of
storing episodes is to offer material for future recounting, then
systematically remembering details such as time and space
location makes perfect sense. If the six-legged animal lives in
the vicinity, interest is raised. Not specifying the location would
leave the listener with the idea that that location requires a
lengthy description, and interest drops down. By computing
complexity differences, one can derive the way interest varies
according to location and time, and according to various factors
such as the persons involved (Dessalles, in press). For instance,
the interest of coincidentally encountering someone increases
with the remoteness (and thus complexity) of the place and
with the simplicity of that person, if she happens to be a celebrity
or a close acquaintance. It is thus crucial, when memorizing an
episode, to remember every detail that may affect the cognitive
complexity of the situation.

It may seem surprising that the expensive resources devoted to
EM serve such a futile purpose as everyday chatter. This is only
because one fails to see that casual conversation is an arena
where much of our social existence is decided (Dessalles 2007).
Eliciting interest through conversational stories is a high-stakes
game. Boring participants are rapidly ignored and may lose
their friends. When it comes to establishing solidarity bonds,
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individuals prefer those who successfully demonstrate their
informational capacity and their experience with unexpected
events. In our species, those who know first or who can draw
highly relevant events from their past experiences make poten-
tially good allies. Natural selection favored not only this prefer-
ence, but also the narrative skills that allow any of us to display
these qualities (Dessalles 2007). Episodic memory, in this
context, is a crucial tool that enables us to produce the most rel-
evant story at the right time. It has been tailored for this purpose,
as demonstrated by the fact that the factors that favor memoriza-
tion, such as unexpectedness and atypicality (Shapiro & Fox
2002; Stangor & McMillan 1992; Woll & Graesser 1982), are
exactly the factors which increase tellability.

This account explains why remembered episodes are commu-
nicated, instead of remaining private; why they remain coherent
in memory (instead of being dismantled for creative synthesis of
future scenarios); why they systematically involve various details
and precision; why we keep on memorizing episodes throughout
our entire life; and why even slight failures in episodic memory
(as those that occur with aging or in certain pathologies) have
dramatic influence on social relations. It also explains the unique-
ness of EM, which was not selected for increasing planning
efficiency, but as a tool in support of language performance.

Mental time travel in the rat: Dissociation of
recall and familiarity
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Abstract: We examine and reject the claim that the past-directed aspect
of mental time travel (episodic memory) is unique to humans. Recent
work in our laboratory with rats has demonstrated behaviours that
resemble “remember, know” judgements about past occasions. Similar
to human episodic memory, we can also demonstrate a dissociation in
the neural basis of recollection and familiarity in nonhumans.

Suddendorf & Corballis (S&C) argue that humans are unique in
possessing the ability to mentally travel in time. Episodic memory
allows us to mentally travel into the past, and so, it is claimed,
nonhuman animals also lack episodic memory. In making this
claim, it is important to be clear about one’s definition of episodic
memory. S&C write that episodic memory is “about reconstruct-
ing particularities of specific events that have happened to the
individual” (sect 2.1, emphasis in original). But what particulari-
ties might be relevant to this claim? S&C discuss the widespread
claim in the literature that at least a precursor of episodic
memory may be found nonhuman animal’s memory for the
what, where, and when of an event.

Yet S&C reject evidence of such episodic-like memory from non-
human animals on two bases. First, they criticise examples of episo-
dic-like memory in nonhuman animals that depend on coding when
an event happened, which may, they claim, depend on other cues
such as trace strength. Second, they claim that this type of
memory could be known rather than remembered. We address
these claims using examples of work with rats from our laboratory.

First, we consider what “particularities of specific events that
have happened to the individual” episodic-like memory might
represent. The problematic claim is that nonhuman animals
might code when (or, strictly speaking, how long ago) a remem-
bered event occurred. Yet human episodic memory rarely codes
when, and even with all the advantages of verbal labels to help
code such information (e.g., “last Wednesday,” “19th March”),

we are extremely poor at such memory (Friedman 1993).
Nevertheless there is evidence that even without such labels,
nonhuman animals may code this type of information, although
as S&C point out, the difficulty remains of ensuring that trace
strength itself cannot provide a sufficient cue without recourse
to mental time travel. Yet, could this difficulty be overcome if
we asked nonhuman animals about when a remembered event
happened in a different way? When we code when something
happened, we rarely code the exact time point; instead, we
often use convenient contextual cues. For example, I may
remember that I mislaid my car keys on Wednesday, but only
because of the contextual cue that it happened in the lecture
theatre in which I teach only on Wednesday mornings; and I
may also differentiate this from a similar event that happened
in the afternoon in a different room.

Recently in our lab we have used such contextual information to
cue animals to one of two recently experienced events (Eacott et al.
2005; Easton et al. 2006). Rats experience two highly similar
events, finding two different objects each day hidden within an
E-shaped maze. In the first event each day, object A is found
in the left arm of the maze, while object B is in the right arm
with a particular visuospatial context present in the maze. In the
second event each day, the position of these objects is reversed
in the presence of a second visuospatial context. The visuospatial
context serves as a contextual cue, like the lecture theatre in the
previous example. After the rats have experienced the two
events, one of the objects (e.g., object A) is overexposed, giving
the rats a natural preference for seeking out the other, nonexposed
object (in this case, object B). We then ask whether rats can use
their memory to seek out a preferred object when returned to
the maze with one of the previous contexts present. The context
serves in place of a verbal label for the particular occasion being
asked about, so this provides a way of asking the rat “where was
object B when you saw it in the black context?” Intact rats
efficiently “answer” such a question by seeking out object B
(Eacott et al. 2005), and it cannot be claimed that such ability
can be reduced to a time-dependent process such as trace decay.

However, S&C cite this work and claim that, like other
examples of memory for the peculiarities of events, this type of
memory “may be known rather than remembered” (sect. 3.1,
para. 5). Yet how can one address such a criticism? The essential
difference between remembering and knowing about a past, per-
sonally experienced event lies in the subjective feeling associated
with a memory, and clearly this cannot be investigated in nonver-
bal animals. However, in humans the subjective feelings of
knowing and remembering are associated with different neural
systems and different patterns of performance when analysing
receiver operating curve (ROC) curves (Yonelinas 1994; Yonelinas
et al. 1998). Recently we have produced direct behavioural evi-
dence (Easton et al. 2006) of this dissociation in rats. In the task
described earlier, intact rats were capable of answering a question
equivalent to “where was object B when you saw it in the black
context?” by seeking out a hidden object in the appropriate
context. Because the object was hidden, this ability must rely on
recall, and not recognition memory. Moreover, this recall ability
is dependent on the fornix, the main efferent of the hippocampus
(Easton et al. 2006). Yet the same fornix-transected rats that could
not seek out the preferred object on the basis of recall, showed
entirely normal recognition memory of the same objects in the
same trials of the task. As these animals had impaired recall, we
can assume that their intact recognition ability was mediated by
intact familiarity processes. Thus, by using behavioural tasks
in conjunction with lesion-based evidence, we can dissociate
recall (“remembering”) from familiarity-based recognition
(“knowing”). This behavioural evidence supports other recent
work in rats performing a food-rewarded, old-new, odour recog-
nition paradigm in which statistical analysis of ROC curves
show recollection, and familiarity can be dissociated from one
another with lesions of the hippocampus specifically impairing
recollection (Fortin et al. 2004).
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Of course, we cannot say with any confidence that this “recall”
in a rat was associated with the phenomenological experience
that accompanies recall in humans. Yet, as S&C point out,
there is as yet no agreement as to how to study such subjective
phenomena in humans, and so we should not set the evidential
bar for demonstrating recall in rats so high that it cannot be sat-
isfied even for other humans. Nevertheless, by showing increas-
ing evidence for similarity between phenomena in rats and in
humans, we can at least claim that we have demonstrated a dis-
sociation between “familiarity-like” memory and “recall-like”
memory in the rat.

The meaning of “time” in episodic memory
and mental time travel
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Abstract: The role of time in episodic memory and mental time travel
is considered in light of findings on humans’ temporal memory
and anticipation. Time is not integral or uniform in memory for the
past or anticipation of the future. The commonalities of episodic
memory and anticipation require further study.

Temporal information plays a central role in discussions of the
nature of episodic memory (EM) (e.g., Tulving 1972; 1984;
2002b) and mental time travel (MTT) (target article). For this
reason it is important to analyze the meaning of time in EM
and MTT and to consider psychological research about
memory for time and ways of thinking about the future. Among
the different types of temporal information that humans and
animals could process are: when an event occurred (or is
expected to occur) within some time pattern (“temporal
locations”), how long ago an event occurred (“temporal dis-
tances”), and before–after relations and other relations of the
order of events (see Friedman 1993). Multiple representations
and processes are involved in humans’ memory for the times of
past events and in their thinking about the times of future
events (Friedman 2001; 2003). The impression we sometimes
have that time is a seamless, linear continuum is at odds with
the findings of research on temporal abilities and the processes
that underlie them (Friedman 1993). For example, memory for
time is often inaccurate, systematically distorted, and even incon-
sistent with remembering time in an integral way – we some-
times remember the time of day of an event but not the month
or year.

Adults’ sense of the times of past events depends mainly
on inferring when the event must have happened by relating
the content of the memory to one’s general knowledge of
personal, conventional, and natural time patterns. But adults,
as well as children as young as 4 years, also have available
impressions of the ages of events that provide limited information
about their distances in the past (Friedman 1996; 2001). A differ-
entiated sense of the future depends on mental representations
of time patterns, probably supplemented from early childhood
onward with propositions that are active in memory (e.g., that
particular events are coming soon or won’t happen for a long
time) (Friedman 2003). This patchwork of processes, and the
fact that humans remember and anticipate times separately on
multiple time scales, reveals the complexity of memory for and
anticipation of the times of events.

What temporal abilities are necessary to possess EM? At
various stages in the development of his theory, Tulving referred
to the following as critical features: temporally dated events
(though not in conventional time units; Tulving 1972), coding
the temporal relations among experienced events (Tulving

1972; 1984), and having a subjective sense of time (Tulving
2002b). Others have pointed to different time-related criteria
(e.g., the ability to discriminate recent from remote events [de
Kort et al. 2005] or the capacity to replay the flow of experience
[Eichenbaumet al. 2005]), or they have maintained that temporal
information is not necessary (Suddendorf & Corballis [S&C] in
the target article; Zentall 2005). In light of research on memory
for the times of events, S&C’s and Zentall’s positions may be
the wisest, at least for describing human memory. There is no evi-
dence that events are automatically coded by the times of their
occurrence or that memory is temporally organized (Friedman
1993; 2004); many older events are difficult to discriminate by
their ages (e.g., Friedman & Huttenlocher 1997) but are still pre-
sumably EMs; and it seems likely that we are poor at remember-
ing the internal order of some EMs. It might be best to think of
the relevant quality of EM as experiences that are remembered
as occurring on a particular occasion.

In MTT, what does it mean to say that one is traveling through
time? The metaphor can unintentionally imply a unity and continu-
ity of time that is quite at odds with the fragmentary, manifold way
humans experience it. The finding, mentioned earlier and cited by
S&C, that adults sometimes remember the time of day of an event
but not its time on longer scales, is difficult to reconcile with the
metaphor of “traveling through time.” The limitations of this meta-
phor may be even clearer when one considers related developmen-
tal research. From about 4 years of age onward, many children are
able to recall unique happenings when asked about events such as
“your last birthday” or “last Christmas,” but this ability appears
years before children are aware of when these events had occurred
relative to one another (Friedman 1992). What appear to be
genuine EMs are more like “islands in time” than memories one
reaches by mentally traveling through some temporally organized
representation. Similarly, children anticipate particular events
(and plan for them) before they have a clear understanding of
when in the future the events will occur (Friedman 2003).
Finally, 5-year-olds, who can remember specific past events and
anticipate specific events to come, sometimes confuse the past–
future status of these events (Friedman 2003).

Research on humans’ memory for times and on thinking about
the times of future events shows that there are some common pro-
cesses (e.g., the use of representations of time patterns) and some
differences (using impressions of the ages of memories). In my
view, it remains an open question to what extent common pro-
cesses underlie EM and future-directed thinking in general. The
developmental and neurological evidence that S&C cite is sugges-
tive, yet developmental changes can co-occur but be rooted in
different processes, and the deficits that hippocampal patients
show in EM and anticipation could be due in part to problems
other than the capacity to engage in MTT (such as ones related
to constructing spatially coherent representations; Hassabis et al.
2007). Even if temporal information is not a defining feature of
EM, as I and others have suggested, it is not clear that the remain-
ing criterion – autonoetic consciousness of particular autobiogra-
phical episodes – is necessary to flexibly plan specific future
events. Throughout development, planning may rely to a greater
extent on information abstracted from repeated episodes (the
commonalities of which are more relevant to the future than the
particularities) and from semantic memory. S&C have raised inter-
esting questions which merit further research.

Mental time travel sickness and a Bayesian
remedy
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Abstract: Mental time travel is a principled, but a narrow and
computationally limiting, implementation of foresight. Future events
can be predicted with sufficient specificity without having to have
episodic memory of specific past events. Bayesian estimation theory
provides a framework by which one can make predictions about
specific future events by combining information about various generic
patterns in the past experience.

Suddendorf & Corballis argue persuasively that the ability to
foresee future “situations” is likely to depend on many different
mental faculties, including memory of the past. But despite
recognizing the complexity of the prediction process, the
authors focus on a surprisingly narrow and problematic mechan-
ism for it, namely, mental time travel.

As the authors formulate it, mental time travel essentially
treats future as a version of the past: What one is able to “pre-
live” about future events are those that one can relive about
past events (target article, sect. 1, para. 1). The authors suggest
that episodic memory helps “pre-live” future events, because it
is this type memory that one needs for reliving the past. The
key assumption here is that one can mentally create only those
future events that one has specifically experienced in the past.

I contend that this is an unnecessarily narrow formulation of
foresight, because one can obviously mentally create events
that are sufficiently different from any that one has experienced
before. The authors’ formulation is also severely limiting
because, if it were strictly true, it would mean that one would
be able to foresee only those events that one has episodic
memory of.

From the computational standpoint, it is clear that specific
predictions about future events can, in principle, be made by
using generic prior knowledge in a combinatorial fashion (see
Glymour 2002). Information about the particularities of specific
past events, such as that provided by episodic memory, is not
needed. To cite a qualitative example, in order to foresee the
possibility that I may be mugged if I walk through certain
blocks of the city at night, I do not need the actual experience
of having been mugged there at night. A general knowledge of
risky time periods and risky neighborhoods is enough. This is
because one can easily generalize and extrapolate, with arbitrary
specificity and detail, from past experience. Thus, in the above
example, one can not only foresee the possibility of being
mugged, but also envisage the mugging event itself in arbitrary
detail. Indeed, one can also vividly imagine events that one is
certain never to have experienced in the past, such as a
boulder rolling up a hill on its own. The point is that the
authors’ formulation of foresight ultimately amounts to placing
patently untenable limitations on one’s very ability to imagine.

Extending the authors’ formulation of foresight to its logical
limits, while perhaps not altogether fair to the authors, is
nonetheless a useful exercise, because it reveals an instructive
conundrum. To the extent that one can only foresee those
future events that one has experienced in the past, and to the
extent that events never repeat themselves exactly, one can
never apply the memory of any past event to a future situation.
Presumably, the authors would address this conundrum by
allowing for some level of generalization and extrapolation, so
that the future event does not have to be an exact replica of
the past one. But that is precisely my point, too: Some degree
of generalization and extrapolation is a prerequisite for predict-
ing future events. But why limit it as severely and arbitrarily as
the authors do?

The aforementioned logical exercise reveals another related,
but more severe, computational limitation of the authors’ formu-
lation. Without the ability to extrapolate from generalities, the
amount of particularities the brain would have to store would
be subject to a combinatorial explosion. For every prediction of
a future event, the memory of a corresponding past event
would be needed. Conversely, what one can predict about the
future will be limited by one’s episodic memory. In the

aforementioned mugging example, in order to foresee a
mugging event, I would have to have the memory of having
been previously mugged by the same person, and in the same
city block, and so forth.

Again, the authors would presumably address this handicap by
allowing some generalization across, and extrapolation from, past
experiences. Doing so would, among other things, recognize that
the various types of memory are not quite as distinct, and inde-
pendent, from each other as one might think. That is, different
forms of memory might interact with each other and with other
mental faculties to help foresee the future. Although the
authors allude to this possibility initially, they move away from
it later, especially in rejecting several possible instances of fore-
sight in nonhuman animals simply because they do not appear
to involve episodic memory (target article, sect. 3).

Note that in terms of its amenability to generalization and
extrapolation, episodic memory is the least suitable form of
memory. That is, episodic memory by itself is a computational
bottleneck. Therefore, other types of memory must play a
major role, and mental time travel must play a correspondingly
smaller role, in foresight.

The Bayesian estimation theory encapsulates the aforemen-
tioned general computational principles into a powerful and flex-
ible framework for making predictions. Briefly, in this
framework, prediction is a fairly straightforward extension of par-
ameter estimation. The future value of a given parameter can be
estimated by combining the relevant probabilistic information
about the past and present values of the parameter (for more rig-
orous expositions, see Davidson & Wolpert 2005; Glymour 2002;
Krauth 1983). Three features of the Bayesian framework are
especially worth highlighting in this context. First, this frame-
work is clearly biologically plausible. Second, in many cases,
Bayesian prediction can be shown to be ideal. Third, the Baye-
sian framework is versatile, in that it can use all available relevant
information, including different forms of memory, to arrive at a
prediction. Thus, the Bayesian framework can utilize episodic
memory, but is not dependent on it. In this sense, the Bayesian
framework subsumes, and greatly extends, the authors’ frame-
work for foresight.

Of course, the Bayesian framework for prediction has its faults
and limitations (see, e.g., Krauth 1983). But it represents, at a
minimum, a substantive counterexample to the framework
suggested by the authors.
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Abstract: The overlap of representations of past and future is not a
completely new idea. Suddendorf & Corballis (S&C) usefully discuss
the problems of testing the existence of such representations. Our
taxonomy of memory differs from theirs, emphasizing the late
evolutionary emergence of notions of time in memory.

The target article makes a useful contribution. We offer some
reservations that do not undermine its central purpose.
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Suddendorf & Corballis (S&C) join company with the litera-
ture from the past three decades casting doubt on a radical
psychological past/future (memory/planning) distinction.
Whereas memory was once thought of as exclusively retrospec-
tive, it is now recognized that “prospective memory” (a term
introduced by Meacham & Singer 1977) shares features with ret-
rospective memory. Cook et al. (1983) also demonstrated the
overlap between retrospective memory and prospective
memory in rats. Tulving (2005) identifies episodic memory
closely with both past and future (i.e., planned) events.

We are not so convinced that nonhumans lack any retrospec-
tive episodic memory. Sue Savage-Rumbaugh (personal com-
munication) tells of promising Kanzi, the well-known bonobo, a
treat tomorrow and then being reminded of the promise the
next day. Kanzi’s specific desire may not have waned overnight,
so there was not necessarily any representation of a future
mental state distinct from the present, but Kanzi did recall the
specific event of being promised. For retrospective cases, the
question is whether, when an animal observes something hap-
pening, it stores a stripped-down “episodic” memory of the par-
ticular event, or makes some inferences about the lasting state of
the world, such as “food behind tree.” King, the gorilla tested by
Schwartz et al. (2004), was shown events with no lasting conse-
quence on the world, such as a man skipping. King could show
that he recalled these events, as compared with distractor sugges-
tions of other events which he might have (but had not) seen. But
King was only tested 15 minutes after observing the event. The
data are sparse, and we agree with S&C that there is a large quan-
titative gulf between humans and nonhumans for retrospective
episodic memory.

Designing experiments to test the distinction concerned is
challenging. We suggest a sense in which considerations of parsi-
mony can conceivably be applied. Obviously no animal, human or
otherwise, stores all the information from an observed event. If
an animal remembers a specific episode, how much selection
of its details happens? If, on the other hand, the animal does
not store the episodic information, but only certain inferences
relevant to its own typical needs, how many such inferences
does it make? S&C’s itemization of the components of “www”
is useful. Hurley (2006) describes humans as “inferentially pro-
miscuous.” Does there come a point when we have to list so
many different types of “w” inferred by an animal from an
event that it becomes more parsimonious to assume that the
animal just stored a stripped-down episodic memory of the
event itself?

We agree with S&C that Mulcahy and Call (2006) come close
to demonstrating planning by animals for anticipated needs.
Mulcahy and Call (2006) showed that some bonobos in their
experiment collected a specific tool for use on a specific food-
retrieving task as much as 14 hours later. S&C’s scrupulous cri-
tique of this experiment is correct, and there indeed remains
the possibility that the animals just got into the habit of selecting
the right tool. A very similar procedure to S&C’s suggested red
and green light future-planning food caching experiment has in
fact been successfully completed by scrub jays (Raby et al.
2007), but S&C would judge that this is also not sufficient,
because of the limited scope and inflexibility of the behavior. If
these objections are valid, then radically different criteria for
thinking about mental time travel (MTT), far from any sort of
www components, are in order. We commend S&C for setting
out just such criteria.

S&C’s theater metaphor is a bold departure, and it provides
fruitful ground for new investigation. That said, several com-
ponents show evidence of insufficient development. Most par-
ticularly, it is not clear that the “broadcaster” component is
integral to their framework. Does episodic memory only
become episodic when it is shared with others? It seems unlikely
that S&C would wish to make this claim, but by including the
broadcaster as one of their seven components, the reader is left
to think that episodic memory requires verbal sharing. This

precludes possible research on episodic, or episodic-like,
memory in nonhumans.

Although it plays no central role in S&C’s main discussion of
MTT, we take issue with their taxonomy of memory and prospec-
tion systems in their Figure 1. We see the picture as radically
different. We would bracket procedural and semantic memory
together as timeless forms of memory, evolutionarily preceding
the emergence of episodic memory, in both its retrospective
and prospective forms. Indeed, when S&C appear to distinguish
between “semantic memory and prospection,” we find this hard
to interpret. Semantic memory encodes tenseless facts like
“sugar be sweet.” Likewise, procedural memory encodes instruc-
tions on what action to take whenever certain circumstances
arise. Both procedural and semantic memories are laid down
by experience, which is necessarily temporally prior to their for-
mation, but they are not memories about particular events in the
past, still less about events in the future. So we agree with S&C’s
statement that “The mental reconstruction of past events and
construction of future ones may have been responsible for the
concept of time itself, and the understanding of a continuity
between past and future” (sect. 2.1, para. 3). This entails that
the emergence of past/future episodic memory was also the
emergence, for the first time in evolution, of types of mental rep-
resentation incorporating notions of past and future time. This is,
of course, a different matter from semantic or procedural mem-
ories encoding facts about temporal order, for example, that
thunder follows lightning.

There is now increasing evidence for coinvolvement of motor
and sensory components in memory for objects and actions,
tending to conflate the semantic/procedural distinction.
Hommel et al. (2001) give an overview pointing to the conclusion
that “Perceived events (perceptions) and to-be-produced events
(actions) are equally represented by integrated, task-tuned net-
works of feature codes – cognitive structures we call event
codes” (p. 849). Hurford (2007) gives a short survey of other evi-
dence; see also Martin et al. (1996), who found that “naming tools
selectively activated a left premotor area also activated by ima-
gined hand movements.” Similarly, Mecklinger et al. (2002) con-
cluded that “visual working memory for manipulable objects is
based on motor programmes associated with their use” (p.
1115). Gibson’s (1979) idea of affordances depends crucially on
perception-action coupling. The discovery of mirror neurons
also shows overlaps between sensory and motor representations
of actions. In philosophy, a school of thought known as “Enactive
Perception” also emphasizes the involvement of action in percep-
tion; see Noë (2004).

Finally and quite speculatively, we mention a kind of mental
representation which, though essentially semantic/procedural,
encodes information about typical types of complex events
brought to mind by humans in either a retrospective or a pro-
spective sense. This is the idea of “scripts,” such as the
complex structure of things to do when going to a restaurant
(Schank & Abelson 1977). Such scripts form a framework for
our retrospective and prospective representations of events.
The ability to conjure up such scripts is a kind of general
mental space integration capacity.

Memory, imagination, and the asymmetry
between past and future
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Abstract: A number of difficulties encumber the Suddendorf & Corballis
(S&C) proposal regarding mental time travel into the future. Among
these are conceptual issues turning on the inherent asymmetry of time
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and causality with regard to past and future, and the bearing of such
asymmetry on the uses and utility of retrospective versus prospective
mental time travel, on which I comment.

Suddendorf & Corballis (S&C) propose that the capacity to men-
tally transport oneself into future situations imagined in concreto
is a uniquely human cognitive adaptation that has not only played
a decisive role in our evolutionary past but may also account for a
large part of our current dominance on Earth. The case they
make for this is, however, encumbered with difficulties, of
which I will comment on a few largely conceptual matters.

Foresight – the ability to anticipate future needs and to act
accordingly – is the key concept and source of utility in the
authors’ account. As they are well aware, foresight can be
served by either direct semantic prospection or more round
about mental time travel directed to the future. In fact, every
single example illustrating foresight by means of mental time
travel provided in the target article can be implemented by
direct semantic prospection instead. But that means that those
examples illustrate only the utility of foresight – which no one
doubts – but not the specific utility of mental time travel for
that purpose, as intended and implied by the authors. Thus,
rehearsal for questions that may be posed in a forthcoming job
interview (sect. 2.1) is readily accomplished through semantic
prospection (“I wonder what questions I’ll get? Maybe this
one...” etc.). What is more, S&C provide no concrete evidence
that mental time travel ever yields information whose efficacy
for success in planning for the future exceeds that provided by
semantic prospection. Such information may in fact be unavail-
able in principle, for reasons connected with the nature of time
and its relation to memory and imagination.

Occasional qualifications made in passing notwithstanding, the
authors’ entire argument is built upon a perfect symmetry
between past and future, as strikingly illustrated in Figure 1 of
the target article. Yet time itself, along with the causality of the
macroscopic world, is profoundly and fundamentally asymmetric
with respect to past and future. The past has actually happened,
which means that it once was the present, and thus subject to
memory storage by suitably equipped organisms (which is how
it became “the past”). That means that in principle, at least, the
possibility of veridical memory exists. There is no corresponding
possibility with regard to the future, because the future has by
definition not happened, being a mixture of coexisting latent pos-
sibilities as yet unresolved. Which of these is the “true future”
cannot be known until it has “travelled to us,” and become the
present. Similarly for causality: In the macroscopic world the
effect follows the cause in time, but never the reverse. That is
how the present (cause) becomes a memory (effect) by the
next present along future-directed causal pathways.

It is the existence of a more or less veridical memory for the
past which, on occasion, lends utility to revisiting that past in
the imagination through mental time travel instead of relying
on the distillate of that past provided by semantic memory. Let
us say new circumstances have rendered a detail that did not
seem important at the time relevant to our present concerns.
Occasionally, we are in fact able to recover such detail by going
back and “reliving,” as it were, the situation in question, though
that utility is in all likelihood a rather marginal one. The veridical
memory is the “destination” towards which we steer in retrospec-
tive mental time travel. There is no such destination for prospec-
tive mental time travel, because unlike the past, the future has
not happened and all we can know is that all possible futures,
except one, will in fact not materialize, but not which one.

That is, the great flexibility of future time travel which the
authors tirelessly extol as its great advantage is to no avail as far
as foresight is concerned, because the utility of anticipating the
future for prudential purposes does not hinge on the number
of imagined alternatives, but on being correct, and such predic-
tion is possible only to the extent that the future is in fact foresee-
able, which means being “like the present and the past” (see next
paragraph). Moreover, nothing is less certain in that regard than

the fine grain (“particularities”) of imagined futures, the one
additional advantage ascribed by S&C to actual mental time
travel compared to semantic prospection. These points can be
illustrated by the importance of correctly anticipating which
questions will in fact be asked in a forthcoming job interview.
Preparation for the wrong questions is wasted effort, and may
even act as an impediment during the interview. Needless to
say, mental time travel possesses no privileged power to pick
the right questions.

What are we to make, then, of the striking parallels the authors
array between past and future in human performance? In light of
what has gone before, the answer is readily available. The only
aspects of the future that are in fact predictable are those respects
in which it continues to be like the past (at all time scales and in any
number of attributes and statistical characteristics). When, there-
fore, we construe possible futures, they share vast domains of
content with the present and its past states of variation vouchsafed
by memory, whether semantic or episodic. In doing so, we are in
fact in large measure projecting the past into the future, abstractly
or concretely, and not “travelling” into it. The parallels listed by
S&C follow as a matter of course.

To summarize: What the authors call mental time travel into the
future is prospective fantasy and the use of imagery in scenario-
building (for the latter in relation to the frontal lobes, see Nauta
1971). These have their uses, in various creative endeavors, say,
endeavors which certainly may affect and change the future.
That, however, is a matter of the extent to which those endeavors
recruit workable causal channels for their implementation, and
not of any special efficacy for actually anticipating the future on
the part of the fantasies that inspire them, as the record of failed
prospective fantasy supplied by human history reminds us.

Has mental time travel really affected human
culture?
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Abstract: Suddendorf & Corballis (S&C) claim that mental time travel
has significantly affected human cultural change. This echoes a
common criticism of theories of Darwinian cultural evolution: that,
whereas evolution is blind, culture is directed by people who can
foresee and plan for future events. Here I argue that such a claim is
premature, and more rigorous tests of S&C’s claim are needed.

In the final section of their fascinating target article, Suddendorf
& Corballis (S&C) propose that mental time travel has important
implications for human culture: “Law, education, religion, and
many other fundamental aspects of human culture are deeply
dependant on our shared ability to reconstruct past and
imagine future events” (sect. 6, para. 3). Yet, besides some infor-
mal speculation regarding stone tools and the use of fire (which,
as the authors acknowledge, are “just-so stories”), the specific
implications of mental time travel for human culture, and for
research in the social sciences concerning cultural change, are
left unexplored. It is important to distinguish between the
capacity for culture and the contents of culture (Mesoudi et al.
2006). While mental time travel potentially has implications for
both, I focus here on the latter, that is, the effect of mental
time travel on changes in the contents of human culture, such
as law, education, and religion.

The existence of mental time travel, specifically regarding
future events (i.e., foresight), has direct relevance to an ongoing
debate concerning the validity of the theory of Darwinian cultural
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evolution. Recent years have seen a burgeoning interest in cul-
tural evolution, the idea that human culture changes according
to the same fundamental principles as do biological species, and
that consequently many of the same tools, methods, theories,
and concepts developed by evolutionary biologists can be
adapted for use by cultural scientists to analyze cultural change
(Aunger 2000; Henrich & McElreath 2003; Mesoudi et al. 2004;
2006; Richerson & Boyd 2005). Despite this growing movement,
cultural evolution is still met with much hostility and opposition
from many quarters, especially the social sciences most directly
involved in the study of human culture, such as cultural anthropol-
ogy and sociology. One of the most oft-cited criticisms of evol-
utionary approaches to human culture is that, whereas
biological (gene-based) evolution is “blind” and undirected
(Dawkins 1996), culture is directed by conscious and intentional
human agents who can use their capacity for foresight to guide
cultural change towards specific goals (e.g., Benton 2000;
Bryant 2004; Carneiro 1985; Chater 2005; Dasgupta 2004;
Hallpike 1986). For example, Benton (2000) criticizes Darwinian
models of cultural change because “human agents act intention-
ally to produce anticipated outcomes: They are not ‘blind watch-
makers’” (p. 216).

The initial reaction from advocates of Darwinian cultural evol-
ution to such criticism was to deny that humans possessed fore-
sight, and to argue that cultural change is just as blind as
biological change (e.g., Campbell 1960; Rindos 1985; Simonton
1999). The existence of mental time travel, which, as S&C
show, is supported by a rich body of evidence from neuropsychol-
ogy and developmental, cognitive, and comparative psychology,
appears to make this position untenable. Mental time travel
allows people to simulate potential future scenarios in order to
anticipate and plan for novel future events in a way that does
not appear to have any parallel in biological evolution. Biologi-
cally evolved biases in learning can “predict” the future based
on past regularities (Lorenz 1969; Mayr 1982), but biological
evolution cannot actively simulate novel future events.

So does the existence of mental time travel invalidate the
theory of Darwinian cultural evolution? Although it is possible,
such a conclusion would be premature. First, it has yet to be
established empirically that mental time travel has affected cul-
tural change in a significant manner. This must be addressed
not with just-so stories or vague talk of “intentional actors,” but
by integrating the body of work from the behavioral and psycho-
logical sciences reviewed by S&C with evidence from the social
sciences regarding actual cultural change. Existing studies (e.g.,
Basalla 1988) suggest that foresight plays little role in directing
technological change, although such studies are relatively infor-
mal and do not make the important theoretical distinctions that
follow from the work reviewed by S&C, such as between “seman-
tic foresight” (i.e., script-like expectancies generated by semantic
memory) and “episodic foresight” (i.e., forward-looking mental
time travel). Future studies might simulate cultural change in
computer-generated agents (Epstein & Axtell 1996) who
possess varying degrees of foresight, from “no foresight” to
“semantic foresight” to “episodic foresight” to “omniscience,”
along a “continuum of mindfulness” (Dennett & McKay 2006),
and match the resulting cultural dynamics to actual historical,
archaeological and sociological data. Lab-based experimental
simulations of cultural transmission and cultural evolution
(Mesoudi 2007) might test the extent to which the episodic
memory system is used to maintain complex cultural traditions,
while ethnographers might quantify the long-term accuracy
and consequences of episodic foresight in traditional societies.

Second, even if it was established that mental time travel has
significantly affected cultural change, this does not automatically
invalidate Darwinian approaches to culture. Even though people
can simulate future scenarios, there is no guarantee that this
simulation will be accurate. As S&C note, “Mental time travel
is of course not to be mistaken for clairvoyance” (sect. 4.5).
The well-documented inaccuracies in episodic memory (Loftus

1996; Loftus & Ketcham 1994) suggest that episodic foresight
is similarly biased and inaccurate. Indeed, some of these biases
have already been identified, such as the planning fallacy
(Kahneman & Tversky 1979) or hyperbolic discounting (Kirby
1997). Critics of cultural evolution commonly conflate this imper-
fect “human foresight” with the perfect “supernatural foresight”
of an omniscient being. Biology is blind in the latter sense, but so
is culture: There is no omniscient being with perfectly accurate
supernatural foresight guiding cultural change. Unfortunately,
most critics of cultural evolution do not make this distinction,
and assume that any kind of foresight automatically invalidates
Darwinian cultural evolution. Cultural evolution does not have
to be identical in every respect to biological evolution, and evol-
utionary models of culture have already successfully incorporated
phenomena not found in biological evolution, such as blending
inheritance (Boyd & Richerson 1985); perhaps the same can be
done with mental time travel.

In summary, researchers who study culture would benefit
from explicitly incorporating the theoretical distinctions ident-
ified by S&C into their work, while S&C’s proposal would
benefit from a more detailed consideration of evidence from
the social sciences regarding actual cultural change.

Developing past and future selves for time
travel narratives
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Abstract: Mental time travel requires the sense of a past and future self,
which is lacking in the early years of life. Research on the development of
autobiographical memory and development of self sheds light on the
difference between memory in other animals and its cultural narrative
basis in humans.

Suddendorf & Corballis’s (S&C’s) claim that memory systems are
adaptive for their contribution to future survival is consistent with
Tulving’s (1983; 2005) arguments, and with my proposal for the
evolution and development of memory (Nelson 1993a; 1993b;
2005). In considering the emergence of autobiographical memory
in childhood, Nelson and Fivush (2004) proposed a constellation
of contributions to this manifestation of time travel, similar to
S&C’s proposal of a constellation of mechanisms responsible for
foresight. We emphasized the development of representational
language, conversational exchanges about past and future, and
cultural practices, thereby placing more weight on the co-
development of culture and biology in the emergence of episodic
memory – and foresight – in both phylogeny and ontogeny than
S&C do. The neglect of culture in mind in S&C’s account is in
my view a serious drawback to their account of the uniqueness of
the human ability to remember the past and foresee the future.

Prominent among the achievements Nelson and Fivush (2004)
identified as necessary to autobiographical memory was skill in
narrative construction and understanding and its use in personal
memory recounts. Narrative is a unique cultural production, as
universal in human societies as language itself. It provides the
structural glue that ties together the who, what, where, when,
and why that S&C recognize as necessary to complex foresight.
But their theater metaphor strangely neglects the essential struc-
ture of narrative, the plot or drama that their “playwright” must
produce. Instead, they imagine the playwright picking and choos-
ing among pieces of prior specific episodic memories to make up
a new scenario. But without the structure of a narrative, situated
in a specific cultural setting, the play – the memory or
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foretelling – is untethered. This is well observed in the many
extensive records of children’s contributions to memory talk
now in the literature, which begin with bits and pieces of
scenes, and only with practice and the help of older conversa-
tional partners eventually come to resemble narratives of a
“self” experience with a beginning, identified characters,
setting, some highpoint, and ending, perhaps with an evaluation.
Autobiographical memory consisting of narratives from the per-
sonal past emerges gradually over the preschool years as children
gain practice in reminiscing with others about things they have
experienced together or separately (Nelson & Fivush 2004).
There is much less research on children’s experience in talking
about the future, but there is evidence that future talk is less fre-
quent than talk about the past and occurs more with older pre-
schoolers (Eisenberg 2006), suggesting that personal memory is
the key to the child’s engagement in time travel.

From the perspective of these developments it seems clear
that, as Tulving claimed, the unique time travel addition in
human evolution is not in foreseeing the future, but rather, the
ability to recall the self in specific past events, that is, episodic
memory (EM). EM may serve the future, as does all memory,
but this is not its unique function. General scripts may be more
useful for predicting what will happen next, allowing for flexi-
bility through open slots and different paths. In fact, very
young children tend to focus on the general “way things are”
rather than on the particularities of a specific past. This makes
functional sense when the goal is to understand, anticipate, and
participate in the social world. Declarative memory (facts about
the world, including routines and scripts) is a collection of not-
now know-how and know-about, and may also include episodic
fragments and even singular episodes, without specifying that
they “happened to me at a particular time in the past.” In
contrast, EM does preserve specific complex events of personal
significance. EM is the only form of memory that is about the
past; it is also the only form that is about the self (autonoetic)
(Tulving 1993).

Self-memory is late in developing, and is followed by develop-
ing ideas of a self-future. The critical questions about these emer-
ging senses of self in time – in development as in evolution – are
why and how? Children begin reporting on specific past episodes
(around 3 years of age), but it is several years before most
children fluently compose narrative accounts of their own
experience, or specific plans for the future. Traditional develop-
mental accounts assume that egocentrism is characteristic of
early childhood. Therefore, the slow development of understand-
ing of self in time is not expected, and relatively little research has
been devoted to it (Moore & Lemmon 2001; Nelson 1996; 2001).

Early in development self-experience is the source of all
memory, because one person’s experience is only accessible to
another through language, which infants and young children
are not privy to. Thus, the only experiencer in a child’s early
memory is the I. It is not until the child has acquired sufficient
skill with language to engage in conversations with others about
their past and future experiences that identifying different
experiencers other than the self becomes critical. Hence, only
when the child is exposed (through language) to contrasting
pasts and others’ futures that the child’s own self-in-the-past
becomes salient, distinguished from a generalized “not now”
held in common with others.

Relatedly, younger children remain ignorant about or
indifferent to the source of their memory – or of information in
general – up to the age of about 6 years. Younger children
typically do not monitor whose memory is reported or where a
particular bit of knowledge arrived from (Roberts & Blades
2000). This is understandable, given that the basic memory
system conserves information from the child’s (or more generally,
an animal’s) own experience in the social and physical world. It
is only humans who share information about happenings that
they have individual knowledge of. Therfore, only humans
must focus attention on sources, specifically between self-

experience or others’ report. Then the self-narratives of auto-
biographical memory emerge from a murky past in culturally
supported forms learned through everyday social interactions
during the preschool years. These complexities of the developing
self in the social world strongly imply that the emergence
of both personal memory and personal possible futures is
attributable to the social and cultural conditions and narrative
framing of human lives and experiences.

Prospection or projection: Neurobiological
basis of stimulus-independent mental
traveling
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Abstract: The number of studies concerning the neurobiology of human
prospection is now rapidly exploding. Recent works suggest that
prospection can be better understood in a broader context of self-
projection into other times, places, or agents that can share the same
cerebral basis involving medial aspects of prefrontal, parietal, and
temporal cortices. Mental time travel may be extended more generally
to “mental traveling,” accomplished by stimulus-independent mental
processes typical of human thought.

When we make a future plan or intend to organize future behavior, we
consciously or unconsciously remember our past experiences or
acquired knowledge and utilize them as an effective guideline to con-
struct ideas about the future. . . In other words, we are unable to have a
good insight into the future without reactivating past experiences or
general knowledge. (Okuda et al. 2003)

In the target article, Suddendorf & Corballis (S&C) formally
propose a framework for linking cognitive/behavioral systems
concerning memory (capacity for past experiences) with prospec-
tion (future-oriented behavior/cognition). Their primary argu-
ment is that the system, both for memory and prospection, is
hierarchically organized according to levels of flexibility and
singularity, and that the most flexible, “episodic” level heavily
depends on the uniquely human ability of “mental time travel.”
The argument is motivated largely by recent comparative
studies of animal behavior and developmental studies in
humans. Although these behavioral observations are amazing
and extremely valuable for considering memory-prospection
systems in humans and animals, a growing body of neurobiologi-
cal studies also provides a seminal contribution to the theory. The
target article refers to some of the most essential elements of
such an approach, but seems to lack enough documentation on
what the neurobiological data can suggest to the human ability
of foresight. This approach has only recently begun to draw
researchers’ attention, but a rapid expansion of both empirical
data and theoretical concepts has taken place recently. In the fol-
lowing, I make some comments on the very recent advances in
the neurobiology of human prospection.

S&C briefly introduce evolutionary change in the relative size
of certain areas of the human brain, especially the prefrontal
cortex, as a neurobiological index of differing capacity for
mental time travel in humans and other animals. However, a
more direct and informative way to understand how mental
time travel functions in the brain is perhaps to seek distinguish-
able brain activity while participants are engaged in tasks requir-
ing mental time travel. S&C mention potential involvement of
cortico-basal ganglia loops in anticipation of future rewards
evidenced by brain imaging studies employing tasks in which
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participants made a decision through learning of a stimulus-
action-reward contingency. This series of processes involved
with reward-based decision making is obviously one form of pro-
spection, but, as was defined in the target article, it is best
described as “procedural future cognition” that might be less flex-
ible and stimulus-bound. That is, we cannot be sure whether the
participants vividly imagine a particular future event of “gaining
reward” in its unique detail upon deciding an action, when
repeatedly presented with prototypical experimental stimuli
such as geometrical shapes.

Probably a more direct approach to uncover the cerebral bases
of mental time travel is brain imaging during stimulus-free, epi-
sodic recall. Okuda et al. (2003) performed a simple but challen-
ging experiment investigating brain activations while participants
orally described particular events of certain time periods in the
future and the past. They found that a basically similar brain
network involving medial aspects of the prefrontal, temporal,
and parietal cortices was activated during both thinking about
the future and about past events, and that magnitude of the
activity in each subregion was characteristically modulated by
future/past orientation and temporal distance from the present.

Stimulated by this demonstration, several follow-up studies
have recently been pursued. Addis et al. (2007) controlled
more strictly for phenomenological quality of remembered/ima-
gined events so that they were truly “episodic” and that details,
emotionality, personal significance, and field/observer perspec-
tive were constant across the future and past conditions. They
utilized a technique of event-related functional magnetic reson-
ance imaging (fMRI) to dissociate brain activity patterns during
event construction (search and reconstruction of autobiographi-
cal event information) and elaboration (subsequent retrieval/
imagination of supplementary details). Under such a well-
controlled experimental setting, the common activation in the
core network of the medial prefrontal-temporal-parietal cortices
were observed particularly during the event elaboration, which
might be considered a consequence of greater demand of the
mental time travel during the event elaboration both for the
future and the past. Szpunar et al. (2007) also used event-
related fMRI and confirmed common engagement of this core
network in remembering/envisioning of self-relevant, autobio-
graphical events in the past and future. Apart from the functional
brain imaging, Hassabis et al. (2007) have demonstrated striking
evidence that amnesic patients with bilateral medial temporal
damage cannot imagine new experiences in addition to their
impairment in remembering past episodes. Importantly, the
deficit was not restricted to personally relevant possible future
events (e.g., a possible Christmas event) but was common to
wide variety of commonplace scenarios (situation of standing in
the main hall of a museum, etc.), with severe impairment in
placing fragmented images into one coherent spatial context.

These sets of novel evidence and other related data have led
Buckner and Carroll (2006) to propose that envisioning the
future (prospection), remembering the past (episodic memory),
conceiving the viewpoint of others (theory of mind), as well as
shifting one’s topographical perspective (some forms of spatial
navigation) reflect the workings of the same core brain
network, that is, the medial prefrontal-parietal-temporal
network. Therefore, although the claim by S&C that evolutionary
significance of episodic memory primarily lies in its adaptive
advantage for future survival through flexible mental time
travel can still be true, available neurobiological data appear to
suggest that the mechanism should be extended to a broader
context of “mental traveling,” not only in the time domain but
also in the spatial context and others’ minds.

What, then, is the fundamental mechanism by which theses
various domains of mental traveling work with the same core
brain network? Buckner and Carroll (2007) assume “self-
projection” as a basic facility. Burgess et al. (2005; 2006)
propose a more explanatory model, although it only considers,
at the least explicitly, a mechanism involving vicinity of the

frontal part of the core regions. The model, based on careful
reviews of both neuropsychological and functional imaging
data, proposes that the anterior part of the prefrontal cortex
acts as a gateway that modulates an attentional bias between
stimulus-independent mental processes and stimulus-oriented
immediate cognitions. It is plausible that cognitive operations,
independent of environmental stimulus and motor responses to
it, are the most fundamental requirement for mental travel to
any other objectives that are not present in one’s immediate
perceptual-motor representations. This general idea is also
confirmed by other brain imaging studies indicating roles of the
anterior part of the prefrontal cortex in prospective memory or
remembering mentally represented action plans during ongoing
cognitive activities (e.g., Okuda et al. 2007), as well as involvement
of medial prefrontal and parietal cortices in stimulus-independent
thought or mind-wondering (Mason et al. 2007a, but see also
Gilbert et al. 2007 and Mason et al. 2007b). Moreover, the
argument of stimulus-independent and stimulus-oriented cogni-
tion is directly relevant to the distinction between “declarative”
and “non-declarative” future prospection as discussed in the
target article. Probably there is a corresponding neurobiological
distinction between the two in the brain: The stimulus-oriented,
non-declarative prospection may depend largely on cortico-basal
ganglia loop, whereas the stimulus-independent, declarative pro-
spection may recruit the medial prefrontal-parietal-temporal
network. Then how can the two prospection systems coexist or
switch one another? Again, the gateway model explains regulation
between the two systems as a primary function of the anterior
portion of the prefrontal cortex.

One final comment on the relation between the theater meta-
phor and the neurobiologically plausible mental traveling
hypothesis I have raised earlier: How does the assumption of
stimulus-independent mental traveling to other times, places,
and individuals accommodate with the theater metaphor? It
seems to me that the set, stage, and actor components roughly
correspond to the time, place, and agent domains, respectively.
Again, regulation between stimulus-oriented immediate cogni-
tion and stimulus-independent mental processes, possibly a
role played by the executive producer, may be a critical process
for well-organized mental traveling to function.
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Abstract: We are not entirely satisfied with the evolutionary explanation
provided by Suddendorf & Corballis (S&C) for why only humans should
be capable of advanced mental time travel. General social factors do not
suffice, given that other primates are also highly social. We discuss the
evolutionary mechanisms that have generated mental time travel typical
to humans, focusing on ecological factors.

First of all we applaud Suddendorf & Corballis (S&C) in their
efforts to write a much needed, comprehensive review on
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mental time travel (MTT). We agree with S&C that MTT is a
complex, multi-component skill with several advanced cognitive
mechanisms working in concert. However, we do not reach the
same conclusion when considering the evidence for MTT in non-
humans. S&C argue that the lack of evidence for MTT in animals
makes it reasonable that it is unique to humans. We think that
one should be agnostic about the human uniqueness claim.
The study of mental time travel in nonhumans is so far extremely
limited, and actually indicates mostly positive results (e.g., Dally
et al. 2006b; Mulcahy & Call 2006; Naqshbandi & Roberts 2006;
Raby et al. 2007). Undoubtedly MTT plays a decisive part in
human life and society, at the same time as it is extremely hard
to observe in nonhumans. MTT is certainly typical of humans,
but in what way? It may be that humans are the most apt
mental time travelers when it comes to the technical or physical
aspects of the world, but that we might not be lonely travelers in
the social domain.

In section 6 of the target article, S&C focus on social factors
when discussing evolutionary pressures. A problem with this pro-
posal is that it does not explain why advanced MTT should not
exist among other apes or animals. Social interaction within
many species is very strong. So, if sociality is the crucial factor
behind the evolution of mental time travel, it should be expected
in some other primates. In fact, we would not be surprised if
some primates are proficient mental time travelers within the
social domain. The problem is a methodological one: It would
be very hard to isolate behaviors connected to MTT when
observing the social life of nonverbal creatures; such behaviors
could be explained in a leaner way than assuming MTT. If we
were to observe humans, or hominins, without attention to
language, we would rely on the behaviors surrounding artifacts
to identify MTT. De Waal (1982) noted that the advanced
social cognition apparent in great apes probably was a step-
ping-stone to the complex artifactual cognition in humans. He
observes that humans and apes seem almost equally developed
in social cognition, though differing widely in technical
understanding.

The hand-to-mouth lifestyle of great apes does not apply to
humans. In order to understand the typicality and the evolution
of human MTT, one must also pay attention to the differences in
ecology. Following Osvath and Gärdenfors (2005), we argue that
the Oldowan culture, 2.6 to 1.5 million years ago, constituted an
ecological niche that enhanced the ability to mentally represent a
possible future. MTT might to some extent already have been in
place as a result of earlier selection pressures in the social life, but
changes in hominin ecology chiseled out the more advanced
ability that we seem totally dependent upon nowadays. The
main components of the Oldowan culture are recognized as:
(1) the manufacturing and use of stone tools; (2) the transport
of artifacts (at least stone tools); (3) the transport of pieces of car-
casses; and (4) the use of accumulation spots (Plummer 2004). A
significant advantage of this culture is that it enabled a much
wider exploitation of meat resources.

Savannah conditions offered some hominins a wider variety of
food sources, and these food sources were more transient and
scattered than those exploited by other primates. Therefore,
the day ranges of the early hominids were more extended than
those of extant apes (cf. Bickerton 2002). The Oldowan life
style was signified by an extension in time and space. The
fitness of the hominids in this niche increased with adaptations
for long ranging, as indicated by the skeletal remains. These mor-
phological adaptations must have been related to behavioral
adaptations, which could be a result of an evolving mental time
travel.

One example, supporting this general argument, concerns the
curated technology of the Oldowan culture. As S&C mention,
there is clear evidence that transport of the artifacts (at least
the stone tools) was an important trait of the culture (Toth
1985). It is not possible to know exactly where the next fresh
kill will be found; it might be several kilometers away from

nearest raw material source. Without sharp-edged stone tools
in the immediate vicinity, a carcass would lose much of its
value. Another aspect of Oldowan culture seems to be the
saving of a tool (or a core) after it has been used.

A second example concerns the division of labor. This factor
could in fact be used to turn the group of hominids into a
virtual Swiss army knife. Some individuals might carry throwing
stones, some might carry children, and others could carry water
or wooden tools; some may go scavenging or hunting while others
may focus on gathering food. Division of labor in the modern
human form of hunting and gathering is deeply dependent on
mental time travel. The individual must in some sense be able
to imagine other individuals currently outside his or her immedi-
ate sensory scope doing their part of the job.

These examples present some reasons why complex mental
time travel evolved to the human level within the Oldowan cul-
ture – or earlier (for a more detailed account, see Osvath &
Gärdenfors 2005). Once the period of Acheulean tools was
reached, beginning about 1.5 million years ago, mental time
travel was in an advanced stage.

MTT might not be unique to us, but we have the highest
physical-technical accuracy and focus in our travels. And, we
are probably also the species most dependent on MTT – the
world in which we can survive is a world manipulated and
constructed by complex artifacts, so our mind must be highly
tuned to these aspects. This might be the prime reason for why
we constantly observe MTT in Homo sapiens.

Empirical evaluation of mental time travel
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Abstract: Although the mental time travel (MTT) hypothesis provides a
rich, conceptual framework, the absence of clear, empirically tractable,
behavioural criteria for determining the capacity for MTT restricts its
usefulness in comparative research. Examples of empirical criteria for
evaluating MTT in animals are given. We also question the authors’
evaluation of semantic foresight and their even-handedness in assessing
human and nonhuman behaviour.

Suddendorf & Corballis (S&C) have done a great service to the
scientific community by introducing the concept of mental
time travel as an integrated process in their 1997 paper (see
Suddendorf & Corballis 1997) and in restating it now in the
present article. This concept has provided a background
theoretical framework for our own research on memory and
future thinking in animals, which we would like to acknowledge.

Here S&C make a comparative hypothesis between the abil-
ities of human and nonhuman animals with respect to mental
time travel. However, they do not articulate this hypothesis in
terms of specific behavioural criteria; and without such criteria,
it is not possible to empirically evaluate their claim that mental
time travel is unique to humans, because, in the absence of
language, the cognitive capacities of animals can only be inferred
from their behaviour. Some of the components of mental time
travel (MTT) that S&C identify in their theatre metaphor, for
example, autonoesis and a sense of subjective time, are intrinsi-
cally phenomenological and hence their presence or absence is
impossible to demonstrate in a nonhuman animal. Other criteria
such as recursion or secondary representation may be possible to
test empirically in other contexts but not, we think, in considering
behaviour demonstrating mental time travel. We also question
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whether all the criteria listed – recursion, causal understanding,
and rehearsal, for example – are essential for mental time travel
as opposed to being skills that humans have and use incidentally
while engaged in MTT.

The type of criteria we have in mind can be illustrated by our
own analysis of “episodic-like” memory. We used Tulving’s orig-
inal definition of episodic memory in terms of spatio-temporal
relations (Tulving 1972) to investigate whether western scrub
jays have “what, where, when” (www) memory. We subsequently
proposed additional behavioural criteria for “episodic-like”
memory; namely, that the memory must not only be shown to
have www content but also to have an integrated structure and
that the information can be deployed flexibly (Clayton et al.
2003). Although our term “episodic-like” acknowledges the
difficulty of interpreting behaviour in another species as a mani-
festation of a specific phenomenological experience of remem-
bering, the important point here is that the what, where and
when must be bound together in order that the animal can dis-
criminate one event from another. For this reason even a ‘yes’
in every box in Table 1 of the target article is not sufficient to
establish the episodic-like character of memory in the absence
of the criteria of integration and flexibility.

Importantly, S&C do offer an empirically tractable criterion
for foresight, the Bischof-Köhler hypothesis. This is the claim
that an animal cannot take action for a future motivational
state, and we have recently used this criterion to evaluate the
MTT hypothesis by investigating whether scrub-jays who are
not hungry cache more food in a place in which they are likely
to experience hunger the following morning than in a place
that they are not. Not only did they meet this criterion of
MTT, but they also cached more of a type of food that they
will not receive in a particular place the following morning
than of a type of food that they will (Raby et al. 2007). In Shettle-
worth’s view this is the first unambiguous example of future
planning in an animal (Shettleworth 2007).

What we do not know, and think is not testable empirically, is
whether this type of future planning depends upon episodic per-
sonal projection or semantic knowledge. S&C are inclined to
dismiss the semantic cognitive system as self-evidently inferior
and more limited than the episodic cognitive system with a
number of statements that there is no room to debate here. A
contrasting view is that the only distinguishing difference
between episodic and semantic memory is the phenomenological
sensation of remembering rather than knowing about the event.
The semantic memory system allows individuals to acquire infor-
mation about themselves and their world through different
sensory modalities and flexibly retrieve and use this information.
This includes personal information and autobiographical facts.
We agree with S&C that there is evidence that the episodic
and semantic memory systems are closely linked to their respect-
ive future thinking counterparts and suggest that the only signifi-
cant difference between episodic and semantic future thinking is
the sensation of pre-experiencing one’s own personal future.
Humans may always combine episodic and semantic future
thinking in assessing alternatives, but this does not prove that
the episodic element is essential for future thinking. Using one
of their own examples, it is quite possible to semantically
arrange a seating plan for a forthcoming event without needing
mental time travel to envisage oneself at the table.

S&C argue that a demonstration of mental time travel in non-
human animals must exclude behaviours that are species typical
or domain specific, without adequately explaining why. They
describe a possible test of episodic-like prospection in scrub-
jays and then immediately dismiss it as explicable by “predisposi-
tions and specific learning algorithms,” although, in their view, the
use of language by humans – surely a case of predisposition and
learning if ever there was one – “provides the clearest evidence
of [mental time travel].” Most behaviours in any animal, cognitive
or otherwise, are likely to be species typical and a result of some
form of predisposition and learning. They use a different yardstick

in assessing children than in assessing animals. Caching and
retrieval may develop in a predictable fashion in scrub-jays, but
so does the emergence of autonoesis, theory of mind, and
indeed the episodic cognitive system in children.

In relying so heavily on phenomenology, S&C effectively
define mental time travel by the exclusion of animals other
than humans. If they are going to propose a comparative hypo-
thesis it is incumbent on them to offer relevant, applicable, beha-
vioural criteria which are empirically tractable. In the absence of
such criteria, the comparative aspect of MTT is not a matter of
scientific enquiry but of intellectual preference.

On the constructive episodic simulation of
past and future events
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Abstract: We consider the relation between past and future events from
the perspective of the constructive episodic simulation hypothesis, which
holds that episodic simulation of future events requires a memory system
that allows the flexible recombination of details from past events into
novel scenarios. We discuss recent neuroimaging and behavioral
evidence that support this hypothesis in relation to the theater
production metaphor.

Suddendorf & Corballis (S&C) could hardly have asked for a
better moment to focus on mental time travel. In recent
months there has been a virtual explosion of relevant papers,
including neuroimaging studies (Addis et al. 2007; Szpunar
et al. 2007), investigations of amnesic patients (Hassabis et al.
2007) and scrub jays (Raby et al. 2007), a concept essay (Schacter
& Addis 2007b), and two theoretical reviews (Buckner & Carroll
2007; Schacter & Addis 2007a). The future of thinking about the
future appears to be now.

We focus on issues raised by S&C that are addressed by our
recent work on past and future events. In particular, we consider
two key ideas contained in S&C’s theater production metaphor:
(1) memory is not a literal recording of experience; and (2) epi-
sodic future thinking – like episodic remembering – needs to
be decomposed into constituent components.

S&C emphasize, rightly, that memory is constructive rather
than reproductive. Though not a new idea, its links to future-
related thinking have been overlooked (for exceptions, see
Dudai & Carruthers 2005b; Suddendorf & Corballis 1997). To
strengthen the link, we have advanced a constructive episodic
simulation hypothesis (Schacter & Addis 2007a; 2007b). Accord-
ing to this hypothesis, remembering past events and imagining or
simulating future events draw on similar kinds of information in
episodic memory and involve many shared processes. In particu-
lar, episodic remembering and future thinking both depend cri-
tically on relational processes that link or bind together distinct
elements of an experience. This latter idea is especially important
because our hypothesis holds that episodic simulation of future
events requires a system that allows the flexible recombination
of details from past events into novel scenarios. Episodic
memory possesses exactly these characteristics, which makes
the system highly adaptive for simulating novel future scenarios
based on past experiences, but also makes the system, when
used for remembering, prone to errors and distortions that
arise from miscombining stored elements – a common form of
memory distortion.

This hypothesis predicts considerable overlap in the processes
that support remembering the past and imagining the future.
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S&C review such evidence, which is bolstered further by the
recent studies noted earlier. For example, two new neuroimaging
studies (Addis et al. 2007; Szpunar et al. 2007) build on earlier
work from Okuda et al. (2003) by demonstrating that a number
of prefrontal, medial temporal, and parietal regions previously
associated with episodic remembering show similar increases in
activity, relative to control tasks, when imagining the future or
recollecting the past. A key finding with important implications
for the constructive episodic simulation hypothesis is that the
hippocampus shows increased activity when people construct
and elaborate on both future and past events; indeed, the right
hippocampus shows greater activity during construction of
future than past events (Addis et al. 2007). Given the role of
the hippocampus in supporting relational processing and
perhaps other aspects of episodic memory, these data suggest
that episodic simulation of future events involves an even more
intense constructive process than does episodic remembering
of past events.

Such observations mesh nicely with the recent findings from
Hassabis et al. (2007) that four of five hippocampal amnesics
exhibited deficits in the ability to imagine novel events. The
fMRI findings also fit with a recent behavioral study in which
we demonstrated that older adults, compared with younger
adults, show reduced specificity both in their recall of past auto-
biographical episodes and their imaginings of possible future
episodes (Addis et al., in press).

S&C’s theater production metaphor highlights the need to
decompose the complex activities of mental time travel into
more basic components. Such componential approaches have
been usefully applied to memory by numerous investigators,
and should be similarly helpful when applied to future event
simulation. Consider, for example, the finding from our fMRI
study that several brain regions show greater activity during
future versus past event construction (Addis et al. 2007). As
noted earlier, one of those regions is the right hippocampus.
Another such region is a medial part of right anterior prefrontal
cortex (BA 10). If we think of these regions as components a
network used for past and future event simulation, the next
task is to characterize their respective contributions. In the
context of S&C’s theater metaphor, we suggest that medial BA
10, assisted by hippocampus, might serve as the “stage” on
which the production unfolds.

S&C discuss the stage component with respect to Baddeley’s
well-known tripartite model of working memory, consisting of a
central executive, phonological loop, and visuo-spatial sketchpad.
Note, however, that Baddeley (2000) updated the model to
include a fourth component, the episodic buffer. In the
updated model, the central executive is associated with strategic
control of processing, whereas the episodic buffer is “a limited
capacity system that provides temporary storage of information
held in a multimodal code, which is capable of binding infor-
mation from the subsidiary systems, and from long-term
memory, into a unitary episodic representation” (Baddeley
2000, p. 417).

The function of binding multimodal information from diverse
systems makes the episodic buffer well suited to serving as a stage
for future event simulations. FMRI data from a working memory
task that requires integration of spatial and verbal information
indicate that medial BA 10 is a candidate site of the episodic
buffer, because it is preferentially activated during maintenance
of integrated versus unintegrated information (Prabhakaran et al.
2000). Given the proximity of this region to the one in which we
documented greater activity for future imagining than remem-
bering, we are encouraged to postulate that medial BA 10
holds together the diverse elements compromising a future
event simulation, and may work closely with the hippocampus
in constructing the elements that support the full-blown
theater production. Exploring the interrelations of these
regions constitutes a critical next step for future-oriented
research.
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Abstract: The title of the target article suggests an agenda for research on
cognitive evolution that is doubly flawed. It implies that we can learn
directly about animals’ mental states, and its focus on human
uniqueness impels a search for an existence proof rather than for
understanding what components of given cognitive processes are
shared among species and why.

“What is mental time travel, and is it unique to humans?” As the
focus for research on cognitive evolution, this question is doubly
flawed. Not only can we never know what other species’ mental
experiences are like, searching for a yes or no answer to a question
about human uniqueness is not a productive way to proceed with
research in comparative cognition. This path leads to a quest for
an existence proof (just one animal with “it” is enough), followed
by endless disputes over whether “it” really was demonstrated.
The history of attempts to teach forms of human language to
apes (Shettleworth 1998) is evidence enough for this. Far more
productive as well as consistent with evolutionary thinking is to
ask something like, “What components of process X are and are
not shared among what species and why, in evolutionary, func-
tional, and perhaps neurological terms?” Progress in answering
such questions is most likely to be made when the process being
compared across species is already well understood within at
least one of the species in question, human or other animal.

In various places, Suddendorf & Corballis (S&C) do address
the difficulty of drawing conclusions about animals’ mental
experiences, for example, when discussing episodic-like
memory in section 3.1. But this is not merely a matter of not
having enough evidence yet: Because we can only observe beha-
vior, we can never know if animals are mentally time traveling
anywhere. Researchers can productively seek no more than func-
tional similarities between human and animal behaviors in analo-
gous situations. A pattern of brain activity (S&C, sect. 2.3) is just
another item of function similarity, and one that is a priori denied
to species with very different brains from humans.

An instructive example of what is meant by documenting func-
tional similarity of behaviors is research on metacognition in
rhesus macaques. Contrary to what S&C suggest in section 4.5,
there is a now a rich body of convergent evidence from several
laboratories and testing paradigms consistent with these
monkeys’ being able to monitor both the certainty of their per-
ceptual judgments and the strength of their memories. For
example, when memory is poor, monkeys choose to escape
tests of memory more often; but when they choose to take the
test, they continue to perform well, better than when forced to
take it (Hampton 2001; see also Smith & Washburn 2005).
Monkeys show this functional relationship immediately when
memory is taxed, further indicating that their behavior does not
reflect learning to use cues like length of the retention interval.
Monkeys’ reports of metacognitive certainty transfer across
tasks (Kornell et al. 2007), and they behave as if they are using
it to control information seeking in naturalistic (Hampton et al.
2004) and operant tasks (Kornell et al. 2007). The availability of mul-
tiple convergent measures and more than one testing paradigm also
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renders meaningful repeated failures to find similar patterns of data
in pigeons (Sutton & Shettleworth, in press).

One reason this body of work is so compelling is that there is
reasonable theoretical agreement on relevant procedures and
predicted patterns of data. The tests for animals are also closely
analogous to those used with people, and indeed data from
people and monkeys have sometimes been reported in the
same article (see Smith et al. 2003). As alluded to by S&C, in
some of these situations, rather than explicitly “reporting on”
memory strength, the monkeys may be discriminating some
self-generated correlate of memory strength such as latency to
select an option; but the same may be true of people (Terrace
& Metcalfe 2005). Such possibilities remain for further study.
Nevertheless, among attempts to document behaviors in
animals functionally similar to those accompanied by distinct
kinds of awareness in humans, research on monkey metacogni-
tion is unique in richness and diversity of convergent data.
Even so, it still cannot reveal the monkeys’ subjective states.

S&C do try to specify (in sect. 2.1) what nonverbal behavior
would count as evidence of “future mental time travel.” It
should be a novel behavior or combination of behaviors, the
outcome of which later satisfies a need not present at the time
of performance. They then suggest an experiment very similar
to one recently reported by Raby et al. (2007) with positive
results. But, as S&C say, an additional requirement that follows
from the folk-psychological notion of human planning is that
the ability revealed in such a test be flexible, that is, applicable
in more than one context. It remains to be seen whether this
new study with scrub jays has tapped a generalized ability or a
hitherto unrecognized learning adaptation in the food-caching
system (Shettleworth 2007).

S&C also propose separable components of mental time travel
that might be sought in developing children and/or other
species. This approach to comparative research is undoubtedly
useful in general. For example, the comparative study of
numerical cognition has made real progress since researchers
moved beyond asking, “Do animals count?” (see Shettleworth
1998) to the comparative analysis of components of numerical
competence such as exact perception of small numerosities
and Weber’s law–based discrimination among larger ones
(Feigenson et al. 2004). These may be widely shared among
vertebrates, whereas exact appreciation of quantities larger
than about 5 is normally confined to numerate humans (Pica
et al. 2004). In contrast, the components of mental time travel
proposed by S&C seem too many and too vaguely metaphorical
for similar progress in this area to be expected any time soon. It
is abundantly clear (Roberts 2002; Shettleworth 1998) that all
animals are superbly equipped with learning and timing
mechanisms allowing them to use their own and their ancestors’
past to determine future behavior. Interpreting what they do
as revealing mental time travel is one example of a rather
widespread return of anthropomorphism, which appeals to the
public without necessarily advancing understanding (Wynne
2007). Perhaps there should be a moratorium on studies of
animal “mental time travel” until its psychological and behavioral
components have been better specified and more carefully
dissected in developmental studies.

First test, then judge future-oriented
behaviour in animals
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Abstract: Suddendorf & Corballis (S&C) argue that animals are not
capable of mental time travel (MTT) or its components. However, new
results on chimpanzees suggest that they plan for the future and
possess some MTT components. Moreover, future-oriented behaviour
and episodic-like memory in other animals suggest that not all animals
are limited to the present. Animals’ capacities should not be dismissed
without testing them.

“Darwinian continuity need not demand greater mental powers in
nonhuman animals than is currently evident” (target article, sect.
6, para. 10). With this closing sentence, Suddendorf & Corballis
(S&C) seem to dismiss the possibility that nonhuman species
may mentally travel in time or possess any of its components.
However, their approach to mental time travel (MTT), dis-
tinguishing different cognitive components, that is, the “play”
(or theater) metaphor, actually allows for a Darwinian continuity
without MTT in animals. Moreover, the conditions for MTT in
animals are laid out, so the capacity of MTT itself can be investi-
gated. Our research on future-oriented behaviour in chimpanzees
(Dufour & Sterck, submitted; Dufour et al. 2007), and recent
studies on other apes (Mulcahy & Call 2006) and birds (Raby
et al. 2007), indicate that these animals can plan for future
needs and have some of the mental capacities required for MTT.

New research indicates that flexible future-oriented beha-
viour in animals exists. Animals show future-oriented behaviour
when they act in the present on the basis of an anticipated
future need in contrast to a current one. The results of the
sole study on apes showing such planning behaviour in tool
use tasks (Mulcahy & Call 2006) are not considered convincing
by S&C. They argue that the apes “only” needed to learn to
always return with the same tool. Moreover, the set-up
allowed for tool collection based on a current need since the
apparatus was visible. Our results on chimpanzees, however,
counter this interpretation. We replicated the Mulcahy and Call
study with additional methodological controls: Chimpanzees had
to collect the appropriate tools and bring them back while the
apparatus and experimenter remained out of sight. Some individ-
uals transported the appropriate tools (Dufour & Sterck, sub-
mitted). Moreover, the animals had not previously succeeded in
a planning-like task that required them bring in a tool, and also
never had to bring the tool during training, so a previously
learned rule cannot account for their behaviour. Therefore, our
study indicates that chimpanzees can collect tools without direct
indications of future use (Dufour & Sterck, submitted).

Similarly, scrub jays can store their breakfast in the evening at
a location where they occasionally are forced to spend the night,
but are never provided with breakfast, suggesting future-oriented
behaviour not driven by current need (Raby et al. 2007).
Although more controls are needed, these results are first indi-
cations that animals, too, may possess capacities related to
MTT. In addition, planning for the future and recollection of
past experiences are probably linked (e.g., Suddendorf 2006).
An increasing body of research concerns recollection of past
events, or episodic-like memory, in animals, reviewed by S&C
(sect. 3.1). Although they conclude that animals lack MTT,
their review shows that rodents, monkeys, great apes, and
scrub jays can associate two or more elements (what, where,
when, who) from a past experience and combine them to direct
current behaviour. Altogether, these results indicate that not all
animals are strictly bound to the present.

S&C list in the “play” metaphor a challenging range of mental
capacities that are components of MTT. From the capacities
mentioned, the ”broadcaster” is probably not required for
MTT, although it may enhance joint action. In addition, not all
capacities may be required to the degree proposed by S&C.

S&C suggest that animals must possess some “appreciation of
the time dimension itself” (sect. 4.4), that is, “the set.” Most tests
of time understanding in animals show the limited capacities of
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monkeys, rats, and pigeons in choosing a delayed large reward
over a directly available small one. However, we showed that
chimpanzees may appreciate exactly this time dimension. In
a ”waiting to exchange task,” we determined the capacity of capu-
chin monkeys and apes to wait (Dufour et al. 2007; Ramseyer
et al. 2006). Animals were given an initial item of a desired
food (a cookie) that they had to keep for some time and exchange
later for a larger-sized cookie. While capuchins did not wait for
more than 20 to 40 seconds, chimpanzees kept the initial
cookie for at least 8 minutes. Interestingly, chimpanzees gave
up waiting earlier than predicted by their general ability to
wait. This suggests some appreciation of the duration of the
delay, and a flexible capacity of weighing different options
based on time to and size of what is to come relative to what is
currently available. Chimpanzees appreciate the time dimension
for a time period exceeding that of other tested animals, and their
performance resembles that of children (Mischel et al. 1989).

The results of the “waiting to exchange task” are also relevant
for the “executive producer” capacity. They indicate that chim-
panzees can “[inhibit] a simple response in order to increase”
their “total future reward” (sect. 4.6). In addition, chimpanzees
had voluntary control over this inhibition, since, with the
longer waiting times, they either decided to control themselves
or chose not to.

In “the actors” part, the ability to project self into the past or
the future, MTT requires self-awareness. S&C imply that
theory of mind (ToM) is a prerequisite to MTT. However,
ToM is also considered an advanced cognitive capacity often
attributed to humans only. Similar to what S&C propose, ToM
has also been proposed to require a number of components,
among them the capacity to appreciate the future (Barrett
et al. 2003, p. 496). This suggests that one is not part of the
other, since they are two different capacities, but that both
MTT and ToM depend partly on the same components.

In conclusion, our results on future-oriented behaviour in
chimpanzees indicate that they possibly show future planning
and have some of the mental capacities required for MTT. The
search will be on for the others. As S&C also acknowledge,
before accepting the conclusion that “Darwinian continuity
need not demand greater mental powers in nonhuman animals
than is currently evident,” we have to test animals before dismiss-
ing their MTT-related capacities.
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Abstract: We add one point to Suddendorf & Corballis’s (S&C’s) story of
mental time travel: For the future success of this hot, new area of
research, it is imperative to pay attention to the fundamental
distinction between the general brain/mind capacity that makes
possible conscious awareness of the past and the future (the
“medium”), on the one hand, and specific expressions of this capacity
in a large variety of future-related mental activities (the “message”), on
the other.

“Oh, grandmother, what big teeth you have!”
“All the better to eat you with, my dear.”

Things always seem to go more smoothly in fairy tales than in real
life. Little Red Riding Hood receives a straight answer to her
simple remark. But when scientists say, “Oh, Mother Nature,
what big brains you have given us,” Mother Nature only smiles,
“All the better for you, my dear, to figure out my ways.” Perhaps.

Despite the spectacular advances that science has made, we still
do not know why the human brain is so much bigger than the
chimp’s. Surely it has evolved to serve some adaptive functions
that are not shared by our smaller-brained relatives, but, apart
from language, it is not obvious what these functions might be. Inter-
estingly, the difficulty of the problem itself may provide an important
clue to the solution of the puzzle: Whatever these uniquely human
functions are, they must be so subtle that even clever scientists do
not see them. In other words, the clue is to look for differences
between humans and nonhumans that are not obvious.

Nothing can be more subtle than the ability to reflect on what
one has experienced in the past or might experience in the future.
Although this ability has existed since time immemorial, until
recently no one has paid much attention to it as an object of
scientific interest. Now, however, mental time travel, the topic
of Suddendorf & Corballis’s (S&C’s) target article, is moving to
the center stage of brain/mind sciences with a vengeance.
During the time alone that the S&C article spent in the publish-
ing pipeline, a whole slew of prominent papers on mental time
travel have appeared in leading journals (Addis et al. 2007;
Buckner & Carroll 2007; D’Argembeau & Van der Linden
2006; Schacter & Addis 2007b; Spreng & Levine 2006;
Szpunar et al. 2007). There is every reason to believe that it is
going to be among the hot topics of the future. Who can resist
the allure of the idea of a universal yet invisible human trait?

We like the general thrust of S&C’s story, as well as their novel
attempt to decompose mental time travel into more basic com-
ponents. This is the way of healthy science. We agree with
many details of their argument. Specifically, we concur with
their judgment that nonhuman animals probably do not possess
the same kind of ability for mental time travel that humans do.
Apart from the fact that, as yet, no convincing evidence of this
ability has been shown by any creature other than humans,
there are at least three other reasons why we side with S&C on
this issue: (1) It helps with the puzzle of the large human
brain. (2) The view opposing it helps one understand why
mental time travel, until recently, had not been singled out for
study. (3) It helps provide explicit guidance in the search for
the neural underpinnings of mental time travel.

If we were permitted to offer one suggestion to S&C – and
others who are or will be studying mental time travel – it
would be to pay attention to the relevant concepts and their
attendant terminology. In the forthcoming debate about mental
time travel, arguments should be about facts and their interpret-
ation, and not the words used to exchange ideas about them.

What exactly is mental time travel? What do we mean when we
use the term? In the S&C story, the term “mental time travel” is
used to refer to an evolved faculty or capacity, that “allows us not
only to go back in time, but also to foresee, plan, and shape vir-
tually any specific future event” (target article, Abstract) and
thereby enhances flexibility in future-related behavior. At the
same time, however, it is also used to refer to the kind of
mental activity that it allows or enables, for example “anticipation
of future needs” (sect. 3.3). Now, a capacity that allows or enables
a particular activity is not the same as the activity itself. The dis-
tinction may be subtle, but it is fundamental, and it should be
reflected in the terms that are used to refer to them.

The distinction between general capacity and particular beha-
vioral/cognitive expressions of it may become especially relevant
in the investigation of neural correlates of mental time travel, as
illustrated by recent functional neuroimaging studies. In these
studies, the temporal aspects of the mental time travel capacity
(past vs. future) have been confounded with the details of the
nature of the imagined activity: As a consequence of the
employed tasks, what people imagine for future events is
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necessarily different from what they remember about past
events. Ideally, and eventually, such confounding will be elimi-
nated, and the neural correlates of the neurocognitive capacity
that enables mental time travel (the “medium”) will be separated
from the neural correlates of the contents of what is imagined or
remembered (the “message”).

Our own terminological preference is to reserve the term
“mental time travel” for the kinds of mental activity in which
people engage when they remember particular past events or
think about possible personal future happenings, and to use some
other term, such as “chronesthesia” (Tulving 2002a), to refer to
the general neurocognitive capacity that makes such remembering
and thinking possible. The concept of chronesthesia was intro-
duced as a specifically time-oriented facet of autonoetic conscious-
ness. The concept of autonoetic consciousness was introduced as a
part of the description of a brain-damaged amnesic individual who
could neither remember any personal past happenings nor imagine
any personal future scenarios (Tulving 1985). This patient was said
to have lost his autonoetic consciousness, a kind of consciousness
that endows a healthy person with the capability of mental time
travel, to “roam . . . at will over what has happened as readily as
over what might have happened, independently of the physical
laws that govern the universe” (Tulving 1985, p. 5).

If the Bischof-Köhler hypothesis survives the challenges from
clever tiny-brained birds and their even cleverer keepers (e.g.,
Raby et al. 2007), it will make sense to look for some unique
properties – cytoarchitectonic, hodological, neurochemical – in
the human brain. S&C mention the possible usefulness of this
physiological criterion, and we think the optimism in this
regard is well placed.

So, is the large human brain relevant to the story? Nobody
knows at this stage; time will tell. But the world is full of testimony
that larger, more recently evolved systems can perform feats that
smaller, more ancestral ones cannot. If Mother Nature wants to
hide her ultimate secrets, what better place for it than a humon-
gous brain, the most elaborate structure known in the universe.
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Abstract: There is a growing interest in mental time travel in
cognitive psychology, neuroscience, developmental psychology,
comparative psychology, and evolutionary psychology. Here we
review current issues in each of these disciplines. To help
move the debates forward we name and distinguish 15 key
hypotheses about mental time travel. We argue that foresight
has for too long lived in the shadows of research on memory
and call for further research efforts.

R1. Introduction

The fundamental human capacity to conceive of future
events has received surprisingly little attention in the
behavioral and brain sciences. Ten years ago we first

discussed the nature, development, and evolution of
mental time travel in a rather low-key monograph
(Suddendorf & Corballis 1997). That article was based
on Suddendorf’s masters thesis (Suddendorf 1994), and
it took much persistence to get it published after initial
rejections from several journals, including this one. It is
thus a delight to see how far we have come, as is evident
in the wide interest the target article elicited. Today,
mental time travel is recognized as an important topic of
inquiry with discussions in the top generalist and specialist
journals. In fact, since writing this target article last year,
there has been, as Schacter & Addis, Tulving & Kim,
and Okuda note, an explosion of articles published on
various aspects of the subject. We look forward to review-
ing progress in another 10 years’ time, though extrapolat-
ing from the recent surge in interest, that task will
probably be a lot more difficult.

We thank the commentators for providing their per-
spectives and will reply according to the five main research
areas from which they derive: cognitive psychology, neuro-
science, developmental psychology, comparative psychol-
ogy, and evolutionary psychology. This division should
make it easier to find the relevant sections for scholars
mainly interested in some of these areas.

Tulving & Kim counsel that researchers should care-
fully distinguish concepts and terminology in the forth-
coming debate. To avoid confusion, we therefore begin
our reply by explicitly naming and distinguishing various
hypotheses from the target article that attracted
comment (see Table R1). Many of the commentaries
take issue with only one of these and may not bear on
others.

R2. Mental time travel and cognitive psychology

The study of memory has always been a cornerstone of
cognitive psychology. It remains something of a mystery,
though, why memory research has attracted so much
more attention than the study of future-oriented pro-
cesses. One reason, we suspect, has to do with the ease
of testing memory accuracy and the difficulties associated
with testing foresight. We have argued that an evolution-
ary perspective must shift the focus to what these
capacities can do for the present and the future, and the
commentaries offer strong support for the Future-first
hypothesis (but see Nelson). In fact, it seems that the
future of thinking about the future is now, as Schacter
& Addis put it. We are delighted to read that memory
researchers such as Tulving & Kim and Schacter &
Addis fundamentally agree with our proposal and
endorse a fresh look at foresight and how memory may
support it.

There is almost unanimous agreement on the general
hypothesis that there are some fundamental links
between mental time travel into the past and the future
(Janus hypothesis). Several commentators substantiate
this claim with further evidence (Brüne & Brüne-
Cohrs; Buckner; Carr & Viskontas; D’Argembeau &
Van der Linden; Hurford, Flaherty, & Argyropoulos
(Hurford et al.); Okuda; Schacter & Addis). Nonethe-
less, it is probably prudent to remain cautious about the
extent of these links, as Friedman suggests. The details
of the relation are still to be determined (Bar) and we
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Table R1. Key hypotheses discussed in the target article

Hypothesis Name Core Idea
References (other than target
article itself)

1. The Janus hypothesis Mental time travel into the past and
future are closely linked in mind
and brain.

(Dudai & Carruthers 2005a; Schacter
& Addis 2007b; Suddendorf &
Busby 2003; 2005; Suddendorf &
Corballis 1997; Tulving 1985; 2005)

2. The Prospection systems
hypothesis

Procedural, semantic, and episodic
memory systems have direct
prospective counterparts.

3. The Components hypothesis Mental time travel is not an isolated
module, but draws on a set of
other cognitive capacities.

(Suddendorf & Corballis 1997)

4. The Traveler hypothesis Mental time travel depends on
autonoetic awareness and
concepts of self and time.

(Tulving 1985; 2005)

5. The Theory-of-mind
hypothesis

Mental time travel draws on many
of the same mechanisms as
theory of mind.

(Hazlitt 1805; Perner & Ruffman 1995;
Suddendorf 1999; Suddendorf &
Corballis 1997)

6. The Theater hypothesis Successful mental time travel
depends on a set of components
that fill the metaphorical roles of
stage, playwright, actors, set,
director, producer, and
broadcaster.

7. The Future-first hypothesis Episodic memory is an adaptive
design feature of the human
ability to conceive of future
events.

(Suddendorf & Busby; 2003; 2005;
Suddendorf & Corballis 1997)

8. The Constructive episodic
simulation hypothesis

Characteristic errors in episodic
memory reflect a construction
process designed to simulate
future events.

(Schacter & Addis 2007a; Suddendorf
& Busby 2003; Suddendorf &
Corballis 1997)

9. The Prime mover hypothesis Mental time travel was a driving
force in human evolution.

(Suddendorf 2006; Suddendorf &
Corballis 1997)

10. The Flexibility hypothesis The key adaptive advantage of
mental time travel is greater
behavioral flexibility and control
over future survival and
reproduction chances.

(Suddendorf & Corballis 1997)

11. The Uniqueness hypothesis There is something about human
foresight that no other species
shares.

(Suddendorf & Corballis 1997)

12. The Stuck-in-time
hypothesis

Nonhuman animals cannot travel
mentally in time.

(Roberts 2002; Suddendorf &
Corballis 1997; Tulving 1983)

13. Bischof-Köhler hypothesis Nonhuman animals cannot
anticipate future need/drive
states that they currently do not
experience.

(Bischof-Köhler 1985; Bischof 1978;
Suddendorf & Corballis 1997)

14. The Multiple limits
hypothesis

Nonhuman animals’ foresight is
restricted by deficits in any one,
or any combination, of the
components of the theater
hypothesis.

15. The Lower Paleolithic
emergence hypothesis

Mental time travel first emerged in
the genus Homo.

(Suddendorf & Corballis 1997)
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suspect that both shared and unique processes for episodic
memory and foresight will be established. None of the
commentators made the case that mental time travel
might be a separate module. Instead, in addition to episo-
dic memory providing raw material for mental simulation
of future events, the link may be based on both past and
future travels drawing on the same cognitive resources
(Components hypothesis). We suggested a range of com-
ponents with the Theater hypothesis.

R2.1. Theatrical concerns

Although generally commending the Theater hypothesis,
Hurford et al. query the role of the broadcaster (see
also Sterck & Dufour). By adding the broadcaster to
the metaphor, they suggest, we preclude possible research
on episodic memory in nonhumans. The broadcaster can
be most clearly identified with language, but we did
mention the possibility that nonhuman animals might in
principle be able to communicate past episodes (e.g., by
using mime). In any case, we did not mean to imply that
the broadcaster was a necessary component of the
theater metaphor; we wrote, “Although language is not
necessary for mental time travel, it provides the clearest
evidence of it” (sect. 4.7).

The causal relation, though, may run the other way. That
is, mental time travel may have been critical to the evolution
of the broadcaster. Indeed, as we hinted in the target article,
language seems exquisitely adapted to the description of
events that are remote in place and time. So it is that
language comprises symbols to represent nonpresent
objects, actions, emotions, and the like, and has systems of
tense for signaling past and future (see Corballis &
Suddendorf, in press, for further discussion). It has become
commonplace to refer to one component of memory as
declarative memory; conversely, we suggest, much of
language consists of memorial declaration. It also consists
of declarations about the future, as evident in recent
discussions about the consequences of global warming.

Dessalles, though, seems to think that the broadcaster
may have come first, arguing that episodic memory evolved
as an outgrowth of language (see also Nelson), providing
us with worthwhile things to talk about. This seems to us
the wrong way around, rather like suggesting that feet
evolved to allow us to play football. It is surely more likely
that language evolved to allow experiences and plans, and
also knowledge, to be shared. Dessalles’ position, moreover,
appears to be somewhat circular: We can tell of events
because they are tellable – hence episodic memory
evolved in support of language performance. Although
there may be individual differences in the extent that
people disclose, we suspect that every clinically normal
person has memories and anticipations that they do not
share with others. In fact, we think it is at times very difficult
to put into words what has happened or what we expect to
happen. And although telling exciting stories of the unusual
and surprising may have social (and perhaps sexual) pay-
offs, it surely does not stop people from remembering the
mundane and even talking about it. I well remember
getting on the bus last week, but it is not a story I would
tell. We agree with Dessalles that this is so because it
conveys little new or unexpected information. But why is
unexpectedness important? Nelson claims that it is only
humans who share events they have experienced. We

concur, and this broadcasting of one’s mental time travel
can indeed be extremely adaptive, in that it allows people
to learn from others’ mistakes and successes without even
having to experience the events themselves. Those who
tell such useful tales may be encouraged and rewarded by
those who learn. Thus, these are stories worth telling and
worth listening to.

Whereas Hurford et al. think the Theater hypothesis
goes too far, Ainslie suggests that it does not go far
enough, since it neglects the audience. In so doing, it fails
to consider the question of what motivates us to indulge in
mental time travel rather than live in the present. Questions
about motivation for mental time travel are perhaps separate
from questions about mental time travel itself, just as the
description of a theater production is not a description of
who will go to see it. Nevertheless, Ainslie raises interesting
points. He notes that people have little tolerance for a bad
lecture – or reading a boring article, we might add – and
it may be precisely in such circumstances that they will
indulge in some future fantasy, or revel in some past
glory. Buckner and Carroll (2007) suggest that this may
in fact be the human default mode. Even so, different
scenarios must compete with each other and with present
needs. Ainslie suggests that they may compete in terms of
entertainment value and suggests that a primary motivator
may be the very uniqueness of scenarios that we can envi-
sage; that uniqueness may in turn result from our ability
to use combinatorial principles to generate novelty (see
sect. R2.5), and also perhaps from what Locke and Bogin
(2006) recently termed the “instinct for inventiveness” (see
also Whiten & Suddendorf [in press] on the evolution of
inventiveness).

R2.2. The role of emotion

D’Argembeau & Van der Linden offer some detail on
the role of emotion in mental time travel. Their interesting
work has documented links between past and future time
travel (Janus hypothesis), adding depth to the study of its
content. They suggest that in addition to enhancing future
fitness, mental time travel serves to regulate emotion and
create the sense of self. We suspect it has many other func-
tions as well. In fact, many human emotions, such as
remorse and hope, may fundamentally depend on mental
time travel. Individual differences in the emotional
content of imagined episodes may underlie various mental
disorders (see also Brüne & Brüne-Cohrs); thus depressed
people generate fewer positive episodes; and anxious pa-
tients, more negative episodes (MacLeod & Byrne 1996).
On the other hand, they note that people with stronger
visual imagery generate more detailed event representa-
tions and rate these as more meaningful (D’Argembeau &
Van der Linden 2006), and they ask whether this may also
be associated with a stronger ability to make adaptive
choices. There is reason to suspect that this might be so,
as other work has found that individuals with stronger
concern for the future show better health-preserving beha-
vior (e.g., Mahon et al. 1997). However, this comes at a
price, as they are also more prone to stress (Zimbardo &
Boyd 1999). As Ainslie points out, there are serious pro-
blems associated with being, like Walter Mitty, too
“fantasy-prone.” It is easy to see how the adaptive ability
to concern oneself with the future confronts humans
with all kinds of cognitive, motivational, and emotional
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complexities and dilemmas (e.g., Suddendorf & Busby 2005).
For example, one may struggle to stop thinking about
the same events (as in posttraumatic stress syndrome), or
worry about events that may never occur. Brüne & Brüne-
Cohrs make the interesting suggestion that obsessive-
compulsive disorder might be the result of too much
mental time travel activity of this latter kind (Brüne 2006).

Sometimes, though, the sense of time can be seen as a
solution rather than a dilemma. Viola in Shakespeare’s
Twelfth Night, masquerading as a man, finds herself in
an impossible predicament, and is moved to say

O Time, thou must untangle this, not I;
It is too hard a knot for me t’untie!

We often live in the hope that problems will simply go
away.

According to Atance & Meltzoff, present affective state
is not so much a consequence of mental time travel as a
cause of it. They suggest that mental time travel arises
because we experience some desire for a future goal in
the present, and work toward it by constructing future
scenarios. This is similar to the point raised by Ainslie
that we need to consider what motivates a person to
indulge in future thinking in the present, or to think about
one scenario rather than another. Emotional considerations
are no doubt important (e.g., D’Argembeau & Van der
Linden), but it is not clear to us that mental time travel is
always suffused with emotion, and the role of emotion in
memory has a controversial history. Some of the things
we remember seem banal and without obvious affect (see
also our response to Dessalles), and they may serve more
as part of the vocabulary from which to construct future
scenarios.

R2.3. About time

Hurford et al. suggest what they call a “radically differ-
ent” taxonomy from the Prospection-systems hypothesis
we summarized in our Figure 1, although their alternative
ideas do not really impinge on the notion of mental time
travel itself. They see no distinctions between semantic
memory and (semantic) prospection, or between pro-
cedural memory and procedural prospection, since both
semantic and procedural memory are essentially timeless.
Semantic memory is indeed timeless in the sense that it
does not record and allow us to re-experience a specific
event that occurred at a specific point in time, but we
can of course have semantic memories that refer to time.
We can know, for example, when we were born, or the
date at which Columbus discovered America. Further,
some semantic knowledge is clearly directed toward the
future, such as knowledge of an upcoming birthday
party, and influences our planning as much as the episodic
constructions that may guide the specific form of the cel-
ebrations. As we noted in the discussion of the reminis-
cence bump in the target article, with increasing age we
may rely less on mental time travel and increasingly on
the semantic system. The notions of past and future can
be embedded in semantic knowledge as well. We
suggest, though, that the semantic representation of time
itself depends on the initial emergence of mental time
travel, both in evolution and development.

This possibility receives some support from Friedman,
who rightly points out that our sense of the time at which
events occurred in the past is fragmentary and generally
based on inference rather than on direct experience (see
also Eacott & Easton). He thus suggests that episodic
memory should be understood as having to do with
events that have occurred on a particular occasion, rather
than at a specific time. In a sense, then, our concept of
time is an extrapolation from incomplete data. Neverthe-
less, we certainly understand time to be a continuum,
running smoothly from some infinite past (or perhaps
from the big bang that created the universe) to a future
that is hopefully distant, global warming or not. Time is
therefore woven into our semantic knowledge about the
world. But such notions, we argue, can only emerge
from an initial understanding of a contextualized, event-
filled time (cf. Gerrans 2007).

Merker suggests that our “entire argument is built on a
perfect symmetry between past and future,” despite our
having written “There is a fundamental causal asymmetry
[between past and future], and one simply cannot know
the future as one knows the past”. More seriously, perhaps,
he suggests that semantic prospection is all that is needed
for optimal future planning (cf. Hegdé) and asserts that
we have provided no concrete evidence that mental time
travel ever yields greater efficacy. As noted earlier,
mental time travel may be necessary to construct such
semantic prospection. Furthermore, his view of prospec-
tion seems too passive, as though mental time travel into
the future is little more than a guessing game. Thus he
suggests that we cannot know which one of several poss-
ible future events will actually eventuate, and that particu-
larities gleaned from past episodes might make prediction
worse by adding to the number of possible alternatives. On
a more proactive view, though, those particularities can
surely help us actually shape future events, as distinct
from merely trying to anticipate what will happen.

R2.4. Beyond past and future

Mental time travel may be based on components that are
also used to achieve other goals (the Components hypoth-
esis). The Theory-of-mind hypothesis, for example,
suggests that humans use the same mechanisms to simu-
late the mental states of others. This idea is not new (as
Bischof-Köhler & Bischof and Sterck & Dufour seem
to imply), but was a central argument in our original
article (Suddendorf & Corballis 1997). Other authors
have also pointed to links between theory of mind and
mental time travels into past (Perner & Ruffman 1995)
and future (Hazlitt 1805). Bischof-Köhler & Bischof cite
additional developmental support for this hypothesis,
and make the interesting case for taking the Gestalt
psychological concept of “frame-of-reference awareness”
as a perspective for understanding mental time travel.
Buckner and Okuda provide additional reasons why
theory of mind and mental time travel (and possibly
some other forms of “self-projection” such as in naviga-
tion) might draw on the same components, and none of
the commentators made a case for conceiving of mental
time travel as an informationally encapsulated module.
In the target article, we proposed that mental time travel
draws on a range of sophisticated components (the
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Theater hypothesis) that may serve a range of other cogni-
tive functions, including theory of mind.

The relation between mental time travel and theory of
mind may be quite complex. On the one hand, both may
draw on basic component abilities such as metarepresen-
tation and executive functions (e.g., Suddendorf 1999),
or “frame-of-reference awareness”; on the other hand,
each appears to be intimately intertwined with the other.
For example, to understand what oneself and others
might do in the future typically requires some appreciation
of different mental states. Conversely, mental time travels
are mental states, and understanding others’ minds often
depends on understanding what happened to them, and
what their plans and goals might be. The recursion
evident in theory of mind (e.g., I believe that you know
what she wants) is also evident in mental time travel
(e.g., I remember that I thought yesterday about what
you are going to do tomorrow).

R2.5. Combinations and recombinations

Although we proposed that past episodes provide a voca-
bulary from which to construct possible future episodes,
using recursive, combinatorial principles similar to those
involved in theory of mind and language, Hegdé misinter-
prets us as implying that “one can mentally create only
those future events that one has specifically experienced
in the past.” Like Merker, Hegdé also argues that the
information provided by episodic memory is not needed
and can even place “untenable limitations on one’s
ability to imagine.” He suggests that prospection is most
efficiently accomplished entirely through the use of Baye-
sian principles (which he does not specify) based on
generic prior knowledge, although he does concede that
the Bayesian approach can use episodic memory without
being dependent on it. We agree that imagining future
episodes is based on both semantic knowledge and episo-
dic memory, but suggest that Hegdé may have underesti-
mated the constructive, combinatorial aspect of our
account. We recognize that humans can imagine whatever,
wherever, and whenever (Suddendorf & Busby 2003b),
and we emphasized the generative nature of mental time
travel both in the target article and in the original
formulation:

One characteristic of mental time travel that distinguishes it
from instinct and associative learning is its flexibility. That is,
given a basic vocabulary of actors, objects, and events, we
can construct unique episodes in the past and create scenarios
to deal with unique contingencies in the future. (Suddendorf
& Corballis 1997, p. 147)

This generativity may be an asset for flexible foresight,
but it may serve less well for accurately recording events
of the past, lending support to our argument (the
Future-first hypothesis) that episodic memory may in
fact be a design feature of the foresight system (cf.,
D’Argembeau & Van der Linden). Schacter & Addis
reinforce our claim that the error-prone nature of episodic
memory is the result of a system geared towards flexible
recombination of future events, rather than towards faith-
ful reconstruction of the past – and suggest we should call
this idea the Constructive episodic simulation hypothesis
(Schacter & Addis 2007a). The malleability of memory
that we have known of since Bartlett’s (1932) pioneering

studies is often forgotten by researchers who use correct
recall as the dependent variable. Several commentators
(e.g., Ainslie; Schacter & Addis) agree with us that the
veracity of episodic memory cannot be used to define it.
Just as visual illusions hold vital clues to studying normal
vision, so errors of memory also hold clues to understand-
ing the system (see also Brüne & Brüne-Cohrs), as is
well illustrated by Schacter’s (e.g., 1999) seminal work
on these “sins of memory.”

In the playwright section of the theater metaphor, we
focused especially on the peculiar human capacity for
recursion, which drives the recombination of elements
not only in mental time travel but also in other spheres
such as language, theory of mind, and music (Corballis
2007). This may have distracted from other aspects of
the story line. Nelson therefore argues for the importance
of narrative in mental time travel. We are sympathetic to
her view (see also the discussion in sect. R4) and have
acknowledged previously (Suddendorf & Corballis 1997)
Freud’s observation that even memories that reveal them-
selves as images require a story grammar if remembrance
is to be distinguished from random hallucinations. We
thought the use of the theater metaphor itself would
have gone a long way to emphasizing the importance of
the story or narrative being played out.

R3. Mental time travel and neuroscience

We are grateful to the commentators who extended and
updated our coverage of evidence from brain research.
These include Brüne & Brüne-Cohrs, Buckner, Carr
& Viskontas, Okuda, and Schacter & Addis. This evi-
dence overwhelmingly confirms the strong overlap
between brain areas involved in imagining the future
and in recollecting the past, and hence the Janus hypoth-
esis. Most human brain-imaging studies, such as those
summarized by Buckner, Okuda, and Schacter & Addis,
suggest that the prefrontal and parietal regions play critical
roles in both episodic memory and future thinking (e.g.,
Addis et al. 2007, Okuda et al. 2003, Szpunar et al. 2007).

Nevertheless, Carr & Viskontas take us to task for
overemphasizing the role of the frontal lobes at the
expense of the medial temporal lobe, and more particu-
larly the hippocampus. They challenge the Stuck-in-time
hypothesis concerning nonhuman animals, since the role
of the hippocampus in memory is widely documented in
many species, including birds. In the target article, we
suggest that the prefrontal cortex may provide at least
part of the extra ingredients that permit mental time
travel. Carr & Viskontas cite a recent study (Raby et al.
2007) suggesting that birds are capable of planning,
despite having no prefrontal cortex. We are skeptical of
this finding for reasons elaborated below, but it is becom-
ing clear in any case that the neopallium in birds has
evolved many of the functions of the neocortex (Jarvis
et al. 2005). Nevertheless, there can be no doubt, as
Carr & Viskontas document, that the hippocampus is
indeed critical to declarative memories (e.g., de Haan
et al. 2006) and probably to foresight (e.g., Hassabis
et al. 2007), and we were perhaps remiss in not emphasiz-
ing it enough. In a recent essay, de Hoz and Wood (2006)
have reviewed evidence that hippocampal “place” cells in
rodents might code “when” as well as “where,” perhaps

Response/Suddendorf & Corballis: The evolution of foresight

BEHAVIORAL AND BRAIN SCIENCES (2007) 30:3 339
https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S0140525X07002051
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 30 May 2017 at 15:52:15, subject to the Cambridge Core terms of use, available at

https:/www.cambridge.org/core/terms
https://doi.org/10.1017/S0140525X07002051
https:/www.cambridge.org/core


providing a substrate for episodic-like memory, or the
“stage” component of the Theater hypothesis. It is possible
that the hippocampus plays a more complex role in
humans than in other species. For example, Aggleton
and Brown (1999) have proposed a model in which the
hippocampus and other diencephalic structures are acti-
vated differently by semantic and episodic memory, at
least in humans, although in both cases the prefrontal
cortex is implicated as well (see also Maguire et al. 2001).

Another possibility, suggested by Schacter & Addis, is
that laterality may hold the key, with evidence that the
right hippocampus shows greater activity during construc-
tion of future events compared to past ones (Addis et al.
2007). But again, this same evidence also implicates a
medial part of the right anterior prefrontal cortex
(BA10), which they suggest may be the seat of an “episodic
buffer” (Baddeley 2000) that binds multimodal infor-
mation. According to the HERA (hemispheric encoding
retrieval asymmetry) model (Habib et al. 2003), the left
prefrontal cortex (PFC) is more involved than the right
PFC in episodic memory encoding, whereas the right
PFC is more involved than the left PFC in episodic
memory retrieval (but see Owen 2003, for a critique). So
far as we know, this model has been applied only to
humans, although the once-common belief that cerebral
asymmetry is uniquely human has now been thoroughly
refuted (Vallortigara & Rogers 2005).

In the target article, we noted evidence that neural loops
involving the cortex and basal ganglia might be involved in
mental time travel, but Okuda suggests that these are
more likely to be involved in procedural prospection
rather than in mental time travel as we defined it. His
own work, and that of others, implicates brain networks
involving medial aspects of prefrontal, temporal, and par-
ietal cortices. He and Buckner also suggest that the brain
areas involved in mental time travel may also be involved
in mental traveling in space, and into the minds of
others, as well as in time (see also sect. R2.4). As Okuda
points out, these extensions are understandable in terms
of the Theater hypothesis we advanced, and it is also
worth noting that time travel almost always takes us to
different places.

Buckner finds that the Theater hypothesis and the Pro-
spection systems hypothesis offer useful frameworks, but
chides us for adopting a behavioral perspective rather
than a neural one. He quotes with disapproval our state-
ment that we are not making any claims about “simulation
or any other mechanisms by which this may be instantiated
in the brain”. Our disclaimers with respect to the Theater
hypothesis were partly intended to avoid any impression
that we were supporting the so-called Cartesian theater
so effectively debunked by Dennett (1995), but also to
disavow any expertise as to precisely how the components
of mental time travel might be implemented. To make
no claims is not to disapprove of such claims, and else-
where we noted that, in the absence of phenomenological
evidence from nonhuman animals, we might in future be
in a position to use neurophysiological evidence as a
proxy – a prospect Tulving & Kim are also optimistic
about. We are grateful, especially to Buckner, Okuda,
and Schacter & Addis, for their insights as to how
the components of mental time travel suggested by the
Theater hypothesis might indeed be instantiated in the
brain.

Brüne & Brüne-Cohrs make the additional point that
studies of dementias and other psychopathological con-
ditions may hold important clues. They contrast Alzheimer’s
disease and Korsakoff’s syndrome, and suggest also that
aspects of schizophrenia might be understood in terms of
the Theater hypothesis. Failure in any one of the com-
ponents may lead to no mental time travel, or to disturbances
that may indeed be, as Lorenz suggested, more informative
about the physiology than studying the intact system. Double
dissociations are particularly informative, and we agree that
further interdisciplinary exchange is highly desirable. Clues
may come from various other syndromes (e.g., autism;
Suddendorf & Corballis 1997; Williams et al. 2001) and dis-
orders (e.g., delusions; Gerrans 2007). Our considerations, in
turn, may inform different lines of research in psychopatho-
logy (as Brüne & Brüne-Cohrs demonstrate). For example,
the discussion of animal capacities is important to developing
potential “animal models” for certain conditions. Putative
disturbances of the capacity to travel mentally in time can
only be informed by such models to the extent that there
are animal parallels. If the Uniqueness hypothesis is correct,
then some aspects of these disorders may be uniquely
human, too. Identification of what is not shared with other
species can also hold vital clues, however, as it would seem
likely that these traits are related to distinct attributes of
the human brain.

R4. Mental time travel and developmental
psychology

Few studies have attempted to directly investigate the
development of mental time travel into the past and
future (e.g. Busby & Suddendorf 2005), but there is a rela-
tively large literature on the development of related con-
cepts such as autobiographical memory. Autobiographical
memory is generally taken to include not just episodic
memory, but also semantic knowledge that one may have
about one’s history. Recently studies are beginning to
explore the distinction (e.g., Piolino et al. 2007). We did
not include a full discussion of the developmental literature
bearing on mental time travel largely due to space con-
straints (but see Suddendorf & Busby 2005; Suddendorf
& Corballis 1997), but we do believe that developmental
studies of mental time travel are important and that they
may offer vital clues to the other relevant disciplines, too
(Atance & Meltzoff; Shettleworth).

Nelson is one of the key figures in this field, and we fully
agree with her, and other prominent contributors to this
literature that social and cultural factors play an important
role in the development of episodic memory (e.g., Fivush
et al. 2006). This literature has documented how young
children first begin to refer to small parts of past events
and, gradually, with the help of their caregivers, turn
them into full narratives. Through the social interactions
with adults and the scaffolding provided by talk about
past events, children slowly seem to acquire the narrative
skill required to construct their autobiographies and a
more mature sense of self and other (e.g., Nelson &
Fivush 2004; Reese 2002). Although we have no doubt
these social processes play an important role in determin-
ing inter- and intra-individual differences in children’s
abilities, we caution that these factors are not necessarily
the sole determinants of mental time travel.
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One of the key lines of evidence for the importance of
sociocultural effects comes from the analysis of mother–
child conversations. Many studies have shown that children
of mothers who elaborate more in their conversations about
past events score higher on measures of autobiographical
memory (for a review, see Fivush et al. 2006). There is
also some, though much more limited, evidence of a
similar link between elaboration and children’s thinking
about the future (Hudson 2006). But there can be various
reasons for such correlations. For example, high-elaborating
mothers may have passed on the genes that are responsible
for high elaboration to their offspring. However, some data,
such as differential effects of the timing of adult–child con-
versations on memory (e.g., McGuigan & Salmon 2004),
cannot be explained in that way and suggest that the conver-
sations themselves do influence children’s memory. None-
theless, increased parental elaboration may not so much
change or cause mental time travel per se, but may teach
and encourage their reporting. In terms of the Theater
hypothesis, we are dealing here entirely with the role of
the broadcaster. Learning how to broadcast and under-
standing others’ broadcasts are no doubt important. But
that does not mean that it induces the other abilities we
propose are involved in mental time travel. If it did, then
elaborate conversations should offer a cure for people
who suffer from amnesia. And conversely, people deprived
of sociocultural narrative interaction (e.g., the deaf-and-
blind Helen Keller) should not develop mental time
travel. We argue that there is more to mental time travel
than just talk.

Although the importance of adult–child conversation is
a common theme in the literature, most developmental
theorists subscribe to something like the Components
hypothesis and argue that a range of emerging capacities
such as language, self-concept, and theory of mind are
related to the development of autobiographic memory
(e.g., Howe & Courage 1997; Levine 2004; Nelson &
Fivush 2004; Perner 2000; Reese 2002; Suddendorf &
Corballis 1997; Welch-Ross 1995). The relation between
these abilities may be multidimensional and involve
other factors (e.g. such as in the Theory-of-mind hypo-
thesis). In Suddendorf & Corballis (1997), we note, for
example, that the self in the present may be a prerequisite
of mental time travel, whereas a temporally extended
sense of self may be its consequence. The Theater hypoth-
esis adds to the list of implicated skills, and we encourage
developmental psychologists to study these components in
addition to direct measures of mental time travel.

Little is yet known about the development of children’s
thinking about the future (for reviews, see Haith et al.
1994; Moore & Lemon 2001), offering fertile ground for
future research (Atance & Meltzoff). Perhaps children’s
mental time travel is initially more influenced by talk about
the past than the future, as Nelson claims, and the Future-
first hypothesis may hold only for evolution rather than for
development. However, key developments in foresight
appear to also emerge over the preschool years (e.g.,
Atance & O’Neill 2005; Suddendorf & Busby 2005), and
when asked to tell something they did do yesterday and
something they will do tomorrow, 3- to 5-year-old children
perform similarly on both sets of questions (Busby &
Suddendorf 2005).

One area that has been studied more extensively is chil-
dren’s ability to differentiate between the times of events.

Friedman reviews some of his pioneering work on this
development and highlights the diverse range of mechan-
isms humans use in determining the times of past and
future events (see Friedman 2005, for a review). Children
develop these skills gradually from about age 4 onwards.

Bischof-Köhler & Bischof draw attention to a large-
scale German study in which children were tested on a
set of innovative measures aimed at assessing mental
time travel (Bischof-Köhler 2000). It remains a bit
unclear what role some of the measures, such as judging
which of two egg timers finishes first, play in the capacity
under discussion. However, the author found associations
between these tasks and standard measures of theory of
mind, substantiating the Theory-of-mind hypothesis. Fur-
thermore, they maintain the hypothesis that we named
after them (Bischof-Köhler hypothesis): that nonhuman
animals cannot anticipate future need states they do not
directly experience (Suddendorf & Corballis 1997). Exper-
imental designs have been proposed to assess future need
anticipation, as future-directed action could demonstrate
nonverbal capacities (Suddendorf 1994; Suddendorf &
Busby 2005; Tulving 2005). Atance & Meltzoff warn,
however, that as developmental psychologists we should
not focus too much on this specific ability as the litmus
test of mental time travel. We agree that the full spectrum
of the emerging ability deserves study, including future-
need anticipation. Very little is yet known about how
children come to develop foresight, and we suspect that
developments continue well into adolescence.

R5. Mental time travel and comparative
psychology

Unsurprisingly, several commentators question the claim
that nonhuman animals cannot travel mentally in time
(the Stuck-in-time hypothesis) and cite new research
that has been published since completion of the target
article in support (Bar; Carr & Viskontas; Hurford
et al.; Osvath & Gärdenfors; Raby, Alexis, Dickinson,
& Clayton (Raby et al.); Shettleworth; Sterck &
Dufour). Although we remain skeptical about some of
these conclusions as outlined here next, we commend
this innovative work and, unlike Shettleworth, want to
encourage more of it.

R5.1. Are behavioral tests possible?

Raby et al. lament that we did not articulate our hypoth-
eses in specific behavioral terms, and complain that we
rely too heavily on phenomenology. They also argue that
phenomenology may be the only difference between epi-
sodic and semantic memory. We do not think that this is
the only difference. Clearly, loss of episodic memory in
amnesic patients is not merely the loss of a phenomeno-
logical sensation, or quale, but has fundamental conse-
quences for the sufferer. In any case, the charge that we
are relying too heavily on phenomenology is misleading.
We took pains here and elsewhere (Suddendorf & Busby
2003b; 2005) to move beyond first-person experience
and towards objective indicators. Indeed, we pointed out
that natural selection needs something to get its teeth
into, and an internal feel alone is inadequate for that. We
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suggest that future-directed action is the key towards
mapping animals’ competence and understanding the
evolution of mental time travel.

Of course, what Raby et al. want are predictions that
are instantly translatable into tests with nonhuman
species, such as scrub jays. Clayton and colleagues (e.g.,
Clayton et al. 2003; Dally et al. 2006b; Raby et al. 2007)
have been prolific in developing clever ways of turning
mental time travel questions into experiments involving
jays caching and retrieving food. The components we
discuss in the Theater hypothesis offer several new
avenues, but Raby et al. dismiss components such as
recursion and secondary representation that may not so
easily be translated into this caching context. Yet, these
are behavioral criteria that lend themselves to comparative
inquiry. Suddendorf and Whiten (2001), for example, have
shown that there is convincing evidence for secondary rep-
resentation (the stage component) in great apes, and we
see no reason why scrub jays could not be tested similarly.
We thus reject the charge that we do not provide enough
relevant behavioral criteria and are happy to suggest more.

Raby et al. further charge that we did not adequately
explain why we advocate a focus on non-species-typical
behavior in attempts to demonstrate mental time travel
in animals. We made the case that the key adaptive advan-
tage of mental time travel is the flexibility it offers for
acting now to increase future survival and reproduction
chances (the Flexibility hypothesis), and note that the
human capacity is not restricted in content in any apparent
way, but instead is open-ended and domain general. We
thus argued that comparative research should focus on
non-species-typical behavior because it (a) provides evi-
dence for such flexibility and (b) rules out any role of
non-cognitive behavioral predispositions governing
future-directed behavior (as appears to be the case, for
example, in hibernators). Scrub jays, like various other
bird species, develop caching in predictable stages that
suggest a prominent role of innate factors. For example,
they have an early tendency to place food, as well as
many other objects, without recovering these caches.
Raby et al. counter that human children develop mental
time travel also in a predictable fashion. However, it is
not yet clear whether or not this is so. It has certainly
been argued that this development is not uniform, but
that there are individual and cultural differences in the
way children first acquire mental time travel (see
Nelson). More developmental research is required to
settle this, and we maintain that studies with nonhuman
animals (as well as with children) are best advised to
employ novel contexts to ascertain that the behavior of
interest is the result of an individual’s faculty for mental
time travel.

R5.2. New data on animal foresight

As we acknowledged in the target article, the Bischof-
Köhler hypothesis cannot be true in the superficial sense
that food caching is directed toward future gratification.
Many species secure future needs, whether in food
caching, nest building, or migration. These behaviors,
though, are largely instinctive, and the hypothesis may
still hold for “individual, flexible situations involving non-
instinctive behaviors” (sect. 3.3 of the target article).

Several commentators (Bar; Carr & Viskontas;
Hurford et al.; Osvath & Gärdenfors; Raby et al.;
Schacter & Addis; Sterck & Dufour) refer to the
study by Raby et al. (2007) as evidence that caching by
scrub jays does display sufficient flexibility to refute the
Bischof-Köhler hypothesis. In this study, eight scrub jays
received breakfast in one cage and no breakfast in
another cage, on alternating days. When later given the
opportunity to store food while currently satiated, they
cached more in the place where no breakfast was to be
expected. In a second experiment, they were given differ-
ent kinds of food in different locations, and later they
cached more food of each particular kind in the location
not associated with that food. These were taken to be
clear cases in which a nonhuman species, currently
satiated, cached food in anticipation of a future state of
hunger or food preference. An alternative, perhaps, is
that the birds based the caching, not on anticipated
hunger, but on a general heuristic to balance food
sources, based on previous experience of imbalance.

A closer look at the procedure raises some doubt about
whether the birds were in fact acting with specific future
hunger in mind. Because of counterbalancing, half the
jays had received breakfast the morning of the test and
the other half had not. Thus, four of the birds had
reason to expect no breakfast the next day, whereas the
other four should have expected to receive breakfast.
Yet, the results for these two groups were combined,
revealing only that, overall, the jays were caching more
in the cage that was associated with no breakfast. To con-
clude that the jays were planning for the next morning
rather than having acquired a more general rule, these
two conditions would need to be compared rather than
amalgamated.

Nevertheless this experiment does show flexibility
beyond that expected of a purely instinctive behavior. If
jays can be shown to act for specific future events, it will
be interesting to see how far into the future they can
“plan” and if they can also discriminate between multiple
future events. In all this, however, there remains also the
nagging suspicion that the flexible behavior associated
with caching in scrub jays is restricted to the particular
speciality of food storage. We agree with Shettleworth
(2007) that it remains to be seen whether this ability is
available to jays in other contexts. As we noted previously,
if the same animals pass different versions of such tasks
(involving different contexts and needs), then this evi-
dence for flexibility would make the Bischof-Köhler
hypothesis increasingly untenable (Suddendorf & Busby
2005).

Some of the same commentators (Bar; Hurford et al.;
Osvath & Gärdenfors; Sterck & Dufour) also referred
to a study by Mulcahy and Call (2006), who claimed to
show that apes save tools for future use, thereby refuting
the Bischof-Köhler hypothesis. The limitations of this
study were addressed in the target article, as well as by
Suddendorf (2006), and Hurford et al. praise our assess-
ment. Sterck & Dufour, however, misunderstood our
main critique to be that tool selection was based on
current needs because the apparatus was visible, and
report that in their own unpublished work, chimpanzees
managed to select the right tool even when the apparatus
was out of sight. But we already noted in the target article
that Mulcahy and Call’s “third experiment showed that the
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apes could pass the task even when they could not see the
apparatus during tool selection”. The issue of need in this
context is not about seeing the apparatus, but about the
internal motivational state (see also Bischof-Köhler &
Bischof), and we merely observed that these were
neither controlled nor manipulated (and that it is likely
that the apes desired grapes throughout).

Osvath & Gärdenfors point to another recent test of
the Bischof-Köhler hypothesis in which Naqshbandi and
Roberts (2006) manipulated the supply of drinking water
available to their subjects. They found that over repeated
trials two squirrel monkeys (but not rats) gradually
reversed their natural preference for four pieces of dates
over one piece, when choosing four pieces resulted in pro-
vision of water after a long delay (3 hours), and choosing
one piece was followed by water supply after a short
delay (1/2 hour). Eating dates induces thirst, and sub-
sequently not having access to something to drink for a
while causes discomfort. Thus, one explanation for the
gradual reversal of choice from four pieces of dates to
one piece would be that the monkeys took their future
thirst into account (i.e., evidence against the Bischof-
Köhler hypothesis). As Shettleworth (2007) noted, how-
ever, the repeated exposure to the conditions means that
associative learning could possibly explain the results.
We would add that gradual change in preference from
four pieces of dates to one piece would not necessarily
be the behavior we would predict from mental time
travel. If the monkeys did think ahead about the best
outcome, why did they not continue to select four date
pieces and simply choose to eat one or two and keep the
others until enough water was available?

Eacott & Easton report on clever experiments with
rats in which they compare behavioral measures thought
to tap recall with those based on familiarity. Fornix-
dissected rats fail on the “recall” task, yet still succeed on
a “recognition” task. This innovative approach is a nice
illustration of a comparative neuroscientific approach.
However, the distinction between recall and recognition
is not equivalent to the distinction between episodic and
semantic memory (e.g., Wheeler et al. 1997). We can
recall that Wellington is the capital of New Zealand, but
that is because we know it, not because we can remember
being told it. Thus, although the task may tap an important
difference between procedural and declarative memory,
no mental time travel may be involved. Nonetheless, com-
paring the neuronal implementation of analog behavior
such as that between rats and humans, as Buckner
submits, may hold vital information to clarifying the com-
ponent processes of the Theater hypothesis (cf. our re-
sponse to Brüne & Brüne-Cohrs in sect. R3).

R5.3. Continuity in animal competence

Hurford et al., in spite of agreeing that there is a large
gulf between animal and human mental time travel, are
not convinced that animals lack it entirely. They point
to an anecdote from Kanzi and to the studies with the
gorilla King, which they interpret appropriately cau-
tiously. We are of course also not convinced and acknowl-
edge that we cannot prove the Stuck-in-time hypothesis.
We believe that there is something unique about human
mental time travel (the Uniqueness hypothesis) and
suggest that only extensive further study can determine

what, if anything, that might be. The Traveler hypothesis
and the Bischof-Köhler hypothesis are two proposals. In
the target article we put forward the theater metaphor
and suggest that various deficits in the components we
discuss could limit mental time travel (Multiple limits
hypothesis). For example, foresight may be severely con-
straint without a capacity for recursive thought to gener-
ate content (Corballis 2007; Suddendorf & Corballis
1997).

Bar suggests that we should consider foresight as a con-
tinuum, with nonhuman animals having as much foresight
as their environment and life require, and since animal
lives are less complex, they need less foresight than
humans. In response, we note first that the causality may
well be the other way around: Mental time travel makes
human lives more complex than those of animals.
Second, the idea that foresight is based on a continuum
runs counter to the case we made for the Prospection
systems hypothesis. Bar’s notion of foresight is equivalent
to what we called “future-directed capacities.” However,
there are reasons to distinguish between mental time
travel and the various other kinds of future-directed
capacities, such as instinctual, procedural, and semantic
prospection. It may be possible to make a case for a
unitary model of foresight, just as some scholars have
done for a unitary model of memory. But such models
have to explain why there are dissociations between differ-
ent kinds of prospection and how they come about. For
example, why does an amnesic patient, such as D.B.
(Klein et al. 2002b), have selective impairment of mental
time travel, but little problem providing semantic infor-
mation about past and future?

Nonetheless, a case for quantitative differences in
mental time travel could still be made (e.g., Carr &
Viskontas; Hurford et al.). In fact, some of the proposals
we discuss could be regarded as setting quantitative limits.
The Bischof-Köhler hypothesis, for example, suggests a
limit to the extent of foresight (i.e., anticipation of future
needs). The difference between being and not being
limited in such a way could of course amount to a qualitat-
ive shift – without future need anticipation, there is little
point in considering any genuinely remote future events.
The Multiple limits hypothesis suggests that species
might be limited by a variety of other deficits that may
have both quantitative and qualitative effects.

The clever experiments we discussed in the previous
section suggest that nonhuman animals may have some
competence, and future research may well whittle away
at some suggested limits. There are perhaps two ques-
tions here (see also sect. R5.1). One is whether such
phenomena remain tied to narrow specialties, such as
food-caching in birds, or whether they can cover the
broad range of contexts that characterizes our own
ability to travel forward and backwards in time. The
second is whether examples from nonhuman animals
can display the generativity of our own ability to
conjure imagined events. Bar suggests that even human
mental time travel may reduce to associations, but this
again neglects the inventive component of human
imagination, just as animal communication fails to
display the generativity of human language.

Sterck & Dufour provide further evidence about
future-oriented capacities in chimpanzees, who can learn
to hold a desired cookie for up to 8 minutes in order to
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exchange it for a larger one. Research with children (e.g.,
Mischel & Mischel 1983) suggests that they can delay grat-
ification for longer when the salience of the reward is
decreased (e.g., when looking at a photo of the reward
rather than at the actual reward), suggesting that the
extent of the delay reflects inhibition or executive
control, rather than the capacity to travel mentally to the
future event per se. Still, this is a fairly impressive per-
formance for chimpanzees compared to other animals.
But these data do not challenge the Bischof-Köhler
hypothesis, and it remains unclear how such relatively
brief delay of gratification relates to the flexible capacity
of humans to travel mentally to any future scenarios, be
they a year or only a few minutes away. We agree of
course with Sterck & Dufour that we should not prejudge
animal competence, and we acknowledged that “it remains
to be established what exactly the nature and extent of
modern apes’ foresight (and that of other animals) is”
(target article, sect. 3.3, para. 7). We also stated that “a
substantial body of comparative data is required before
it can be concluded that any trait is uniquely human”
(target article, sect. 3.3, para. 6).

We do, however, need to start with the null hypothesis
that nonhuman animals do not have this faculty or the
necessary components, and we encourage researchers to
attempt to falsify these statements one by one. We think it
remains important, though, to stay cautious and not be too
quickly impressed by apparent positive results. We rec-
ommend keeping Occam’s razor sharp. Note that negative
findings are seldom published, and hence Osvath &
Gärdenfors’ observation that most studies have reported
positive results for animal foresight may not be surprising.
There are, of course, good epistemological reasons not to
emphasize failures to reject the null hypothesis, but we
might be missing out on instructive information about the
systematic failures of nonhuman animals. We would there-
fore like to encourage comparative researchers to also inves-
tigate and report the limits of their subjects’ capacities.

R5.4. The future of animal studies of mental time travel

In stark contrast to our call for more studies, Shettleworth
thinks this is all heading in the wrong direction and suggests
a moratorium on animal studies of mental time travel (at
least until developmental psychology has made some pro-
gress). Shettleworth thinks our questions are flawed
because we can never know what is on an animal’s mind,
and because it moves the field in non-productive directions.
The first charge is easily dispelled. We can also never know
for certain what even another human’s mental experience is
like (language or not), but that does not stop us studying the
mind (though it did during the behaviorist era). With
respect to the second charge, quite contrary to Shettle-
worth’s assertion, recent work on mental time travel in
animals has been very productive indeed (in addition to
our review, see also Dere et al. 2006; Roberts 2006;
Zentall 2006). In fact, Shettleworth (2007) herself proceeds
to demonstrate this when discussing Raby et al.’s (2007)
recent study. If these researchers had followed her sugges-
tion, that paper would not exist. As Raby et al. acknowl-
edge at the beginning of their commentary, our analyses
have provided a theoretical framework for their work.
Whether one agrees or disagrees with our proposals and
interpretations, there can be little argument that the

questions we have raised have sparked very productive
research programs.

We agree with Shettleworth that questions like “what
components of process X are and are not shared among
what species and why, in evolutionary, functional, and
perhaps neurological terms?” are productive, and indeed
our target article raised many more questions than the
Stuck-in-time hypothesis (e.g., Table 1). Since humans
can travel mentally in time, the natural question of
whether nonhuman animals can do so, too, can inspire
the pursuit of more detailed analyses of animal capacities.
Raising such big questions about consciousness and its
evolution can be very useful. Consider the case of theory
of mind, a field instigated by Premack and Woodruff’s
(1978) seminal Behavioral and Brain Sciences article in
which they searched for an existence proof. The article
sparked a flurry of comparative research that has led to
real progress. In the process, it kick-started perhaps
one of the most productive research areas in developmen-
tal psychology and galvanized research in neuroscience,
philosophy, and other disciplines. Would it be more
productive to retreat to questions that dare not men-
tion mind or consciousness for fear of a return to
anthropomorphism?

Of course, we advocate that comparative psychologists
be cautious with their interpretation – after all, we have
been promoting such caution in regard to claims about
mental time travel. But that does not mean we would
want to abandon these efforts. There are various reasons
why such questions are popular, as Shettleworth (2007)
herself noted: “These include Donald Griffin’s exhorta-
tions to ethologists to tackle animal consciousness, legiti-
misation of the study of consciousness in the cognitive
sciences generally, and the prospect of understanding
the neural and genetic bases of conscious processes
using ‘animal models’” (p. 826) Whereas the first point
merely offers a glimpse at the author’s position, the
latter two are very compelling reasons to pursue these
research questions, we think. We may learn a lot about
cognition and the brain in the process (see Buckner;
Carr & Viskontas; Eacott & Easton; Hurford et al.;
Tulving & Kim).

Another good reason to study what is unique about the
human mind, and what is not, is that this can in various
ways inform us about the evolution of the human mind
(Suddendorf 2004). In this context, convergent evolution
of some capacities (as perhaps in jays) may be less relevant
than the potentially homologous abilities of our closest
living primate relatives.

R6. Mental time travel and evolutionary
psychology

The Prime mover hypothesis has not attracted much con-
troversy. Several commentators acknowledge that humans
have an extraordinary capacity for foresight (e.g., Ainslie;
Bischof-Köhler & Bischof; Buckner; Osvath &
Gärdenfors) whether or not they argued for some abil-
ities in other primates. We certainly think that foresight
has played a major role in human survival, providing us
with unparalleled flexibility in adaptive and proactive
behavior (the Flexibility hypothesis). Consider, for exa-
mple, the long history of humans carrying with them
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diverse sets of tools in preparation for future happenings
(e.g., Suddendorf 2006). The capacity for mental time
travel would on the face of it appear to be necessary for
the emergence of civilizations. Yet, as Mesoudi points
out, it still needs to be established how specifically, and
to what extent, mental time travel has in fact influenced
the evolution of human culture.

Some versions of Darwinian cultural evolution suggest
that cultural change is just as blind as biological change.
Thus, the very existence of mental time travel can be
seen as a potential threat to the notion of Darwinian cul-
tural evolution, as Mesoudi considers so thoughtfully.
We agree that the evidence we present makes simple
denial that humans have foresight an untenable escape.
We also agree that this does not imply that Darwinian cul-
tural evolution is a lost cause. As Mesoudi et al. (2006)
have shown, there are many parallels between cultural
and biological evolution that are worth considering, even
if there are also important differences. In modern history
there are certainly cases of explicit social engineer-
ing where, say, Marxism was implemented based on plans
for future change. Although this demonstrates that cultural
change can be induced by foresight, the failures of these
attempts also illustrate that foresight is not fortune
telling. Just as Mesoudi makes a distinction between
the capacity for culture and the content of culture, then,
we need to distinguish the capacity for mental time travel
and its content (cf. Tulving & Kim). We suspect that
many aspects of human culture are not top-down, but
bottom-up related to our shared ability to reconstruct
past and imagine future events. Discussion of these
effects goes beyond the scope of the current treatment,
but we would like to support Mesoudi’s call for researchers
to investigate how mental time travel might influence
cultural change.

In turn, of course, culture and language may also influ-
ence the way people travel mentally in time, as Nelson
points out. For example, cultures may determine what it
is that is important to remember or to anticipate. Some
cultures may value the future more than the past, or vice
versa, and some may emphasize the here-and-now
(Nelson & Fivush 2004). For example, in one study
Chinese autobiographical memories were more social
than those of U.S. participants who recalled more events
oriented towards the self (Conway et al. 2005). None-
theless, the reminiscence bump was evident across the cul-
tural groups tested. Mental time travel seems to be a
cross-cultural universal (cf. Tulving & Kim). People of
all cultures, with the possible but controversial exception
of an Amazonian tribe, the Piraha (Everett 2005), can
plan for next week and can remember what happened
last week.

Osvath & Gärdenfors prudently advise that one
should be agnostic about whether animals have some
mental time travel capacity or not. They nonetheless
suspect that primates may have some proficiency in the
social realm. Although we agree that primate social intelli-
gence is very impressive, we do not think it is “almost
equally developed” as that of humans (e.g., consider the
scale of human cooperation). Nonetheless, we agree with
Osvath & Gärdenfors that social factors alone cannot
explain why humans but not other primates may have
evolved mental time travel. In fact, we pointed to this
problem for social accounts of the evolution of human

intelligence more generally when we wrote: “One
problem for such an account is to explain why the cogni-
tive arms race seems to have persisted longer in humans
than in other primates, resulting in apparently unique cog-
nitive skills, including, perhaps, mental time travel” and
we pointed to a way out of the conundrum:

A potential explanation, suggested by Alexander and col-
leagues (Alexander 1989; Flinn et al. 2005), is that once early
hominins obtained a certain level of “ecological dominance,”
. . . they were faced with increased competition from their
own species.

This “ecological dominance” may have led our ancestors
down a different path of intergroup competition, resulting
in the emergence of language, theory of mind, mental time
travel, and so forth.

Note, however, that we did not really advocate the social-
intelligence account, even in this modified form. Instead we
discussed two alternative (and potentially complementary)
accounts, one based on fire and one on throwing. Indeed,
we refer readers to Osvath and Gärdenfors’ (2005) own
excellent analysis in this context. As explicitly stated in the
target article, however, we remain agnostic about which,
if any, of these accounts is correct, and instead discuss
them to show that there are viable explanations that do
not demand that we ascribe higher mental capacity to
modern apes, and to our common ancestor with apes,
than is currently accepted.

We suggest that mental time travel evolved in the genus
Homo (the Lower Paleolithic emergence hypothesis). The
archaeological record indicates to us that by 1.5 million
years ago our ancestors already had some mental time
travel ability. Osvath & Gärdenfors agree that
“advanced” mental time travel was evident then and
provide reasons to suggest that some capacity was
already present in the Oldowan culture. Though the
details of its effect still need be established, as Mesoudi
warns, we maintain that only with the capacity for
mental time travel could human cultures have invented
such fundamental characteristics of civilization as trade,
law, and religion.

R7. Conclusion

In conclusion, the commentaries signal an increased mul-
tidisciplinary interest in mental time travel. We hope this
treatment will galvanize these fledging developments,
regardless of whether or not our specific proposals stand
the test of time.
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