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#### Abstract

The field $K((G))$ of generalized power series with coefficients in the field $K$ of characteristic 0 and exponents in the ordered additive abelian group $G$ plays an important role in the study of real closed fields. Conway and Gonshor (see [2, 4]) considered the problem of existence of non-standard irreducible (respectively prime) elements in the huge "ring" of omnific integers, which is indeed equivalent to the existence of irreducible (respectively prime) elements in the ring $K\left(\left(G^{\leq 0}\right)\right)$ of series with non-positive exponents. Berarducci (see [1]) proved that $K\left(\left(G^{\leq 0}\right)\right)$ does have irreducible elements, but it remained open whether the irreducibles are prime i.e., generate a prime ideal. In this paper we prove that $K\left(\left(G^{\leq 0}\right)\right)$ does have prime elements if $G=(\mathbb{R},+)$ is the additive group of the reals, or more generally if $G$ contains a maximal proper convex subgroup.


§1. Introduction. We begin with some preliminaries on generalized power series.

- If $K$ is any field and $G$ any ordered additive abelian group, $K((G))$ is the set of all formal series

$$
a=\sum_{\gamma \in G} a_{\gamma} x^{\gamma}, \text { where } a_{\gamma} \in K \quad \forall \gamma \in G,
$$

having well-ordered support $S_{a}:=\left\{\gamma \in G: a_{\gamma} \neq 0\right\}$.
With obvious operations + and $\cdot, K((G))$ is a field (Hahn 1907, see [5]). If $K$ is an ordered field, so is $K((G)):$ We simply put $a=\sum_{\gamma \in G} a_{\gamma} x^{\gamma}>0$ iff $a_{\delta}>0$, where $\delta:=\min S_{a}$.

- $K((G))$ is called the field of generalized power series with coefficients in $K$ and exponents in $G$.
- $K\left(\left(G^{\leq 0}\right)\right)$ denotes the subring of $K((G))$ whose series have their support included in $G^{\leq 0}:=\{\gamma \in G: \gamma \leq 0\}$.
From now on, $K$ will always denote a field of characteristic 0 and $G$ an ordered additive abelian divisible group.

These fields $K((G))$ play an important role in the theory of real closed fields because if $K$ is real closed and $G$ is divisible, then $K((G))$ is still real closed (see e.g., [12]).

Moreover, it is a classical fact that if $F$ is a real closed field, then $F$ embeds in some $\mathbb{R}((G))$, see [6].
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Generalized power series and some variants have been studied by van den Dries, Ecalle, van der Hoeven, Macintyre, Marker, Ressayre and others, in connection with the study of asymptotic functions and o-minimal structures (see e.g., [13, 14, $15,3,16,11,10]$ ).
Very recently, Berarducci (see [1]) proved that $K\left(\left(G^{\leq 0}\right)\right)$ does have irreducible elements, hence answering a question of Conway and Gonshor (see [2, 4]).
In order to prove the existence of irreducibles, Berarducci introduces an ordinal valued map $v_{0}: K\left(\left(G^{\leq 0}\right)\right) \longrightarrow O R$ (see section 2).

He first considers the case of the additive group of the reals $G=(\mathbb{R},+)$ and shows that $v_{0}(b c)$ can be computed in terms of $v_{0}(b)$ and $v_{0}(c)$ using the natural product, by the formula $v_{0}(b c)=v_{0}(b) \odot v_{0}(c)$ (see section 2). And then to deal with the general case (i.e., non - archimedean groups) he uses an idea of Gonshor and Mourgues.
He left open the question whether $K\left(\left(G^{\leq 0}\right)\right)$ contains prime elements (i.e., elements generating prime ideals) even if $G=(\mathbb{R},+)$.

We prove that this is the case if $G=(\mathbb{R},+)$ or more generally if $G$ contains a maximal convex proper subgroup (e.g., $G=\mathbb{R}^{\alpha}$ with lexicographic order, $\alpha$ ordinal).

More precisely we show that:

1. If $G$ is archimedean (i.e., $G$ is isomorphic to a subgroup of $G=(\mathbb{R},+)$ ), then all $\omega$-series (and some $\omega+1$-series) whose support is cofinal to 0 are prime in $K\left(\left(G^{\leq 0}\right)\right)$.
2. If $G$ contains a maximal proper convex subgroup, $K\left(\left(G^{\leq 0}\right)\right)$ contains primes of type $\omega+1$.
However, for general groups $G$ the existence of primes is still open, and it is also an open question whether all irreducibles in $K\left(\left(G^{\leq 0}\right)\right)$ are prime even if $G=(\mathbb{R},+)$.
Contents of this paper:
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Remark. In our paper [8] we solved affirmatively another question of [1] by proving that the ideal $J \subseteq K\left(\left(G^{\leq 0}\right)\right)$ generated by the set of monomials $\left\{x^{\gamma}: \gamma \in G\right.$ and $\gamma<0\}$ is prime for any $G$. [ It was proved in [1] for $G=(\mathbb{R},+)$ ].

The results of this paper and [8] are independent.
§2. The formula (B). In order to prove the existence of irreducibles in $K\left(\left(G^{\leq 0}\right)\right)$, Berarducci introduced an "ordinal valuation" $v_{0}: K\left(\left(G^{\leq 0}\right)\right) \longrightarrow O R$. Before defining this map, we recall some basic definitions which all appear in [1].

Definitions. Let $b=\sum_{\delta \in \mathbb{R} \leq 0} b_{\delta} x^{\delta} \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$, and $\gamma \in \mathbb{R}^{<0}$.

1. $b_{\mid \gamma}:=\sum_{\delta \leq \gamma} b_{\delta} x^{\delta}$ is the truncation of $b$ at $\gamma$.
2. $b^{\mid \gamma}:=x^{-\gamma} b_{\mid \gamma}$
3. $J:=\left\{b \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right): \exists \gamma<0\right.$ such that $S_{b} \leq \gamma$ i.e., $\left.\alpha \leq \gamma \forall \alpha \in S_{b}\right\}$.


Remark. It is easy to prove that $J$ is an ideal of $K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$, which is generated by the set of monomials with negative exponents.

Notations.

1) OR denotes the class of all ordinals.
2) Lim denotes the class of all limit ordinals.
3) ot abbreviates order type.
4) C.n.f. abbreviates Cantor normal form.
5) If $X, Y \subseteq \mathbb{R}$ and $\gamma \in \mathbb{R}, X \leq Y$ means $x \leq y \forall x \in X \forall y \in Y, X \leq \gamma$ means $X \leq\{\gamma\}, \mathbb{R}^{<\gamma}:=\{\delta \in \mathbb{R}: \delta<\gamma\}$ etc...
6) If $X \subseteq \mathbb{R}, X^{*}:=X \backslash\{0\}$.
7) If $b \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$, ot $(b):=\operatorname{ot}\left(S_{b}\right)$.

Definition. of $v_{0}: K\left(\left(\mathbb{R}^{\leq 0}\right)\right) \longrightarrow O R$.
Let $b \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ (Refer to figure 1 ).
i) If there is some $\gamma \in \mathbb{R}^{<0}$ such that $S_{b} \leq \gamma$, then $v_{0}(b):=0$.
ii) If there is some $\gamma \in \mathbb{R}^{<0}$ such that $S_{b} \backslash\{0\} \leq \gamma$ and $0 \in S_{b}$, then $v_{0}(b):=1$.
iii) Otherwise, $v_{0}(b):=\omega^{\delta}$, where $\delta$ is defined by ot $\left(S_{b} \cap\left[-\varepsilon, 0[)=\omega^{\delta}\right.\right.$ for $\varepsilon>0$ sufficiently small.

## Remarks.

1) $b=c \bmod (J)$ iff $v_{0}(b-c)=0$.
2) If $b \neq 0, v_{0}\left(b^{\mid \gamma}\right)<v_{0}(b)$ for all $\gamma \in \mathbb{R}^{<0}$ sufficiently close to 0 .
3) If we are in Case iii) of the definition of $v_{0}$ and if $\operatorname{ot}\left(S_{b} \backslash\{0\}\right) \stackrel{\text { C.n.f. }}{=} \omega^{\alpha_{1}}+\ldots+$ $\omega^{\alpha_{n}} \quad\left(\right.$ with $\left.\alpha_{1} \geq \ldots \geq \alpha_{n}>0\right)$, then $v_{0}(b)=\omega^{\alpha_{n}}$.

Berarducci's formula, which we call (B), states that

$$
v_{0}(b c) \stackrel{(B)}{=} v_{0}(b) \odot v_{0}(c) \quad \forall b, c \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)
$$

where $\odot$ denotes the commutative (natural) product of ordinals (see [9]).
The main tool for proving ( $\mathbf{B}$ ) is the convolution formula:
If $b, c \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ and $\gamma \in \mathbb{R}^{<0}$, then

$$
\begin{equation*}
(b c)^{\mid \gamma}=\sum_{\beta_{i}+\xi_{i}=\gamma} b^{\mid \beta_{i}} c^{\xi_{i} i} \bmod (J) \tag{C}
\end{equation*}
$$

## Remarks.

1) For each $\gamma \in \mathbb{R}^{<0}$, there is only a finite number of pairs $(\beta, \xi) \in \mathbb{R}^{\leq 0} \times \mathbb{R}^{\leq 0}$ such that $b^{\mid \beta} c^{\mid \xi} \neq 0 \bmod (J)$. Hence the right member of (C) does make sense.
2) (C) holds for a product of several factors: $\left(b_{1} b_{2} \ldots b_{n}\right)^{\mid \gamma}=\sum_{\beta_{1}+\ldots+\beta_{n}=\gamma} b_{1}^{\mid \beta_{1}} \ldots b_{n}^{\mid \beta_{n}}$ $\bmod (J)$.

Finally let us recall the following facts (see [1]) which we will repeatedly use (without mention) in all this paper.

Lemma 2.1. Let $b, c \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$.
a) $v_{0}(b+c) \leq \max \left(v_{0}(b), v_{0}(c)\right)$
b) $v_{0}(b+c)=\max \left(v_{0}(b), v_{0}(c)\right)$ if $v_{0}(b) \neq v_{0}(c)$
c) $v_{0}(b c)=v_{0}\left(\left(b-b_{\mid \gamma}\right)\left(c-c_{\mid \eta}\right)\right)$ for all $\gamma, \eta$ sufficiently close to 0
d) $v_{0}(b c)=v_{0}(b) \odot v_{0}(c)$.

As a consequence of the convolution formula (for several factors) and Lemma 2.1, we get the following:

Corollary 2.2. Let $a, b \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ be such that $v_{0}(a)=\omega$ and $v_{0}(b)=\omega^{\delta+n}$, where $\delta \in \operatorname{Lim} \cup\{0\}$ and $n \in \mathbb{N}$. Let $\gamma \in \mathbb{R}^{<0}$. Then for each $k \geq 1$ we have

$$
\left(a^{k} b\right)^{\mid \gamma}=k a^{k-1} a^{\mid \gamma} b+a^{k} b^{\mid \gamma}+\varepsilon \text {, where } v_{0}(\varepsilon)<\omega^{\delta+n+k-1} \text {. }
$$

§3. Primes in $K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$. We prove in this section that if $a \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ is of order type $\omega$ or $\omega+1$ and satisfies $v_{0}(a)=\omega$, then $a$ is prime in $K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$.

In particular, this implies that Conway's series $x^{-1}+x^{-1 / 2}+x^{-1 / 3}+\ldots+1$ is prime in the model of open induction $\mathbb{R}\left(\left(\mathbb{R}^{<0}\right)\right) \oplus \mathbb{Z}$.

Now let us give the general idea of the proof.
Assume that $a$ is fixed as above, and let $b, c, d \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ be such that $a b=c d$. We want to prove that $a \mid c$ or $a \mid d$ in $K\left(\left(\mathbb{R}^{\leq 0}\right)\right) .[a \mid c$ means a divides c$]$.

The idea (given in Lemma 3.1 below) is to transform the equation $a b=c d$ into a simpler one, where it is easier to see that $a \mid c$ or $a \mid d$.

We are then led to associate a complexity to such equations in such a way that the complexity of the new equation is smaller than that of the initial one.

If we succeed in doing this, it is clear that we will get the result by induction on the complexity of the equation.

## Remarks.

1) When we speak of the complexity of the equation $a b=c d$, we have to be careful: If say $c d=c^{\prime} d^{\prime}$, does it follow that the complexity of $a b=c d$ is the same of that of $a b=c^{\prime} d^{\prime}$ ? We will make this very precise later.
2) For this proof by induction on the complexity of the equation, some experimental computations show that we have to consider all equations of the form $a^{k} b=c^{l} d$, ( $a$ fixed, $k, l \in \mathbb{N}^{*}, b, c, d \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ ).

Following these general ideas we will first prove that $a$ is "almost" prime (see Proposition 3.2). It will follow quite easily that $a$ is prime (see Theorem 3.3).

Definitions. Let $\alpha \in \mathrm{OR}$ and let $a, b \in K((\mathbb{R} \leq 0))$.

1. $a=b \bmod \left(J_{\omega^{a}}\right)$ iff $v_{0}(b-a)<\omega^{\alpha}$.
2. $a \mid b \bmod \left(J_{\omega^{\alpha}}\right)$ iff $\exists e, \varepsilon \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ such that $b=a e+\varepsilon$ and $v_{0}(\varepsilon)<\omega^{\alpha}$.

Lemma 3.1. Leta, $b, c, d \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ be such that $v_{0}(a)=\omega, v_{0}(b)=\omega^{\delta+n}, v_{0}(c)$ $=\omega^{\delta_{1}+r}, v_{0}(d)=\omega^{\delta_{2}+s} ;$ where $\delta, \delta_{1}, \delta_{2} \in \operatorname{Lim} \cup\{0\}$ and $n, r, s \in \mathbb{N}$. Let $k, l \in \mathbb{N}^{*}$ and assume that $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$. Let $\gamma \in S_{a} \backslash\{0\}$ be fixed sufficiently close to 0, and assume furthermore that $a^{k-1} \mid c^{\mid \gamma} \bmod \left(J_{\omega^{\delta_{1}+r-1}}\right)$ if $r \geq 1 ; a \nmid c \bmod \left(J_{v_{0}(c)}\right)$ and $a \not \backslash d \bmod \left(J_{v_{0}(d)}\right)$. Then there exist $b^{\prime}, c^{\prime}, d^{\prime} \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ such that $a^{k+1} b^{\prime}=\left(c^{\prime}\right)^{l} d^{\prime}$
$\bmod \left(J_{v_{0}\left(a^{k+1} b^{\prime}\right)}\right), v_{0}\left(c^{\prime}\right)=v_{0}(c), v_{0}\left(d^{\prime}\right)=v_{0}(d)$, and $v_{0}\left(b^{\prime}\right)<v_{0}(b)$. Moreover we have a $\backslash c^{\prime} \bmod \left(J_{v_{0}\left(c^{\prime}\right)}\right)$ and $a \not \backslash d^{\prime} \bmod \left(J_{v_{0}\left(d^{\prime}\right)}\right)$.

Proof. As $a^{k} b=c^{l} d \bmod \left(J_{\omega^{\delta+n+k}}\right)$, Corollary 2.2 yields

$$
\begin{equation*}
k a^{k-1} a^{\mid \gamma} b+a^{k} b^{\mid \gamma}=l c^{l-1} c^{\mid \gamma} d+c^{l} d^{\mid \gamma} \bmod \left(J_{\omega^{\delta+n+k-1}}\right) . \tag{*}
\end{equation*}
$$

By dividing if necessary $a$ and $d$ by $k a_{\gamma}$ and $\left(k a_{\gamma}\right)^{k}$ respectively, we can as well assume that $k a^{\mid \gamma}=1 \bmod (J)$.

By multiplying $\left(^{*}\right)$ by $a$ and using $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$, we get

$$
c^{l} d-l c^{l-1} c^{l y} d a-c^{l} d^{\mid \gamma} a+a^{k+1} b^{\mid \gamma}=0 \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)
$$

Elementary algebra shows that this last equation can be written as

$$
\begin{equation*}
\left(c-c^{\mid \gamma} a\right)^{l}\left(d-d^{\mid \gamma} a\right)-c^{\mid \gamma} a^{2} e+a^{k+1} b^{\mid \gamma}=0 \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right) \tag{**}
\end{equation*}
$$

for some $e \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ which is given by

$$
e=l c^{l-1} d^{\mid \gamma}+\left(\sum_{2 \leq i \leq l}\binom{l}{i} c^{l-i}\left(c^{\mid \gamma}\right)^{i} a^{i-2}\right)\left(d-d^{\mid \gamma} a\right)
$$

Now we consider two cases:
Case 1: $r=0$
Using Lemma 2.1 and $v_{0}\left(c^{\mid \gamma}\right)<\omega^{\delta_{1}}$, we easily prove that $v_{0}\left(c^{\mid y} a^{2} e\right)<v_{0}\left(a^{k} b\right)$.
So we get $a^{k+1} b^{\mid \gamma}+\left(c-c^{\mid \gamma} a\right)^{l}\left(d-d^{\mid \gamma} a\right)=0 \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$ and we set

$$
c^{\prime}:=c-c^{\mid \gamma} a, \quad d^{\prime}:=d-d^{\mid \gamma} a \text { and } b^{\prime}:=b^{\mid \gamma} .
$$

We trivially have $v_{0}\left(c^{\prime}\right) \leq v_{0}(c)$ and $v_{0}\left(d^{\prime}\right) \leq v_{0}(d)$ and these inequalities must be equalities otherwise we contradict $a \not \backslash c \bmod \left(J_{v_{0}(c)}\right)$ or $a \not \backslash d \bmod \left(J_{v_{0}(d)}\right)$.
Moreover, $v_{0}\left(b^{\mid \gamma}\right)<v_{0}(b)$ as $\gamma$ is close to 0 , and we have $v_{0}\left(a^{k} b\right)=v_{0}\left(c^{l} d\right)=$ $v_{0}\left(\left(c^{\prime}\right)^{l} d^{\prime}\right)=v_{0}\left(a^{k+1} b^{\prime}\right)$.
Finally, $a \not \backslash c^{\prime} \bmod \left(J_{v_{0}\left(c^{\prime}\right)}\right)$ and $a \not \backslash d^{\prime} \bmod \left(J_{v_{0}\left(d^{\prime}\right)}\right)$ because $a \not \backslash c \bmod \left(J_{v_{0}(c)}\right)$ and $a \nmid d \bmod \left(J_{v_{0}(d)}\right)$.

Case 2: $r>0$
By hypothesis $a^{k-1} \mid c^{\mid \gamma} \bmod \left(J_{\sigma^{\delta_{1}+r-1}}\right)$, hence $\left(^{* *}\right)$ can be written as

$$
\begin{equation*}
a^{k+1} b^{\prime}+\left(c-c^{\mid \gamma} a\right)^{l}\left(d-d^{\mid \gamma} a\right)=0 \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right) \tag{1}
\end{equation*}
$$

We set $c^{\prime}:=c-c^{\mid \gamma} a, d^{\prime}:=d-d^{\mid \gamma} a$ and we prove exactly as in Case 1 that $v_{0}\left(c^{\prime}\right)=v_{0}(c), v_{0}\left(d^{\prime}\right)=v_{0}(d), a \not \backslash c^{\prime} \bmod \left(J_{v_{0}\left(c^{\prime}\right)}\right)$ and $a \not \backslash d^{\prime} \bmod \left(J_{v_{0}\left(d^{\prime}\right)}\right)$.
As $v_{0}\left(\left(c^{\prime}\right)^{l} d^{\prime}\right)=v_{0}\left(c^{l} d\right)=\omega^{\delta+n+k}$, (1), Lemma 2.1 and (B) imply that
$\omega^{\delta+n+k}=v_{0}\left(a^{k+1} b^{\prime}\right)=\omega^{k+1} \odot v_{0}\left(b^{\prime}\right)$. But we also have
$\omega^{\delta+n+k}=v_{0}\left(a^{k} b\right)=\omega^{k} \odot v_{0}(b)$.
Hence $v_{0}\left(b^{\prime}\right)<v_{0}(b)$ and $v_{0}\left(a^{k} b\right)=v_{0}\left(a^{k+1} b^{\prime}\right)$, which completes the proof of the lemma.

We now define the complexity map.
Let $A:=\left\{u \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right): v_{0}(u) \geq 1\right\}$. We set

$$
C p l: A^{3} \times \mathbb{N}^{*} \longrightarrow(O R)^{4}, \quad(b, c, d, l) \mapsto\left(v_{0}(c), v_{0}(d), l, v_{0}(b)\right)
$$

where $(O R)^{4}$ is ordered lexicographically.

Remark. If $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$ with $a, b, c, d$ as in Lemma 3.1, then ( $B$ ) implies that $k$ is determined by $b, c, d, l$.

Definition. If $u \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ and $v_{0}(u)=\omega^{\alpha+m}$, where $\alpha \in \operatorname{Lim} \cup\{0\}$ and $m \in \mathbb{N}$, then we say that $\gamma \in \mathbb{R}^{<0}$ is a big point of $u$ if $m>0$ and $v_{0}\left(u^{\mid \gamma}\right)=\omega^{\alpha+m-1}$.

Proposition 3.2. Let $a, b, c, d \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ be such that $v_{0}(a)=\omega, v_{0}(b)=$ $\omega^{\delta+n}, v_{0}(c)=\omega^{\delta_{1}+r}, v_{0}(d)=\omega^{\delta_{2}+s} ;$ where $\delta, \delta_{1}, \delta_{2} \in \operatorname{Lim} \cup\{0\}$ and $n, r, s \in \mathbb{N}$. Let $k, l \in \mathbb{N}^{*}$ and assume that $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$. Then $a \mid c \bmod \left(J_{v_{0}(c)}\right)$ or $a \mid d$ $\bmod \left(J_{v_{0}(d)}\right)$.

Proof. By induction on the complexity of $(b, c, d, l)$.
Assume that $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$ and that the result holds for all $\left(b^{\prime}, c^{\prime}, d^{\prime}, l^{\prime}\right)$ $\in A^{3} \times \mathbb{N}^{*}$ such that $\operatorname{Cpl}\left(b^{\prime}, c^{\prime}, d^{\prime}, l^{\prime}\right)<\operatorname{Cpl}(b, c, d, l)$.

We have to prove that $a \mid c \bmod \left(J_{v_{0}(c)}\right)$ or $a \mid d \bmod \left(J_{v_{0}(d)}\right)$.
By contradiction, suppose that $a \nmid c \bmod \left(J_{v_{0}(c)}\right)$ and $a \nmid d \bmod \left(J_{v_{0}(d)}\right)$.

- if $k=1$, applying Lemma 3.1 we get $a^{2} b^{\prime}=\left(c^{\prime}\right)^{l} d^{\prime} \bmod \left(J_{v_{0}\left(a^{2} b^{\prime}\right)}\right)$.

$$
\text { As }\left(v_{0}\left(c^{\prime}\right), v_{0}\left(d^{\prime}\right), l\right)=\left(v_{0}(c), v_{0}(d), l\right) \text { and } v_{0}\left(b^{\prime}\right)<v_{0}(b) \text {, we have }
$$

$\operatorname{Cpl}\left(b^{\prime}, c^{\prime}, d^{\prime}, l\right)<\operatorname{Cpl}(b, c, d, l)$.
Hence by induction we get $a \mid c^{\prime} \bmod \left(J_{v_{0}\left(c^{\prime}\right)}\right)$ or $a \mid d^{\prime} \bmod \left(J_{v_{0}\left(d^{\prime}\right)}\right)$, which contradicts Lemma 3.1.

- Assume now $k>1$.

Let $\gamma \in S_{a} \backslash\{0\}$ be fixed, sufficiently close to 0 . As $a^{k} b=c^{l} d \bmod \left(J_{\omega^{p+n+k}}\right)$, Corollary 2.2 yields

$$
\begin{equation*}
a^{k-1} b+a^{k} b^{\mid \gamma}=l c^{l-1} c^{\mid \gamma} d+c^{l} d^{\mid \gamma} \bmod \left(J_{\omega^{s+n+k-1}}\right) . \tag{*}
\end{equation*}
$$

[As in Lemma 3.1, we can assume that $k a^{l \gamma}=1 \bmod (J)$ ].

## Case 1: $\gamma$ is a big point of $d$.

Multiplying $\left(^{*}\right)$ by $c$ and using $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$, we get

$$
\begin{equation*}
a^{k-1} b^{\prime}=c^{l+1} d^{\mid \gamma} \bmod \left(J_{\omega \omega^{\delta_{1}}\left((l+1) \oplus \delta_{2}+r(l+1)+s-1\right.}\right) \text { for some } b^{\prime} \in A \text {. } \tag{1}
\end{equation*}
$$

As $C p l\left(b^{\prime}, c, d^{\mid \gamma}, l+1\right)<C p l(b, c, d, l)$, we have by induction $a \mid c \bmod \left(J_{v_{0}(c)}\right)$ or $a \mid d^{\mid \gamma} \bmod \left(J_{v_{0}\left(d^{\mid \gamma)}\right.}\right)$.

By assumption $a \not \backslash c \bmod \left(J_{v_{0}(c)}\right)$ so $a \mid d^{\mid \gamma} \bmod \left(J_{v_{0}(d \mid \gamma)}\right)$.
Write $d^{\mid \gamma}=a e+\varepsilon$, where $v_{0}(\varepsilon)<v_{0}\left(d^{\mid \gamma}\right)$. By substituting this in (1), dividing by $a$ and using $(B)$, we get $a^{k-2} b^{\prime}=c^{l+1} e \bmod \left(J_{\omega^{\delta_{1}}(l+1) \not\left(\delta_{2}+r^{(l+1)+s-2}\right.}\right)$.

By induction we get as before $a \mid e \bmod \left(J_{\omega^{\delta_{2}+s-2}}\right)$, and so $a^{2} \mid d^{\mid \gamma} \bmod \left(J_{v_{0}(d \mid \gamma)}\right)$.
Applying again induction ( $k-3$ )- times, we get

$$
\begin{equation*}
a^{k-1} \mid d^{\mid \gamma} \bmod \left(J_{v_{0}(d \mid \gamma)}\right) \tag{**}
\end{equation*}
$$

By substituting $\left({ }^{* *}\right)$ in $\left(^{*}\right)$, we get $a^{k-1} b_{0}=c^{\mid \gamma} c^{l-1} d \bmod \left(J_{\omega^{\delta+n+k-1}}\right)$ for some $b_{0} \in A$.
a) Assume that $\gamma$ is a big point of $c$

Hence by induction $a \mid c^{\mid \gamma} \bmod \left(J_{v_{0}(c \mid \gamma)}\right)$ or $a \mid c^{l-1} d \bmod \left(J_{\omega^{\delta_{1} \odot(l-1) \oplus \delta_{2}+r(l-1)+s}}\right)$.
Assume that $a \mid c^{l-1} d \bmod \left(J_{\omega^{\theta}}\right)$, where $\theta:=\delta_{1} \odot(l-1) \oplus \delta_{2}+r(l-1)+s$.

As $C p l(-, c, d, l-1)<C p l(b, c, d, l)$, we get by induction $a \mid c \bmod \left(J_{v_{0}(c)}\right)$ or $a \mid d \bmod \left(J_{v_{0}(d)}\right)$, a contradiction.
So $a \nless c^{l-1} d \bmod \left(J_{\omega^{\theta}}\right)$ and we prove as above that $a^{k-1} \mid c^{\mid \gamma} \bmod \left(J_{v_{0}\left(c^{1 \gamma}\right)}\right)$.
As $a^{k-1} \mid c^{\mid \gamma} \bmod \left(J_{v_{0}\left(c^{\prime}\right)}\right)$, we can apply Lemma 3.1 for the equation $a^{k} b=c^{l} d$ $\bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$, and we get $a^{k+1} b^{\prime}=\left(c^{\prime}\right)^{\prime} d^{\prime} \bmod \left(J_{v_{0}\left(a^{k+1} b^{\prime}\right)}\right)$.

As $\left(v_{0}\left(c^{\prime}\right), v_{0}\left(d^{\prime}\right), l\right)=\left(v_{0}(c), v_{0}(d), l\right)$ and $v_{0}\left(b^{\prime}\right)<v_{0}(b)$, it follows that $C p l\left(b^{\prime}, c^{\prime}, d^{\prime}, l\right)<C p l(b, c, d, l)$. Hence by induction we get $a \mid c^{\prime} \bmod \left(J_{v_{0}\left(c^{\prime}\right)}\right)$ or $a \mid d^{\prime} \bmod \left(J_{v_{0}\left(d^{\prime}\right)}\right)$, which contradicts Lemma 3.1.
b) Assume that $\gamma$ is not a big point of $c$

Then by $\left(^{*}\right.$ )

$$
\begin{equation*}
a^{k-1} b+a^{k} b^{\mid \gamma}=c^{l} d^{\mid \gamma} \bmod \left(J_{\omega^{\delta+n+k-1}}\right) . \tag{2}
\end{equation*}
$$

Now remember that $a^{k-1} \mid d^{\mid \gamma} \bmod \left(J_{v_{0}(d \mid \gamma)}\right)(\operatorname{see}(* *))$, and write

$$
\begin{equation*}
d^{\mid \gamma}=e a^{k-1}+\varepsilon, \text { where } v_{0}(\varepsilon)<v_{0}\left(d^{\mid \gamma}\right) \tag{3}
\end{equation*}
$$

By substituting (3) in (2), we get $a^{k-1} b+a^{k} b^{\mid \gamma}=c^{l} e a^{k-1} \bmod \left(J_{\omega \rho^{\delta+n+k-1}}\right)$. Hence

$$
\begin{equation*}
b+a b^{\mid \gamma}=c^{l} e \bmod \left(J_{v_{0}(b)}\right) . \tag{4}
\end{equation*}
$$

We have to consider two subcases:
i) $\gamma$ is a big point of $b$

Substituting (4) in the initial equation $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$, we get $a^{k}\left(-a b^{\mid \gamma}+\right.$ $\left.c^{l} e\right)=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$, whence

$$
a^{k+1}\left(-b^{\mid \gamma}\right)=c^{l}\left(d-a^{k} e\right) \bmod \left(J_{v_{0}\left(a^{k+1}(-b \mid \gamma)\right)}\right)
$$

As $C p l\left(-b^{\mid \gamma}, c, d-a^{k} e, l\right)<\operatorname{Cpl}(b, c, d, l)$, we have by induction $a \mid c \bmod$ $\left(J_{v_{0}(c)}\right)$ or $a \mid d-a^{k} e \bmod \left(J_{v_{0}(d)}\right)$.

Both are impossible because if $a \mid d-a^{k} e \bmod \left(J_{v_{0}(d)}\right)$, then $a \mid d \bmod \left(J_{v_{0}(d)}\right)$.
ii) $\gamma$ is a not big point of $b$

Then equation (4) reduces to $b=c^{l} e \bmod \left(J_{v_{0}(b)}\right)$. Substituting this in the initial equation $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$, we get

$$
a^{k} c^{l} e=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right), \text { hence } a^{k} e=d \bmod \left(J_{v_{0}(d)}\right)
$$

So $a \mid d \bmod \left(J_{v_{0}(d)}\right)$, a contradiction. This completes the proof of Case 1 (i.e., if $\gamma$ is a big point of $d$ ).

## Case 2: $\gamma$ is not a big point of $d$.

Then ( ${ }^{*}$ ) yields

$$
\begin{equation*}
a^{k-1} b+a^{k} b^{\mid \gamma}=l^{l-1} c^{\mid \gamma} d \bmod \left(J_{\omega^{\delta+n+k-1}}\right) \tag{5}
\end{equation*}
$$

a) Assume that $\gamma$ is a big point of $c$

By (5) we have $a^{k-1} \mid c^{\mid \gamma} c^{l-1} d \bmod \left(J_{\omega^{j+n+k-1}}\right)$. We are now exactly in the same situation as in Case 1a), and so we get a contradiction.
b) Assume that $\gamma$ is not a big point of $c$
(5) yields $a^{k-1} b+a^{k} b^{\mid \gamma}=0 \bmod \left(J_{\omega^{\delta+n+k-1}}\right)$, whence $b+a b^{\mid \gamma}=0 \bmod \left(J_{v_{0}(b)}\right)$.

Substituting this in the initial equation $a^{k} b=c^{l} d \bmod \left(J_{v_{0}\left(a^{k} b\right)}\right)$, we get

$$
a^{k+1}\left(-b^{\mid \gamma}\right)=c^{l} d \bmod \left(J_{v_{0}\left(a^{k+1}(-b \mid \gamma)\right)}\right)
$$



## Figure 2

As $C p l\left(-b^{\mid \gamma}, c, d, l\right)<C p l(b, c, d, l)$, we have by induction $a \mid c \bmod \left(J_{v_{0}(c)}\right)$ or $a \mid d \bmod \left(J_{v_{0}(d)}\right)$, a contradiction.

This completes the proof of Proposition 3.2.
We are now ready to prove the main result.
Notation. If $u \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right), u^{L}$ denotes the supremum of $S_{u}: u^{L}:=\sup \left(S_{u}\right) \in$ $\mathbb{R}^{\leq 0}$.

Theorem 3.3. Let $a \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ of order type $\omega$ or $\omega+1$, and such that $v_{0}(a)=\omega$. Then a is prime in $K((\mathbb{R} \leq 0))$.

Proof. Assume that $a b=c d$ for some $b, c, d \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$.
Multiplying $b, c, d$ by $x^{-b^{L}}, x^{-c^{L}}, x^{-d^{L}}$ respectively, we can as well assume that $b^{L}=c^{L}=d^{L}=0$.

We prove that $a \mid c$ or $a \mid d$ by induction on $o t(c) \oplus o t(d):[\oplus$ denotes the natural sum of ordinals, see e.g., [9]].

First observe that if $b, c$ or $d$ is 0 , then the result is obvious because $a \mid 0$. So assume $b \neq 0, c \neq 0, d \neq 0$.

Considering the Cantor normal form $\omega^{\beta_{1}}+\omega^{\beta_{2}}+\ldots+\omega^{\beta_{r}}$ of $S_{b}\left(\beta_{1} \geq \beta_{2} \geq \ldots \geq\right.$ $\beta_{r} \geq 0$ ), it is clear that we can write in a unique way $b=b_{1}^{\prime}+b_{2}^{\prime}+\ldots+b_{r}^{\prime}$ such that
i) $S_{b_{1}^{\prime}}<S_{b_{2}^{\prime}}<\ldots<S_{b_{r}^{\prime}} \leq 0$
ii) $o t\left(b_{i}^{\prime}\right)=\omega^{\beta_{i}} \forall i$.

We now slightly modify the $b_{i}^{\prime} s$ in the following way:
Put $\theta_{i}:=\sup S_{b_{i}^{\prime}} \forall i$ (so $\theta_{1}<\theta_{2}<\ldots<\theta_{r-1} \leq \theta_{r}=0$ ) and define inductively $b_{1}:=b_{\mid \theta_{1}}$ and $b_{i}:=b_{\mid \theta_{i}}-b_{\mid \theta_{i-1}}$ for $i \geq 2$. Then we have:
i) $b=b_{1}+b_{2}+\ldots+b_{r}\left(\right.$ if $b_{r}=0$ remove $\left.b_{r}\right)$
ii) $S_{b_{i}}<S_{b_{i+1}} \forall i$
iii) $\omega^{\beta_{i}} \leq o t\left(b_{i}\right) \leq \omega^{\beta_{i}}+1 \forall i$.

We do the same for $c$ and $d$ (see Figure 2, where we assume that $v_{0}(b), v_{0}(c), v_{0}(d)$ are $>1$ ).
As $a b=c d$, using $(B)$ and the convolution formula it is easy to prove that $\theta_{1}=\mu_{1}+\eta_{1}, \beta_{1}+1=\gamma_{1} \oplus \delta_{1}$, and $x^{-\theta_{1}} a b_{1}=\left(x^{-\mu_{1}} c_{1}\right)\left(x^{-\eta_{1}} d_{1}\right) \bmod \left(J_{\omega^{\beta_{1}+1}}\right)$.

By Proposition 3.2, $a \mid x^{-\mu_{1}} c_{1} \bmod \left(J_{\omega} \boldsymbol{y}_{1}\right)$ or $a \mid x^{-\eta_{1}} d_{1} \bmod \left(J_{\omega^{\delta_{1}}}\right)$.


Assume that $a \mid x^{-\mu_{1}} c_{1} \bmod \left(J_{\omega_{1}{ }^{p_{1}}}\right)$ and write

$$
\begin{equation*}
x^{-\mu_{1}} c_{1}=e a+\varepsilon, \text { where } v_{0}(\varepsilon)<\omega^{\gamma_{1}} \tag{6}
\end{equation*}
$$

By replacing $e$ by $e-e_{\mid \alpha}$ for $\alpha \in \mathbb{R}^{<0}$ sufficiently close to 0 , we still have an equality like (6) and we can assume that $o t(e a)=\omega^{\gamma_{1}}$ or $\omega^{\gamma_{1}}+1$. [ If $\alpha$ is close to 0 , ot $\left(e-e_{\mid \alpha}\right)=\omega^{\delta}$ or $\omega^{\delta}+1$ for some ordinal $\delta$. Using (B), Lemma 2.1 and the convolution formula we get $o t\left(\left(e-e_{\mid \alpha}\right) a\right)=\omega^{\gamma_{1}}$ or $\left.\omega^{\gamma_{1}}+1\right]$.
Hence it is easy to conclude that ot $(\varepsilon)<\omega^{\gamma_{1}}$ (and not only $v_{0}(\varepsilon)<\omega^{\gamma_{1}}$ ).
$\operatorname{By}(6), a b=c d \Rightarrow a b=\left(c_{1}+c_{2}+\ldots+c_{s}\right) d=\left(e x^{\mu_{1}} a+x^{\mu_{1}} \varepsilon+c_{2}+\ldots+c_{s}\right) d$, whence

$$
a\left(b-x^{\mu_{1}} e d\right)=\left(x^{\mu_{1}} \varepsilon+c_{2}+\ldots+c_{s}\right) d
$$

$o t\left(x^{\mu_{1}} \varepsilon+c_{2}+\ldots+c_{s}\right) \oplus o t(d)<o t(c) \oplus o t(d)$ because $\left(o t\left(x^{\mu_{1}} \varepsilon\right)<\omega^{\gamma_{1}} \leq o t\left(c_{1}\right)\right.$ and $c_{1}$ is the first part of the C.n.f. of $c$ ).

Hence we get by induction $a \mid x^{\mu_{1}} \varepsilon+c_{2}+\ldots+c_{s}$ or $a \mid d$.
But if $a \mid x^{\mu_{1}} \varepsilon+c_{2}+\ldots+c_{s}$, then by (6) $a \mid x^{\mu_{1}}\left(x^{-\mu_{1}} c_{1}-e a\right)+c_{2}+\ldots+c_{s}$ whence $a \mid-$ $x^{\mu_{1}} e a+c$. So $a \mid c$ and we are done.
§4. Primes in $K\left(\left(G^{\leq 0}\right)\right)$ when $\mathbf{G}$ admits a maximal proper convex subgroup. We first consider the case where $G$ is archimedean.

Theorem 4.1. Let $G$ be an ordered abelian divisible archimedean group.
Let $a \in K\left(\left(G^{\leq 0}\right)\right)$ be of order type $\omega$ or $\omega+1$ and such that $S_{a} \backslash\{0\}$ is cofinal to 0 . Then a is prime in $K\left(\left(G^{\leq 0}\right)\right)$.

Proof. As $G$ is archimedean, $G$ embeds in $\mathbb{R}$. So we can assume that $G \subseteq \mathbb{R}$. Suppose that $a b=c d$ for some $b, c, d \in K\left(\left(G^{\leq 0}\right)\right)$. Then $a b=c d$ in $K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$, and by Theorem $3.3 \exists u \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right)$ such that, say, $c=a u$.

As $K((G))$ is a field, $u=c / a \in K((G))$. So $u \in K\left(\left(\mathbb{R}^{\leq 0}\right)\right) \cap K((G))=$ $K\left(\left(G^{\leq 0}\right)\right)$ and we are done.

The proof of the next theorem is exactly the same as in [1], so we only sketch it.
Theorem 4.2. Let $G$ be an ordered abelian divisible group which contains a maximal proper convex subgroup $G_{0}$. Let $Q$ be a divisible archimedean subgroup of $G$ such that $Q \cap G_{0}=\{0\}$.

Let $a \in K\left(\left(Q^{<0}\right)\right)$ be of order type $\omega$ such that a is not divisible by any monomial $x^{\gamma}$ for $\gamma \in Q^{<0}$.

Then $a+1$ is prime in $K\left(\left(G^{\leq 0}\right)\right)$.
Proof. [ First observe that such $Q$ and $a$ always exist: Choose $\gamma_{0} \in G^{<0} \backslash G_{0}$ and set $\left.Q:=\left\{\frac{p \gamma_{0}}{q} ; p \in \mathbb{Z}, q \in \mathbb{Z}^{*}\right\}, a:=\sum_{n \geq 1} x^{\gamma_{0} / n}\right]$. See Figure 3.

As $G$ is divisible, there exists a subgroup $H$ of $G$ such that $G=H \oplus G_{0} . H$ can be chosen such that $H \supseteq Q$ because $Q \cap G_{0}=\{0\}$. Moreover, as $G_{0}$ is a maximal
proper convex subgroup, $H$ is archimedean and the order of $G$ is the lexicographic order on $G=H \oplus G_{0}$.

Hence there is a canonical ordered fields isomorphism
$i: K((G)) \longrightarrow K\left(\left(G_{0}\right)\right)((H))$ and $i\left(K\left(\left(G^{\leq 0}\right)\right)\right) \subseteq K\left(\left(G_{0}\right)\right)\left(\left(H^{\leq 0}\right)\right)$.
As $S_{a} \subseteq Q$ and $Q \cap G_{0}=\{0\}, i(a+1)$ has order type $\omega+1$ in $K\left(\left(G_{0}\right)\right)\left(\left(H^{\leq 0}\right)\right)$.
Hence $i(a+1)$ is prime in $K\left(\left(G_{0}\right)\right)\left(\left(H^{\leq 0}\right)\right)$ by theorem 3.3. So $a+1$ is prime in $K\left(\left(G^{\leq 0}\right)\right)$ and we are done.

Example. Let $\alpha \in O R$ and $G=\mathbb{R}^{\alpha}$ ordered lexicographically, where

$$
\mathbb{R}^{\alpha}:=\left\{\left(x_{0}, x_{1}, \ldots, x_{\beta}, \ldots\right) \mid x_{\beta} \in \mathbb{R} \forall \beta<\alpha\right\} .
$$

Let $a=x^{-1}+x^{-1 / 2}+x^{-1 / 3}+x^{-1 / 4}+\ldots$, where $-1 / n:=(-1 / n, 0,0,0, \ldots) \in$ $\mathbb{R}^{\alpha} \forall n \in \mathbb{N}^{*}$. Then $a+1$ is prime in $K\left(\left(G^{\leq 0}\right)\right)$.
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