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1 INTRODUCTION

SUMMARY

We present the first inversion of geomagnetic Sq data in a framework of 3-D conductivity
models. This problem has been considered as immensely difficult due to the complex spatial
structure of the Sq source which, in addition, varies with season and solar activity. Recently, we
developed a 3-D electromagnetic (EM) inversion solution that allows one to work in a consistent
manner with data that originates from sources, irrespective of their spatial complexity. In this
paper, we apply our 3-D EM inversion scheme to Sq data collected during the Australian
Wide Array of Geomagnetic Stations project. Within this project, three components of the
geomagnetic field were recorded between 1989 November and 1990 December with the use
of 53 portable vector magnetometers. The instruments were distributed over the Australian
mainland with an average spacing of 275 km between sites. Inverting this unique—in a sense
of its spatial regularity, density and long operational time—data set, we recovered the 3-D
conductivity distribution beneath Australia at upper mantle depths (100—520 km). This depth
range was justified in the paper from resolution studies using checkerboard tests. In addition,
we performed extensive modelling to estimate quantitatively the influence of various factors on
Sq signals, namely from hypothetical anomalies, inaccuracy in the source, ocean, and model
discretization. As expected, the ocean (coastal) effect appeared to be the largest so that it
has to be accounted for during 3-D inversion as accurately as possible. Our 3-D inversions—
of data from either single or multiple days—revealed a strong offshore conductor near the
south-east coast of Australia, which persists at all considered depths. Varying in details, this
anomaly is remarkably robust irrespective of the considered day(s). We compared our results
to those obtained from a different inversion scheme and an independent induction data set, and
observed encouraging similarity. Combination of the two results suggests, that this conductor
continues to the base of the mantle transition zone at 660 km. The nature of this anomaly is not
fully understood but one possible explanation is that it is attributed to a reservoir responsible
for three hotspots in the region.
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field data. To separate the effects of composition and temperature,
or to illuminate the role of partial melt and fluids (especially wa-

There is great interest to understand the 3-D properties of the Earth’s
mantle to characterize the dynamics of the deep Earth interior. So
far, our knowledge of the 3-D variations of Earth’s properties comes
mainly from global seismic tomography (Becker & Boschi 2002;
Panning & Romanowicz 2006; Kustowski et al. 2008, among oth-
ers). However, the interpretation of the seismic velocity anomalies in
terms of thermodynamic and compositional parameters lacks addi-
tional and independent information (e.g. Trampert ez al. 2004; Khan
et al. 2009). An alternative method to directly recover the physical
properties of the mantle is deep electromagnetic (EM) induction
sounding, which can potentially probe the 3-D electrical conductiv-
ity distribution in the Earth’s mantle from time-varying magnetic
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ter) in the mantle, both seismic and EM techniques are likely to be
important (Khan & Shankland 2012).

However, only recently, through the growth of computational re-
sources and improvements in global 3-D EM forward modelling
has the full 3-D EM inversion on a global scale become feasible.
In the last decade a few inverse 3-D solutions have been devel-
oped (Koyama 2001; Kelbert ef al. 2008; Tarits & Mandea 2010;
Kuvshinov & Semenov 2012), providing the first large-scale (semi-
global; Fukao et al. 2004; Koyama et al. 2006; Utada et al. 2009;
Shimizu et al. 2010; Koyama et al. 2014) and global (Kelbert et al.
2009; Tarits & Mandea 2010; Semenov & Kuvshinov 2012)
3-D mantle conductivity models. The recent progress in global 3-D
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forward and inverse modelling is summarized in the review papers
by Kuvshinov (2008, 2012).

All aforementioned studies use disturbed storm-time variations
(Dy) originating from the magnetospheric ring current, which allow
a 3-D recovery of electrical conductivity in the depth range from
about 400 down to 1500 km. However, there is great interest in
mapping electrical conductivity at upper mantle (UM) depths (100—
400 km) since determination of UM conductivity using EM methods
can provide constraints on melting processes and the presence of
water in the UM. Recent laboratory experiments demonstrate that
the electrical conductivity of UM minerals is greatly affected by
small amounts of water or by partial melt (Wang et al. 2006; Gaillard
etal. 2008; Yoshino et al. 2009, among others). Probing conductivity
at UM depths requires EM variations in a period range between a
few hours and one day. This is a challenging period range for global
EM studies since the ionospheric solar quiet (Sq) source, which
dominates this period range, has a much more complex spatial
structure than the magnetospheric Dy source. The publications of
Parkinson (1977), Winch (1981) and Schmucker (1999) discuss the
spatial structure of the Sq current system.

Koch & Kuvshinov (2013) presented a novel global 3-D EM in-
verse solution that allows one to work in a unified and consistent
manner with data that originate from ionospheric (and magneto-
spheric) sources, irrespective of their spatial complexity. This work
presents the application of the numerical concept to ground based
Sq data collected in the course of the Australian Wide Array of
Geomagnetic Stations (AWAGS) project. The data from this unique
large, dense and regular network of magnetic field observations
allowed us to image the 3-D conductivity distribution beneath Aus-
tralia down to a depth of 520 km. As far as we know, this is the
first attempt to invert experimental Sq data in the frame of 3-D
conductivity models.

The paper is organized as follows. In Section 2, we summarize
the approach for the Sq source determination and the 3-D inversion
scheme. We describe the modifications of the numerical solution
scheme to make it applicable to a limited large-scale area instead of
a global area as originally presented in Koch & Kuvshinov (2013).
In Section 3, we introduce the AWAGS data set and discuss our
approach for selecting the quietest days to obtain the data which
are used for the inversion. Section 4 presents model studies which
aim to quantify the potential resolution of the models obtained from
the inversion of AWAGS data, as well as to estimate various effects
in Sq signals—from hypothetical deep anomalies, inaccuracy of
the source, ocean, and model discretization. The inversion results
are presented in Section 5. We first show the results obtained from
inversions of single day data in order to demonstrate the robustness
of the recovered structures, and subsequently present the final 3-D
UM electrical conductivity model beneath Australia obtained from
multiple-day inversion. In Section 6, we discuss our inversion results
in a context of geodynamic characteristics of the area. A summary
of the work presented in the paper and conclusions are given in
Section 7.

2 METHOD

2.1 Source determination

To determine the Sq source we exploit the S3D method presented
in Koch & Kuvshinov (2013). It is an attractive alternative to the
classic potential method of Gauss (1838) as used, for example by
Schmucker (1999). The potential method lacks the ability to deal
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with a 3-D conductivity model as a priori information which is
in particular important to account for the ocean effect (Kuvshinov
2008). A detailed explanation of the S3D method is given in Koch
& Kuvshinov (2013). The Sq source is represented by specific set of
11 spherical harmonics (SH) coefficients for 24 hr time harmonic
and by corresponding sets of 12 SH coefficients for the rest of five
time harmonics (12, 8, 6, 4.8 and 4 hr), as suggested by Schmucker
(1999).

To determine the source, the data from a global net of observato-
ries and AWAGS data are used. Note that we use the data only from
mid-latitude observatories in order to exclude distorting effects from
the equatorial and polar electrojets. Here mid-latitude observatories
are those located between +6° and £60° geomagnetic latitude. The
location of these observatories is shown on the right-hand top plot
in Fig. 2. All three components are used for source determination.

2.2 Forward problem solution

The robustness of resolved Earth electrical properties strongly de-
pends on the accuracy of the forward solutions which are used to
model the 3-D EM induction. To solve Maxwell’s induction equa-
tions in a heterogeneous sphere, we use an integral equation (IE)
based solver (Kuvshinov 2008). Recent benchmark studies (Kelbert
et al. 2014) showed, that this solver is fast and accurate, and in many
scenarios outperforms the solvers based on alternative approaches
(finite difference, finite element and spherical harmonic-finite el-
ement). The implementation of the IE solver used in this study
exploits the fact that Green’s tensors need to be computed only
once as long as the background model remains unchanged. This
results in a highly efficient application for solving inverse problems
where repeated numerical solutions are required. The details of the
forward problem and computation of Green’s tensors are discussed
in Kuvshinov & Semenov (2012).

To allow high resolution modellings of the ocean effect, which
is necessary to obtain robust inversion results as discussed later in
Section 4, we modified our forward solution in such a way that it
is possible to compute the EM field, not on a full sphere, but only
in a latitudinal band of the area of interest. The restriction along
longitude is not implemented. Since the computational load is scaled
to the second order with the used latitudinal nodes and is linear
with respect to longitudinal nodes, the efficient calculation mainly
benefits from limiting the latitude nodes. In the case of Australia, the
latitudinal bounds are in between +10° and —55°. On the basis of
the model resolution studies (Koch & Kuvshinov 2013) we expect to
detect lateral conductivity changes in between 10 and 670 km. We
discretize this depth column in 5 layers (10-100, 100-250, 250—
410, 410-520 and 520-670km). The lateral discretization of the
forward modelling domain is chosen to be 1° x 1° in agreement
with the results of the model studies, discussed in Section 4.

2.3 Inverse problem solution

The inverse problem of conductivity recovery is formulated as min-
imization of the penalty function

d(m, 1) = ¢4(m) + Agr(m), (M

where m = (logoy, logo,, ..., logoy) is a vector containing the
conductivities in the blocks which comprise the inverse modelling
domain, X is the regularization parameter, ¢r(m) is the regulariza-
tion term, ¢,(m) is the data misfit. The inverse approach is fully
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explained in Kuvshinov & Semenov (2012) and Koch & Kuvshinov
(2013). For our problem the data misfit ¢;(m) reads

Ny 6
gam)=3" 37 D|Zrm )~ 2w, @

q=1 seSites(q) p=1

where Sites(q) defines a set of locations for a given g-th day, and
Z"(m, w,) and Z{9(w,) are modelled and experimental vertical
components of magnetic field, respectively, at location s and angular
frequency w,. We focus in this study only on the inversion of vertical
(Z) component data, since the studies of Koch & Kuvshinov (2013)
have demonstrated that the Z component is most sensitive to detect
the 3-D electrical conductivity at UM depths from Sq data. The
outer sum stresses the fact that we can include data from more than
one single day into the inversion as shown in Section 5, where N,
specifies a number of days. Each chosen day is specified by its
own source structure, which is known to vary with season and solar
activity. In our inverse setup the regularization term ¢z (m) has the
form

¢r(m) = (Wm)" (Wm), 3)

where T'means transpose and matrix /¥ approximates the 3-D spatial
gradient. We apply the limited-memory quasi-Newton method to
minimize our penalty function in eq. (1). The inversion code was
parallelized with respect to period w, and number of days N;.
Note that the inverse modelling domain is chosen to be in be-
tween 110° to 160° longitude and 0° to —45° latitude, and has the
same (both laterally and vertically) discretization as the forward
modelling domain has. The difference in the latitude bounds for the
forward and inverse domain is introduced to prevent that potential
edge effects from the forward solution manifest in the inversion.

3 DATA

The data we use in this study are Sq variations recorded in the course
of the AWAGS project. Within this project, three components of the
geomagnetic field (with sampling interval of 1 min) were measured
between 1989 November and 1990 December with the use of 53
portable vector magnetometers. The instruments were deployed over
the Australian mainland with an average site spacing of 275 km
(Chamalaun & Barton 1993). Fig. 1 shows the locations of AWAGS
sites and the location of four permanent observatories (CNB, CTA,
GNA, and LRM), as well as the availability of the data.

In order to invert Sq data, it is crucial to have a good global
description of the source current system. The Sq source determi-
nation is based on analysis of the AWAGS data and data from a
global net of geomagnetic observatories. Bearing in mind the ex-
treme spatial irregularity of the global net, it is strongly desirable
to analyse the data during time spans when the source has a spa-
tial structure that is as simple as possible. The common consensus
is, that a spatially simplest Sq source geometry is observed during
geomagnetically quiet days. On quiet days, the recorded Sq sig-
nal stems from a current system which is driven by atmospheric
tides in the ambient magnetic field of the Earth. Campbell (1989),
Olsen (1997) and Richmond (1995) provide more details about the
physics of Sq. These tides are generated from solar heating of the
atmosphere on the sunlit side of the Earth. The Sq current system
is flowing at 110 km altitude in the thin ionospheric E-layer and has
a double vortex structure with an anticlockwise (clockwise) whorl
in the northern (southern) hemisphere and is bounded between +6°
and £60° geomagnetic latitude with the whorl centres at around
+35° geomagnetic latitude. It is stationary in the Earth—Sun line
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Figure 1. Top panel: positions of the AWAGS sites are plotted on the surface
conductance map as developed by Manoj ez al. (2006). Dots designate the 53
non-permanent vector magnetometers, squares designate the four permanent
observatories. Bottom panel: availability of data throughout the operation
time of AWAGS. The y-axis designates the sites and the x-axis—the date,
beginning 1989 November and ending 1990 December. The colour coding
describes the number of available data components, with black standing for
data with all three components (X, Y, and Z) are available and with white
standing for no data available.
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Table 1. Summary of 49 truly quiet Sq days. The concept of truly quiet days is discussed in the text. The days are grouped in three
subcategories: NS stands for northern summer days, SS for southern summer days and EQ for the equinoctial transition days. INV column
represents the status of the inversion results: here S stands for a successful inversion and F for a failed inversion according to the criteria
explained in the main text. The column # Obs. contains the total number of observatories on the respective day from the global and AWAGS
networks, with number of AWAGS observatories shown in brackets.
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Season Sq day INV # Obs. Season Sq day INV # Obs. Season Sq day INV # Obs.
SS 1989-12-09 F 152 (54) NS 1990-06-30 S 139 (42) EQ 1990-10-01 F 107 (10)
SS 1989-12-10 S 150 (53) NS 1990-07-01 F 133 (37) EQ 1990-10-02 F 106 (9)
SS 1990-01-07 F 147 (52) NS 1990-07-03 S 138 (38) EQ 1990-10-17 F 107 (8)
NS 1990-05-06 S 144 (42) NS 1990-07-07 F 132 (39) SS 1990-11-03 F 105 (10)
NS 1990-05-07 S 144 (46) NS 1990-07-16 S 134 (38) SS 1990-11-04 F 107 (8)
NS 1990-05-15 S 143 (47) NS 1990-07-17 S 131 (34) SS 1990-11-05 F 103 (7)
NS 1990-05-16 S 139 (46) NS 1990-07-22 F 131 (32) SS 1990-11-06 F 109 (9)
NS 1990-06-02 S 138 (42) NS 1990-07-23 S 112 (16) SS 1990-11-12 F 105 (8)
NS 1990-06-03 S 138 (43) NS 1990-07-24 S 113 (15) SS 1990-11-13 F 108 (9)
NS 1990-06-04 S 133 (42) NS 1990-07-25 F 107 (14) SS 1990-11-14 F 108 (8)
NS 1990-06-16 F 142 (43) EQ 1990-08-05 S 107 (14) SS 1990-11-22 F 101 (8)
NS 1990-06-17 S 140 (42) EQ 1990-08-08 F 106 (8) SS 1990-11-23 F 107 (8)
NS 1990-06-19 S 137 (40) EQ 1990-08-09 F 107 (10) SS 1990-11-24 F 107 (9)
NS 1990-06-20 S 137 (41) EQ 1990-08-10 F 107 (9) SS 1990-12-02 F 104 (10)
NS 1990-06-21 S 139 (41) EQ 1990-09-03 F 106 (9) SS 1990-12-07 F 101 (7)
NS 1990-06-22 F 139 (42) EQ 1990-09-30 F 102 (6) SS 1990-12-10 F 102 (6)
NS - - EQ - - SS 1990-12-11 F 99 (3)

due to its solar origin, with the Earth rotating underneath it, and
is observed as a local time (LT) phenomenon. Note that the most
symmetric structure (with respect to hemisphere balance) of the
Sq current system is observed during the quiet days of equinoctial
months.

As a threshold to separate quiet days from active days, we use
the concept of truly quiet days which is based on the geomagnetic
aa-index (Mayaud 1973). The aa-index uses data from two nearly
antipodal observatories, which are nowadays the Hartland (HAD)
observatory in England and Canberra (CNB) observatory in Aus-
tralia. With these two stations, which are not influenced by the au-
roral zone but well balanced in north—south as well as in east—west
direction, the geomagnetic aa-index is sensitive to the day-night
change of the Sq current system. The aa-index is provided in nan-
otesla (nT) and gives an absolute value for the magnetic activity.
Following (Mayaud 1973) we characterize the day as truly quiet
if aa < 20 nT over 48 hr, centred on 12:00 LT and 0.00°E. This
criterion assures that the actual Sq day of interest is not influenced
by an enhanced geomagnetic activity 12 hr before and after the Sq
day of interest. Using this criterion as threshold, we found 49 fruly
quiet Sq days during the operation time of AWAGS. The list of these
days along with relevant information is presented in Table 1. The
time-series of the three components of the magnetic field at each ob-
servation site and for the selected days are Fourier transformed, and
the corresponding time spectra for six time harmonics are estimated.
These spectra serve as input data for the source determination and
inversion.

4 MODEL STUDIES

In this section, we first discuss the results of model studies which
investigate the horizontal and vertical resolution of the AWAGS Sq
data. Further—based, again, on model studies—we estimate quanti-
tatively the effects in predicted Sq variations at the observatory sites
of AWAGS from: (i) conductivity anomaly in the UM; (ii) potential
inaccuracy in source determination; (iii) ocean—continent contrast;
(iv) discretization of the model. For all model studies we use the

same realistic Sq source explained in Table 2. The lateral resolution
of the model is 1° x 1°, except for the investigation of the effect
of model discretization. Also, for all modellings we include the
surface shell conductivity model which approximates resistive con-
tinents and conductive oceans. The surface shell occupies depths
from 0 to 10 km and is specified by the known laterally variable con-
ductance as developed by Manoj et al. (2006). Regional and global
distributions of the surface conductance are shown on the top map
in Fig. 1 and on the right-hand top map in Fig. 2, respectively.

4.1 Resolution studies

We test the resolution of our inverse scheme for the AWAGS site
distribution within a multilayer model. The model, along with the
surface shell, contains five layers (either laterally homogeneous or
inhomogeneous) between 10 and 670 km depth, embedded in the
1-D background section (Fig. 2, right-hand centre plot). Five data
sets have been prepared. The first data set is for the 3-D model
where the target layer with a laterally inhomogeneous conductivity
distribution is located in depth 10—100 km, with other layers being
laterally homogeneous and having the conductivity of the 1-D back-
ground section. The second data set is for the 3-D model where the
target layer with inhomogeneous conductivity is located in depth
range 100-250 km, with other layers being laterally homogeneous,
and so forth. The conductivity within the inhomogeneous layer has
a 11° checkerboard structure along longitude and colatitude and
varies by o,/ /10 and 0,+/10 from the background conductivity o,
at the respective depth (cf. right-hand bottom map in Fig. 2). With
these five data sets we perform a resolution study which is exem-
plified in Fig. 2 and closely follows that of Kelbert ef al. (2008) and
Koch & Kuvshinov (2013). The nth column (from the left- to the
right-hand side) corresponds to the 3-D inversion of the nth data set,
where during the 3-D inversion we assume that all five layers are
inhomogeneous and thus we search the conductivity distributions
in all these layers. Note that with perfect data the 5 x 5 matrix of
the maps in Fig. 2 should have diagonal form with the true checker-
board conductivity distributions along the diagonal. As expected
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Table 2. External SH coefficients obtained for 1990 May 15 day using the S3D method. The coefficients are estimated using data from the global net of observatories and AWAGS data; n and m represent SH

degree and order and p designates the time harmonic. These SH coefficients are used for creating synthetic data sets used in Section 4.
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we find that with AWAGS Sq data we have the best horizontal and
vertical resolution at UM depths between 100 and 520 km.

4.2 The anomaly effect

In order to estimate the effect of a heterogeneous conductivity distri-
bution, which we ultimately want to recover from experimental Sq
data, we compute magnetic fields with and without a checkerboard
anomaly. This anomaly is shown in Fig. 2 and is in the depth range
100-250 km. Top left, top right and bottom left maps in Fig. 3 show
the effect in X, ¥ and Z components, respectively, at positions of
AWAGS sites. The effect is defined as a misfit (per site)

6
¢d,s = Z |B:.a(a)p) - Bs,b(a)p)|2 . (4)
p=1

Here By, .(w,) and B; ,(w,) are the computed magnetic fields for
either X, Y or Z component with and without anomaly, respectively,
at location s and frequency w,. Note that this equation will be used
throughout this section and Section 5 to specify quantitatively the
amount of the corresponding effect. Bottom right-hand plot in Fig. 3
shows the time-series of the vertical, Z, component at positions of
two representative AWAGS sites. We find that an anomaly (of one
order of magnitude larger than the background environment) has
a slight influence on the phase and a 5 nT maximum influence
on the magnitude of the time-series. Regarding the positions of
the two observatories on the conducting part of the checkerboard,
one might expect a small amplitude and delayed phase due to the
induction effect, this is however not observed. Due to the interplay
of the surface conductance map and the checkerboard anomaly,
the 3-D modelling of the magnetic fields appear to be highly non-
linear. This emphasizes the need of accurate 3-D EM modelings
since predictions on the resulting field from 1-D assumptions are no
longer valid within a 3-D environment. From visual inspection of
the maps we conclude that the effect from the checkerboard anomaly
is largest in the Z component thus confirming the finding of Koch
& Kuvshinov (2013).

4.3 The source effect

In this section, we estimate the impact of an uncertainty in the source
description on the computed magnetic fields. Potential uncertainty
mostly arises from the complex spatial structure of the source and
irregular data coverage used to determine the source. In order to
estimate the effect of an uncertainty in the source description we
added Gaussian noise to the SH coefficients (Table 2), which de-
scribe the Sq source. Top left, top right, and bottom left maps in
Fig. 4 show the source effect in Z component as misfit (eq. 4) be-
tween the results computed without and with 5, 10 and 15 per cent
noise in the source, respectively. The 3-D model for this model study
includes a surface shell and a 1-D conductivity section underneath.
We observe a longitudinal dependence of the source effect, best
seen for 15 per cent noise, with largest misfits on the western coast
and smallest misfits on the eastern coast. Our understanding of this
effect is, that Sq is travelling from east to west, crossing ocean—
continent—ocean when passing Australia. These large contrasts in
conductivity, together with the moving source might cause the ob-
served longitudinal dependence, however further investigation is
needed to reveal the nature of this effect. The bottom right-hand
plot in Fig. 4 shows the time-series of the Z component at posi-
tions of two representative AWAGS sites. From this plot we see
that the impact of uncertainty is rather on the amplitude of the field
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Figure 2. Left-hand panel: results of the resolution study. Every column represents an individual inversion with the target checkerboard anomaly of o3 /+/10
and 03,+/10 located at different depths. Numbers on top of each column designate the depth of the checkerboard anomaly, numbers on the right-hand stand for
the vertical inverse domain discretization. Conductivities are given in logjo(o /05). Right-hand top map: global surface shell conductance map and location
(circles) of geomagnetic observatories used for the source determination. Right-hand middle plot: 1-D background conductivity o from Kuvshinov & Olsen
(2006). Right-hand bottom map: reference checkerboard of 11° anomaly structure embedded into 1-D background section at corresponding depth.

than on the phase. Comparing the source effect with the anomaly
effect (¢f. Fig. 3), we conclude that the effect of the source uncer-
tainty of up to 15 percent is on average smaller than the anomaly
effect.

4.4 The ocean effect

Another effect which needs to be considered when working with
geomagnetic time-varying data is the ocean effect. The ocean—
continent substantially influences the recorded magnetic fields and
needs to be modelled appropriately. This was usually done using
a thin spherical shell model of laterally variable conductance, on
top of a 1-D radial symmetric shell model as proposed by Price
(1949). However Price’s model has the following limitation: the
shell is galvanically isolated from the 1-D section, which implies
that current leakages from the shell into the underlying conductor
and vice versa are ruled out. Fainberg et al. (1990) presented a
bimodal solution which considered galvanic coupling between the
shell and underlying 1-D section, thus modelling the ocean effect
in the most consistent way. Kuvshinov ef al. (1999) investigated
in detail the ocean effect on geomagnetic fields excited by the Sq
and Dy source. One of the main findings of their study is, that the

vertical Z component is biased by the oceans practically everywhere
on the continents. Only the Eurasian continent appeared to be large
enough that the vertical field is undisturbed in the inner mainland.
To investigate the problem as quantitatively as possible for our data
set, we estimate the ocean effect at the positions of the AWAGS
sites.

Top left, top right, and bottom left maps in Fig. 5 show the ocean
effect in X, Y and Z components, respectively, as a misfit (eq. 4)
between the results computed in the model with and without the
surface shell. Note that the shell is underlain by a 1-D conductivity in
this model study. As expected, the ocean effect is most prominent in
the Z component. Further, it appears to be larger on the east and west
coast than on the north and south coast, which can be interpreted
as the manifestation of the Sq source travelling along longitude
within a fixed mid-latitude corridor. For inland observatories the
effect is smaller but still presents. The bottom right-hand plot in
Fig. 5 shows the time-series of the Z component at the positions of
two representative AWAGS sites. As seen from the plot, the ocean
effect heavily influences the phase and the amplitude. Comparing
the ocean effect with the anomaly and the source effect (¢f. Figs 3
and 4) in the most affected Z component, one clearly sees that
the ocean effect far exceeds the other effects. This, in particular
means, that it should be modelled as accurately as possible. In this
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context the question arises, to what detail the ocean effect needs to
be modelled. This question is addressed in the next section.

4.5 Effect from model discretization

Top left, top right and bottom left maps in Fig. 6 show the effect
in the Z component as misfit (eq. 4) between the results computed
with 0.25° x 0.25° discretization and with 2° x 2°, 1° x 1° and
0.5° x 0.5° discretizations, respectively. The 3-D model for this
model study includes the surface shell and 1-D conductivity sec-
tion underneath. In general, coastal sites are sensitive to ocean/land
contrast discretization, with east and west coast sites more influ-
enced. We also conclude from the Fig. 6 that a discretization of
1° x 1° allows for an accurate ocean effect modelling despite of
the fact that for a few observatories (LRM, ABY and NEW) the ef-
fect from model discretization is comparable for the anomaly effect
(see Fig. 3). The bottom right-hand plot in Fig. 6 which shows the
time-series of the Z component at positions of two representative
AWAGS sites which confirm this conclusion. Summarizing all ef-
fects, we conclude that a model discretization of 1° x 1° provides a
good trade off between computational load and accuracy. It is noted
here, that a more accurate modelling of the ocean effect is desired;

however this will only become feasible from future developments
of the forward solutions.

5 INVERSION OF AWAGS DATA

In this section, we discuss the results of the 3-D inversion of AWAGS
Sq data. We first present the results obtained from inversions of
single day data (Section 5.1) in order to demonstrate the robustness
of the recovered structures, and subsequently present the final 3-D
UM electrical conductivity model based on multiple-day inversion
(Section 5.2). During all inversions, the surface shell of known
conductance is included in the model, and the 1-D section shown
on the right-hand middle plot in Fig. 2 is used as a starting model.
Regularization is applied in a such way that the first conductivity
distribution is determined with a high regularization parameter A
which leads to a smooth solution with long-wavelength conductivity
changes in lateral and vertical direction. As a next step, this solution
is used as a starting model for a consecutive inversion run with a
smaller regularization parameter X, and so forth. This backward
regularization scheme helps to avoid having the solution trapped in
a local minimum and allows a smoother convergence process. To
determine the best matching regularization parameter A in eq. (1)
we use the L-curve approach as described in Hansen (1992) where
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it is shown that the optimal regularization parameter lies in the knee
of the L-curve.

5.1 Inversion of single days

We invert the Z data of the 49 Sq days listed in Table 1. Note that the
data analysis starts with the source determination for each specific
day. We consider an inversion run to be ‘successful’ if: (1) the day
has a reasonable spatial coverage with AWAGS data (Ng;.s > 10);
(2) the solution converges after a number of iterations as exemplified
in Fig. 7; (3) the total misfit is reduced (see eq. 2); (4) the misfit
per site is reduced or at least remains unchanged. In total 19 out
of 49 Sq days are successfully inverted (see Table 1) according to
these criteria. Note that for the most ‘failed’ days criterium (1) was
decisive. Since the distribution of AWAGS observatories at the end
of the survey is rather a profile from north to south than an array, it
is unlikely that this allows for a robust 3-D inversion.

Inversion results for six representative days are presented in the
second, third and fourth rows (from the top) in Fig. 9. Since our
resolution study has shown that the Sq data lacks of sensitivity in the
depth range 10-100 km and below 520 km, the conductivity images
are presented in then depth range 100—520 km. The results are shown
on a logarithmic scale and as a deviation from the background value
o,. To give an idea of the day-to-day variability of the Sq source,

the first row in Fig. 9 shows the snapshot of the Sq source system
over Australia at 04:00 of universal time (UT) as a current function
attributed to the surface of the Earth (¢ = 6371 km)

Zzzn”jl ()Y, ¢)e'“’f’) )

p=1 n.m

V(F, t) = Re(

Here Y"(0, ¢) are spherical harmonics (SH), i, is magnetic perme-
ability of free space, 7 = (a, 6, ¢), and ) _, , is a short expression
for the double sum over SH degree »n and order m. The fifth and
sixth rows in the figure demonstrate misfits (per site) between obser-
vations and predictions from initial, and final (recovered) models,
respectively. In addition, Fig. 8 presents time-series of observed
Z, and Z predicted from starting and recovered 3-D models for
six representative AWAGS sites for the Sq day 1990-06-02. For
completeness Fig. 7 shows the evolution of the (total) misfit and
respective L-curve for the same day data.

Analysing the inversion results presented in Fig. 9, we see that
they all show a strong positive (conductive) offshore anomaly near
the south-east coast of Australia. Varying in details, this feature
appears to be remarkably robust irrespective of the considered day
(and thus source structure). One can argue that this anomaly could
be a manifestation of the ocean (coast) effect which is probably
not fully accounted for with the existing conductance map and
the adopted resolution. To investigate if the used conductance map,
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which is based on bathymetry, sediment thickness, salinity, pressure
and temperature, affects the inversion results, we executed the inver-
sion with an alternative conductance map, based only on bathymetry
and sediment thickness. We found only marginal influence on the
inversion results which affected mostly the amplitude of the recov-
ered conductivity, the main features however remained unchanged.
Further, there are at least two reasons, not to attribute this anomaly to
the ocean effect. First, as seen from Fig. 5, the ocean effect is equally
large on the west and the east coasts of Australia. This means that
if the ocean effect were responsible for the anomalies in the images
they should be seen offshore on both coasts, which is obviously not
the case. Second, the number of sites varies from day to day, with
overall tendency to decrease with increasing operation time of the
AWAGS project. However the anomaly is clearly detected even for
the days when the data from many coastal observatories on the east
are not available, meaning that also inland observatories pick up the
anomaly.

Discussing the inversion results with respect to the misfit per site
(see the results in fifth and sixth rows in Fig. 9), we find a good
improvement in the area of the anomaly for inland observatories
and west coast observatories. However, we observe that a few ob-
servatories (mostly on the north coast) show a large initial misfit
which is not noticeably improved during inversion. The reason for
this is not clear, and we plan to investigate this problem in a separate
study.

5.2 Inversion of multiple days

The results of the multiple day inversion are shown in Fig. 10
(labelled as ‘Model Sq”), for which 19 successful days were pro-
cessed (see Table 1 for details). Note again that the source geometry
and the available AWAGS sites vary from day to day. We consider
the 3-D model obtained during this inversion as the final model of
the study. As before, we present the results in the depth range 100—
520 km. Remarkably, we are able to reproduce the main features
discovered by single day inversions, which comprise an offshore
conductive anomaly southeast of Australia and the resistive main-
land. Overall, the recovered conductivity distribution appears to be
smoother, but the strength of the conductive anomaly is comparable
with that obtained from single day inversions (cf. Fig. 9).

6 DISCUSSION AND INTERPRETATION

Recently, Koyama et al. (2014) presented a 3-D electrical con-
ductivity model beneath Australia at mid mantle depths. They in-
verted C-responses estimated by Semenov & Kuvshinov (2012)
from very long time-series of hourly means (1957-2007) recorded
at a regional network of eight Australian geomagnetic observato-
ries. The responses were estimated in the period range 4-100d,
on the assumption that the source of the corresponding variations
is a symmetric large-scale magnetospheric ring current described
by the first zonal harmonic in geomagnetic coordinates. The target
depth range was 410-1600 km, discretized by five layers of thick-
ness 410-520, 520-660, 660-900, 900-1200 and 1200—-1600 km.
Laterally the conductivities were sought in blocks of 5° x 5° size.
The maps labelled as ‘Model C’ in Fig. 10 present their results
in the depth range 520-900 km. One can see a positive (conduc-
tive) anomaly in the depth range 520900 km—most prominent at
520-660 km depth—in the south-east part of Australia. This is in
remarkable agreement with our results (c¢f. maps labelled ‘Model
Sq’ in the same figure) which also show an enhanced conductivity
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in the same region but at shallower depths. Despite the fact that
the resolution is not directly comparable we can conclude from the
results of Koyama et al. (2014) and this study that there exists a con-
ductive anomaly in the region which is traced from 100 km down
to 660 km.

The position of this anomaly correlates well with the position of
three hotspots and the seamount chains in the region. On the east
coast of Australia, in the Tasman Basin, a chain of generally flat-
topped, submarine mountains is detected, the so-called Tasmantid
Seamount and the Lord Howe Seamount chains (see Fig. 10 for the
position of the chains). The Seamounts were built upon oceanic crust
that was generated by seafloor spreading processes in the Late Creta-
ceous/Early Cenozoic. McDougall & Duncan (1988) investigated if
the Tasmantid Seamount chain of volcanoes is a hotspot trail which
is recording the movements of the Australian lithospheric plate.
Dating of basalt samples of the Tasmantid Seamount chain yield
ranges of 24 to 6.4 Ma with progressive rejuvenation of the volcan-
ism southward with an average rate of 67 + 5 mm yr~!. Further, in
accordance with the study of Steinberger (2000) three hotspots are
detected in this area (see Fig. 10), namely the Lord Howe, Tasmanid
and the East Australian hotspots. A topic of debate concerning the
hotspot mechanism is, whether the hotspot reservoir depth is on
the top of the D" layer (2900km) or at the seismic 660 km dis-
continuity (Steinberger 2000). Our results give strong evidence that
the hotspots arise from a reservoir that occupies even shallower
depths.

7 SUMMARY OF RESULTS
AND CONCLUSIONS

To the best of our knowledge, this is the first ever attempt to invert
geomagnetic Sq data in a frame of 3-D conductivity models. For
many years this problem has been considered as extremely chal-
lenging due to the complex spatial structure of the Sq source which,
in addition, varies with season and solar activity. Recently, we de-
veloped a 3-D EM inverse solution that allows one to work in a
unified and consistent manner with the data that originate from the
sources irrespective of their spatial complexity (Koch & Kuvshinov
2013). By applying this formalism to unique AWAGS data (in the
sense of its spatial regularity, density and long operation time), we
recovered a 3-D conductivity distribution beneath Australia at UM
depths (100-520km). This depth range was justified in the paper
by model resolution studies using multilayer checkerboard tests.

In addition we performed extensive modellings to estimate the
magnitude of various effects in predicted Sq signals—from hy-
pothetical anomalies, inaccuracy in the source, ocean and model
discretization. As expected, the ocean (coastal) effect appeared to
be the largest amongst others having maximum manifestation on
the west and east coasts of Australia. This, in particular, means that
the ocean effect should be accounted for during inverse modelling
as accurate as possible.

Our 3-D inversions of AWAGS Sq data—either single or multi-
ple days—revealed a strong offshore conductor near the southeast
coast of Australia, which persists at all considered depths. Varying
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in details, this anomaly is remarkably robust irrespective of days
considered. We compared our results with those obtained from a
different inverse scheme and independent data set (Koyama et al.
2014). They found a 3-D conductivity structure in the deeper mantle
(520-660 km) which is similar in position and strength. Combina-
tion of the two models suggests a strong conductor, continuing from
100 to 660 km. The nature of this conductor is not fully understood
but could be attributed to a reservoir responsible for hotspots and
submarine seamounts in the region.
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