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Geographic mapping of the distribution of malaria is complicated by the limitations of the available data. The
most widely available data are from prevalence surveys, but these surveys are generally carried out at arbitrary
locations and include nonstandardized and overlapping age groups. To achieve comparability between different
surveys, the authors propose the use of transmission models, particularly the Garki model, to convert heteroge-
neous age prevalence data to a common scale of estimated entomological inoculation rates, vectorial capacity, or
force of infection. They apply this approach to the analysis of survey data from Mali, collected in 1965–1998,
extracted from the Mapping Malaria Risk in Africa database. They use Bayesian geostatistical models to produce
smooth maps of estimates of the entomological inoculation rates obtained from the Garki model, allowing for the
effect of environmental covariates. Again using the Garki model, they convert kriged entomological inoculation
rates values to age-specific malaria prevalence. The approach makes more efficient use of the available data than
do previous malaria mapping methods, and it produces highly plausible maps of malaria distribution.

disease transmission; kriging; malaria; Markov chain Monte Carlo

Abbreviations: EIR, entomological inoculation rate; MARA, Mapping Malaria Risk in Africa; NDVI, Normalized Difference
Vegetation Index.

Reliable maps of the prevalence or transmission intensity
of malaria are urgently needed, especially in endemic areas
of sub-Saharan Africa. Such maps are fundamental for es-
timating the scale of the problem, and hence the resources
needed to combat malaria. They provide benchmarks for
assessing the progress of control and indicate which geo-
graphic areas should be prioritized.

Malariological measures that might be mapped include
categories of endemicity (e.g., unstable, mesoendemic, holo-
endemic); vector-based factors (vector densities, vectorial
capacity, entomological inoculation rate (EIR)); incidence
of disease; or the force of infection. However, although ma-
laria endemicity can vary widely over only short distances,

most of these measures have been studied in only a few
widely separated localities, and, in general, the measure-
ments available from distinct sites differ. The most widely
available malariological measures are point prevalence data,
assessed by microscopy. Malaria prevalence at unsampled
locations can be estimated by incorporating information
from environmental covariates (1). The precision of such
estimates can be further improved by using spatial smooth-
ing or geostatistical methods (2–5).

Spatial statistical models have already made substantial
contributions to the modeling of malaria risk (2–7), and
Bayesian geostatistical methods have demonstrated their
value for this application in the work of Diggle et al. (5)
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(also refer to Thomson et al. (8)) for mapping childhood
malaria risk in The Gambia and Gemperli et al. (9) for re-
lating infant mortality to malaria risk. Spatial statistical mod-
els have also been used to produce malaria maps of the whole
of West Africa (3) and specifically of Mali (2). All of these
analyses directly modeled the prevalence data without taking
into account age dependence of the malaria risk.

Malaria prevalence data are usually reported by age group
but with different age groupings used in different series of
surveys. Direct mapping of age-prevalence data therefore
involves choosing a target age group (with some flexibility
in the choice of age-category boundaries) and discarding
data for other age groups and for sites for which data are
not available for the target age group.

We propose to replace this subjective and inefficient pro-
cedure with a mathematical model to convert a set of het-
erogeneous malariological indices into a common scale for
mapping purposes. Mathematical models, such as that from
the Garki project (10), can be used to predict the associations
of different measures of malaria transmission and endemic-
ity with the shape of the age-prevalence relation. Statistical
fitting of the Garki model can therefore be used to estimate
any malariological parameter predicted by the model as a
function of whatever community-based malariological data
are available for a site. We recently used this approach to
obtain an interval estimate of the EIR on the island of
Prı́ncipe from the age-prevalence curve for Plasmodium
falciparum malaria (11).

In the present study, we applied this approach to an as-
semblage of age-prevalence data from Mali. The data were
extracted from the Mapping Malaria Risk in Africa
(MARA) database (12), the most comprehensive database
on malaria in Africa, containing survey data obtained since
the early 1960s. Using the Garki model, we translated the
raw prevalence data from each MARA survey into an (in-
terval) estimate of the EIR. We then followed Bayesian geo-
statistical methods to generate smooth maps of the EIR,
allowing for the effects of environmental covariates.

We used estimates from the fitted model to produce
smooth EIR maps for Mali via Bayesian kriging. The pre-
dicted EIRs were compared with observed EIR values ob-
tained from spray catches from 186 surveys in Mali. Again
using the Garki model, we also converted the kriged EIR
values to estimates of malaria prevalence in children less
than 5 years of age and in children 2–10 years of age and
produced maps of these parameters.

MATERIALS AND METHODS

Data sources

Data on malaria prevalence were extracted from the
MARA/ARMA database (12). To our knowledge, this is
the most comprehensive database compiled by an interna-
tional collaboration initiated to provide a database and an
atlas of malaria in Africa by collating both published and
unpublished results of malariological surveys since 1965.
We selected data from 164 surveys carried out in 147 loca-
tions in Mali between 1965 and 1998 covering various age-
group ranges (table 1). EIRs were estimated by fitting the

Garki model to the malaria survey data. A geostatistical
model was fitted to EIR estimates to produce smooth maps
of malaria transmission. The maps were adjusted for envi-
ronmental and climatic covariates. In our analysis, we con-
sidered the same covariates used by Kleinschmidt et al. (2) to
produce smooth maps of malaria prevalence fitted directly to
MARA prevalence data—that is, the average maximum tem-
perature from March to May, the length of the rainy season
defined as the number of months with more than 60 mm of
rainfall, the distance from the nearest water source, and the
Normalized Difference Vegetation Index (NDVI).

Data on temperature and length of the rainy season were
obtained from the Topographic and Climate Database for
Africa, version 1.1, by Hutchinson et al. (13). The database
includes spatial estimates of monthly values averaged over
years for the whole continent of Africa at a resolution of
0.05 degrees of longitude and latitude. The base data are
collected from diverse research agencies and contain mea-
surements between 1920 and 1980 averaged for at least 5

TABLE 1. Age range of participants in the Mapping Malaria

Risk in Africa surveys conducted in Mali, 1965–1998

Age categories (years)
No. of
surveys

No. of
blood
slides

No.
positive

Malaria
prevalence

(%)

2–9 52 2,787 1,842 66.1

5–9 and 10–14 15 3,176 1,786 56.2

0–44 12 2,488 230 9.2

0–1 and 2–4 and 5–9 12 8,842 4,084 46.2

0–1 and 2–4 and 5–9
and 10–15 11 2,722 1,528 56.1

1–2 and 3–5
and 6–10 10 8,284 3,883 46.9

0–1 and 2–4 and 5–9
and 10–14 9 3,616 912 25.2

5–9 9 1,435 468 32.6

0–12 6 360 160 44.4

1–15 4 2,715 736 27.1

6–14 4 923 108 11.7

0–15 3 800 481 60.1

2–15 and 16–70 3 582 207 35.6

0–1 and 2–9 2 129 66 51.2

0–5 and 6–10 2 279 121 43.4

1–9 2 712 93 13.1

2–9 and 10 2 346 215 62.1

8–14 and 15–19 and
20–29 and 30–39
and 40–49 and 50–59 2 2,023 1,063 52.5

0–1 and 2–4 and 5–9
and 10–14 and 15–19 1 110 72 65.5

1–4 and 5–9 and 10–14
and 15–24 and
25–34 and 35–44
and 45–54 and 55–64 1 476 308 64.7

2–9 and 10–60 1 251 124 49.4

6–9 1 300 77 25.7
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years. Daily maximum temperature is recorded at 1,499
stations and rainfall at 6,051 stations in Africa. The predic-
tions are created by using thin-plate splines (14), where the
standard errors are reported to lie below 0.5�C for the tem-
perature and between 5 and 15 percent for the rainfall data.

The NDVI values were extracted from the NOAA/NASA
Pathfinder AVHRR Land Project database (15), which re-
cords daily observed emitted and reflected radiations in dif-
ferent channels of the electromagnetic spectrum, sent by a
satellite on a spatial resolution of 8 km. To reduce distortion
because of clouds and atmospheric contaminants, we used
as a composite measure the maximum value over 10 days
because clouds reduce the reported NDVI value. The NDVI
is derived from the reflectance rate of two (visual and near-
infrared) channels. It has been shown to be highly correlated
with vegetation parameters (16) and is used as a proxy for
vegetation. In contrast to the other predictors used, the
NDVI was able to express temporary variability.

Data on the observed EIR were extracted from the largest
EIR database in Mali that compiles historic surveys con-
ducted by the Malaria Research and Training Center of
the University of Mali in Bamako. The data used for this
study were obtained via spray catches from 186 surveys
carried out at 14 distinct locations. They were geocoded
and used to validate the model-based predicted EIR values.

Statistical analysis

Fitting the Garki model. We used the mathematical model
of the Garki project to convert the observed prevalence at
each location to estimated EIR values. The model comprises
a set of linked difference equations describing transitions
among seven categories of host distinguished by their in-
fection and immunologic status. This model can be used to
predict the age-specific prevalence of P. falciparum in hu-
mans as a function of transmission measures, including the
vectorial capacity, the EIR, or the force of infection. To
estimate the EIR from community parasitological survey
data, the equilibrium age-prevalence curves for the Garki
model were estimated for different values of the EIR, using
a golden section search routine to locate the maximum like-
lihood estimate (17). Asymptotic 95 percent confidence
estimates were obtained by numerical estimation of the
Fisher’s information. Further details of the models used
are reported in the Appendix.

Spatial modeling of EIR. We assumed that the logarithmic-
transformed EIR estimates, Yj, for location j were normally
distributed, having a mean that is a function of the covariates
Xj. We modeled the spatial dependency by assuming that the
covariance of the EIR values at two locations, say, i and j,
decreases with their distance dij; that is, Rij ¼ Cov(Yi, Yj) ¼
r2 exp(�dij/q), where r2 is the spatial variance and q is a pa-
rameter describing the degree of correlation decay. In addition,
the variance of EIR at each location i was specified by Rii ¼
Var(Yi) ¼ s2 þ r2, where s2 models the remaining nonspatial
variation in EIR that is not explained by the covariates. Under
the assumptions of second-order stationarity, the covariance
matrix R determines a well-known exploratory tool in geosta-
tistics, the variogram. The s2 corresponds to the nugget param-
eter, the r2 estimates the partial sill, and the q is related to the

range, that is, the minimum distance at which the spatial cor-
relation is less than 5 percent, which is 3q.

We chose Bayesian methods in model fit and prediction
(kriging) because they allow estimation of the precision of
model parameters and kriged EIR values without depending
on asymptotic inference, for which several competing def-
initions exist (18, p. 350). We estimated the model param-
eters by using Markov chain Monte Carlo methods. Further
details of this modeling approach are given in the Appendix.
The analysis was implemented by using software written by
the authors in Fortran 95 (Compaq Visual Fortran, version
6.6; Hewlett-Packard Company, Palo Alto, California) using
IMSL numerical libraries (Visual Numerics, Inc., Houston,
Texas).

Model validation. The model-based, predicted EIR esti-
mates were validated against field-based EIR data by con-
structing a confidence interval for the difference between
the two values (19). This method was also applied to com-
pare model-based prevalence with observed prevalence
data. The prevalence data were validated by using the same
data as those used to fit the model.

RESULTS

Parameter estimates are summarized in table 2. The only
environmental covariate significantly related to transmis-
sion intensity was distance from the water, indicating high
transmission in the areas within 4 km of the water source.
Duration of the rainy season, NDVI, and temperature were
not statistically significantly related to EIR. Estimates of
q suggest a strong spatial correlation reflected in the high

TABLE 2. Estimates of coefficients and covariance

parameters in the regression model for the natural logarithm of

the annual entomological inoculation rate*

Variable Median 5% Quantile 95% Quantile

Intercept �13.46 �32.85 8.17

Distance to water

4–40 km �1.44 �2.18 �0.71

>40 km �1.07 �2.57 0.42

Duration of the rainy season 0.31 �0.37 1.00

Temperaturey 0.34 �0.20 0.82

NDVIz 9.73 �2.14 21.16

r2z 3.341 2.733 4.153

qz 118.520 26.165 340.886

s2z 2.743 0.883 6.868

* The annual entomological inoculation rate was derived by fitting

the Garki model to the malaria prevalence data from the Mapping

Malaria Risk in Africa surveys conducted in Mali, 1965–1998.

y Average maximum temperature from March to May in degrees

Celsius.

zNDVI, Normalized Difference Vegetation Index; r2, variance of

the spatial process; q, range parameter of the spatial exponential

process (in kilometers); s2, residual variance.

Malaria Mapping Using Transmission Models 291

Am J Epidemiol 2006;163:289–297



median range distance—the minimum distance between two
points whose correlation is below 5 percent—of 356 km
(90 percent confidence interval: 78 km, 1,023 km). Loca-
tions 50 km apart have a median correlation of 65 percent. In
the survey data, 92.5 percent of all distances between pairs
of locations are within the distance of the median range of
356 km.

In addition, the EIR estimates show high variability esti-
mated by s2. The map of predicted EIR estimates is shown
in figure 1. It depicts a clear north-south and east-west pat-

tern of transmission, ranging from disease-free regions in
the Sahara Desert to high-prevalence areas in the southern
and western parts of Mali. With this map, it is possible to
predict the high transmission areas along the Niger River
and in the Niger Delta, which brings large water masses to
otherwise low-endemic areas. It can also be used to identify
distinct foci of high EIR around water sources. Estimates of
the prediction error are shown in the bottom map of figure 1.
The small prediction error in the regions around Bamako,
Nioro, and Mopti reflects the high density of surveys carried

FIGURE 1. Spatial prediction of the annual entomological inoculation rate (EIR) for malaria in Mali. Bottom: survey locations are indicated by
circles whose diameters are proportional to the natural logarithm of the estimated annual EIR.
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out in those regions. In contrast, predictions in the northern
part of the country are not reliable because of the sparse
malaria surveys conducted in the Sahara Desert.

The mean difference between the field data and the model-
based predicted EIR values was 7.59 (95 percent confidence
interval: �139.41, 154.58), with EIRs from field data being
larger. Comparison of the observed prevalence data with
the model-based prevalence estimates gave a mean differ-
ence of �0.03 (95 percent confidence interval: �0.50, 0.45)
for those less than 5 years of age and �0.03 (95 percent
confidence interval: �0.42, 0.36) for those aged 2–10 years.

Figure 2 displays the relation between malaria prevalence
and transmission intensity estimated by fitting the Garki
model to the malaria survey data. This model enabled us to
estimate this relation according to age. We chose two groups:
those younger than 5 years of age and those 2–10 years of
age. The figure shows that, at high levels of transmission,
children younger than 5 years of age tend to be at higher risk
than older children. The opposite is observed for areas of low
transmission. Maps of malaria prevalence for these two age
groups of children are shown in figure 3. Data for these maps
were calculated by converting the EIR values to malaria prev-
alence using the EIR-prevalence relation shown in figure 2.
The middle level of transmission in the districts of Koulikoro
and Segou in central-western Mali contributes to higher ma-
laria risk in the group less than 5 years of age than in the group
2–10 years of age. This reversion of risk order is due to the
change point in the prevalence-EIR relation for the chosen
age categories at that level of transmission.

DISCUSSION

An advantage of the transmission-model-based approach
is that it is age adjusted and makes use of all the survey data
available (we did not have to discard any surveys because of
inappropriate age groups). In principle, this approach can
exploit whatever population-based malariological data are
available.

The transmission-model-based approach also makes it
possible to tailor the outputs of the mapping exercise to
the specific needs of users, who may be interested in specific
age groups of hosts or predictions of malariological indices
that are rarely measured in the field, as illustrated by our
maps of malaria transmission intensity in Mali as well as of
age-specific prevalence.

In contrast to earlier geostatistical malaria models, we
fitted the Bayesian spatial model to the log-transformed
EIR values, a continuous outcome with an approximately
Normal distribution, estimated by fitting the Garki model to
the available age-prevalence data. The Bayesian approach
allows flexible model fitting and estimation and mapping of
the prediction error. The method also enabled us to generate
maps of the prediction error, demonstrating which geo-
graphic areas need further field investigation if the maps
are to be uniformly reliable.

The maps we produced broadly correspond to the known
distribution of malaria in Mali and, in particular, indicate
high transmission of malaria in the areas around the main
rivers, the Niger and Senegal. However, a specific difficulty
arises in modeling the relation between malaria and distance
to water bodies in West Africa. The presence of water bodies
and flooding in low-rainfall zones undeniably leads to ma-
laria transmission in areas that would otherwise be malaria
free; in general, mosquito numbers are highest near water,
especially areas prone to flooding. However, recent studies
in Niono in Mali (20) found that the highest malaria risk can
be several kilometers away from the main anopheline breed-
ing sites. This finding may reflect a greater tendency of
people exposed to very high mosquito densities to adopt
protective measures, together with the lower average age
of mosquitoes close to sites of emergence. In Mali, the
center of the inland delta of the Niger is not considered a
zone of highest risk (21), and, in the model of Kleinschmidt
et al. (2), the river system did not appear to strongly influ-
ence malaria distribution. Risk in locations within 4 km of
the nearest water body was estimated to be lower than in
locations 4–40 km from water. In the map of malaria across
West Africa (3), broad zones of lower malaria risk close to
rivers were estimated.

Most malaria surveys include people in areas of several
square kilometers, so surveys close to water bodies may
include some people from the riverbank and others from
several kilometers away. Therefore, it is not obvious what
relation with distance to water to expect. The exact relation
between proximity to rivers and malaria appears to be very
sensitive to which data points are included and to the details
of the model, especially when there are very few data points
in the critical areas of the river floodplains. It may also be
that the lack of adjustment for age in the earlier models
biased some of the covariate effects. Because we were able
to include data from 164 surveys rather than just the 101
analyzed by Kleinschmidt et al. (2), we have some confi-
dence that the present model provides an improved estimate
of the broad geographic pattern of malaria, although possi-
bly not of local variation within this pattern.

We chose to use the Garki model to estimate EIR from
age-prevalence curves because, when it was originally
developed, it was designed to accurately reproduce this

FIGURE 2. Relation between the prevalence of malaria and the
entomological inoculation rate in Mali, estimated by using the Garki
model for two age categories of children (neglecting the effects of
seasonality).
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relation in field data from the savannah zone of Nigeria (22).
The Nigerian field site was in many ways similar to southern
Mali; hence, the model is likely to be most accurate for the
range of conditions seen in our study. However, flexibility
in the outputs comes at the price of making many approx-
imations. Like all mathematical models, the Garki model is
a simplification. Some elements of it could probably be
improved by using recent insights from molecular epidemi-
ology studies and advances in statistical computation. Com-
parison of the model predictions with the entomological
data shows that this approach has potential, although the

validation data are sparse and therefore the confidence in-
tervals for the mean difference are very wide. The original
fitting of the Garki model to data was rather limited, and
better malaria transmission models are clearly needed.

The main simplification inherent in our application to
Malian data is that, following other exercises in empirical
mapping of malaria (2), we ignored the seasonal patterns,
although both acquisition of the data and transmission of
malaria itself were seasonal. Seasonality in transmission
is an important consideration in interpreting the EIR map
(figure 1), because, when many inoculations occur over a

FIGURE 3. Spatial prediction of the age-specific prevalence of malaria among children in Mali, derived after transforming the predicted
entomological inoculation rate.
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short period of time, the proportion resulting in erythrocytic
infections is reduced (23, 24). Clustering of inoculations in
the transmission season thus means that the average force of
infection is lower than would result from the same number
of entomological inoculations spread over the whole year.
The Garki model does capture this phenomenon, but only if
a seasonal input of vectorial capacity is assumed. Since, in
the present analysis, we assumed a constant vectorial capac-
ity for each location, the true EIR values in Mali must be
higher than those we estimated.

The prevalence maps (figure 3) are less affected by sea-
sonality because the transformation back to a scale of prev-
alence corrects the bias introduced by assuming uniform
yearly transmission. Moreover, prevalence is known to show
much less seasonality than does EIR (22, 24, 25). To com-
pare malaria risk at the regional level, and in zones where
the degree of seasonality varies considerably, it will be es-
sential to correctly allow for seasonality when estimating
transmission parameters from age-prevalence data. In fur-
ther developing our model-based approach to malaria map-
ping, we propose to use maps of seasonality in transmission
as an input to the modeling procedure to correct for the
biases in EIR estimates.
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APPENDIX

Garki model

The mathematical model from the Garki project is used to
predict the age-specific prevalence of P. falciparum in hu-
mans as a function of the vectorial capacity, C. It comprises
a set of linked difference equations describing transitions
among seven categories of host distinguished by their in-
fection and immunological status. Two compartments, com-
prising proportions x1 and x3 of the population, account for
the uninfected individuals; two are for those with prepatent
infections (x2 and x4); and the remaining three, comprising
proportions y1, y2, and y3, account for those with blood-stage
infections.

The model consists of an algorithm for predicting the
proportion of the human population of each age in each of
these compartments and is defined by a set of difference
equations (equations 1–7) that specify the change in each
of these proportions from one time point to the next (i.e.,
Dx1 ¼ x1(t þ 1) – x1(t)).

Dx1 ¼ dþ y2R1ðhÞ�ðhþdÞx1 ð1Þ

Dx2 ¼ hx1 �ð1�dÞN þhðt�NÞx1ðt�NÞ�dx2 ð2Þ

Dx3 ¼ y3R2ðhÞ�ðhþdÞx3 ð3Þ

Dx4 ¼ hx3 �ð1�dÞN þhðt�NÞx3ðt�NÞ�dx4 ð4Þ

Dy1 ¼ ð1�dÞN þhðt�NÞx1ðt�NÞ�ða1 þdÞy1 ð5Þ

Dy2 ¼ a1y1 �ða2 þR1ðhÞþdÞy2 ð6Þ

Dy3 ¼ a2y2 �ð1�dÞN þhðt�NÞx3ðt�NÞ
�ðR2ðhÞþdÞy3 ð7Þ

The meanings of the additional symbols are given in appen-
dix table 1. For simplicity, the time points to which the
proportions and the force of infection refer are indicated
in these seven equations only when they differ from t.

To complete the model, h, the force of infection, must be
specified as a function of the vectorial capacity C. From the
definition of C, it follows that each mosquito bite on an

infective individual will result in C new inoculations, n days
later (where n is the duration of sporogony). Since a pro-
portion y1(t) of the population is infective, the entomologi-
cal inoculation rate E is E(t) ¼ C(t – n) y1(t – n).

To ensure that the model reproduces the observed satura-
tion in the force of infection as E increases, h(t) is assumed to
be related to E(t) via the equation h(t) ¼ g(1 – exp(– E(t))),
where g then represents the upper limit of the force of in-
fection and is hence a parameter measuring host susceptibil-
ity. The problems of superinfection and acquired immunity
are addressed by specifying the recovery rates, R1, and R2, as
functions of h using the relation R¼ h/(exp(h/r) – 1), where r
is the recovery rate for single clone infections. Nonimmunes
are assumed to recover at rate R1, calculated from this equa-
tion by setting r¼ r1. Immunes recover at rate R2, calculated
by setting r¼ r2, where r2 > r1. In addition to this difference,
acquisition of immunity prevents transmission from the
human host to the mosquito.

To examine the fit of the model to real parasite prevalence
data, three detectability parameters, q1, q2, and q3, are re-
quired to allow for imperfect detection of parasitemia in
each of the three infected classes (appendix table 1). The
overall observed prevalence is then z(t) ¼ q1y1(t) þ q2y2(t) þ
q3y3(t). Predicting the age-specific parasite rate for any
given vector C(t) then involves a two-stage process. Initially,
the model (equations 1–7) is simulated by starting with
arbitrary values of x1 to x4 and y1 to y3 until equilibrium is
reached. The input, C(t), may be constant or may vary cy-
clically. Following the original implementation, we use time
intervals of 5 days. It is therefore natural to consider the

APPENDIX TABLE 1. Quantities in the Garki model

Symbol Meaning Default value

d Human birth and death rates 36.5/100 years

a1 Rate at which nonimmunes move
into the noninfective category

0.002/day

a2 Rate at which nonimmunes
recovering from infection move
into the immune category

0.00019/day

h Force of infection (rate of infection
of susceptibles)

To be estimated

N Duration of prepatent period 15 days

r1 Recovery rate for individual clones
(nonimmune)

0.0023/day

r2 Recovery rate for individual clones
(immune)

10r1

R1(h) Recovery rate from infection in
nonimmunes y2 (as a function of h)

To be estimated

R2(h) Recovery rate from infection in
immunes y3 (as a function of h)

To be estimated

g Maximum value of force of infection 0.097/5 days

q1 Detectability of parasites in
infectives (y1)

1

q2 Detectability of parasites in
nonimmunes (y2)

1

q3 Detectability of parasites in
immunes (y3)

0.7
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input to follow a 365-day (73 time intervals) repeating cy-
clical pattern. Convergence is judged to have been achieved
when each of x1 to x4 and y1 to y3 is equal to the value attained
73 time units previously. The life history of a cohort of in-
dividuals born into the nonimmune susceptible category is
then simulated by running the model with x1 initialized to
be 1, d set to 0, and C(t) set to the equilibrium values. To
incorporate effects of the season of birth, a series of such
cohorts are simulated with birth dates spread uniformly
throughout the year.

Geostatistical model

Let Yj be the logarithmic transformation of the EIR esti-
mates, at location j ¼ 1, . . ., n. We assume that Yj are
normally distributed, having a mean that is a function of
the covariates Xj at j. We model the spatial dependency
by assuming that the covariance of the EIR values at two
locations, say, i and j, decreases with their distance dij, that
is, Rij ¼ Cov(Yi,Yj) ¼ r2Rij(q) with Rij ¼ exp(–dij/q), where
r2 is the spatial variance and q is a parameter describing
the degree of correlation decay. In addition, the variance of
EIR at each location i is specified by Rii ¼ Var(Yi) ¼ s2 þ
r2, where s2 models the remaining nonspatial variation in
EIR that is not explained by the covariates. The likelihood
function of the EIR is multivariate Normal, that is, Y ~
MVN(XTb, R), where R ¼ s2In þ r2R(q) and In is the
unity matrix of dimension n.

To complete Bayesian formulation of the model, we spec-
ify prior distributions for the model parameters b, q, r2, and
s2. In particular, we adopt independent Normal noninforma-
tive priors for the regression coefficients bk, bk ~ N(0, 106);
inverse Gamma priors for the variance parameters r2 ~
IG(a1, b1) and s2 ~ IG(a2, b2); and a Gamma prior for the
q parameter, where q ~ Ga(a3, b3) with hyper-priors a1 ¼
a2 ¼ 2.01, b1 ¼ b2 ¼ 1.01, and a3 ¼ b3 ¼ 0.01. Following

the Bayesian paradigm, the full posterior distribution takes
the form

½b;q;r2
;s2 jY�} detðs2

Inþr2
RðqÞÞ�1=2

3exp �1

2
ðY�X

TbÞT ðs2
Inþr2

RðqÞÞ�1ðY�X
TbÞ

� �

3 ½b;q;r2
;s2�:

We estimate the parameters of the model by using Markov
chain Monte Carlo and, in particular, Gibbs sampling (26).
Implementation of the Gibbs sampler requires simulating
from the conditional posterior distributions of all parameters.

The full conditional posterior distribution of b is a Normal
distribution, and it is straightforward to simulate from. The
conditional posterior distributions of r2, s2, and q have
nonstandard forms. We sampled from these distributions
by using a random-walk Metropolis algorithm having a
Gaussian proposal density with mean equal to the estimate
from the previous iteration and variance derived from the
inverse second derivative of the log-posterior. To estimate
the unobserved logarithm of EIR at a set of new locations
s01, s02, . . ., s0l, we use Bayesian kriging. Let Y0 ¼ (Y(s01),
Y(s02), . . ., Y(s0l)) denote the values to predict. Then, the
predictive distribution

PðY0 jYÞ¼
Z

PðY0 jY;b;r2
;s2

;qÞ

3Pðb;r2
;s2

;q jYÞ dbds2
dr2

dq ð8Þ

is numerically approximated by the average 1=r 3Pr
k¼1 PðY0 jY; bðkÞ;r2ðkÞ; s2ðkÞ: bðkÞ;r2ðkÞ; s2ðkÞ and qðkÞ are

samples drawn from the posterior Pðb;r2; s2; q j YÞ
and PðY0 jY; b;r2; s2; qÞ¼ N ðXT

0bþ R01R
�1
11 ðY � XTbÞ;

R00 � R01R�1
11 R10Þ; when R01 ¼ RT

10 ¼ CovðY0;YÞ;R11 ¼
VarðYÞ and R00 ¼ VarðY0Þ:
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