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The RAVE survey: constraining the local Galactic escape speed
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ABSTRACT
We report new constraints on the local escape speed of our Galaxy. Our analysis is based on a
sample of high-velocity stars from the RAVE survey and two previously published data sets.
We use cosmological simulations of disc galaxy formation to motivate our assumptions on the
shape of the velocity distribution, allowing for a significantly more precise measurement of
the escape velocity compared to previous studies. We find that the escape velocity lies within
the range 498 < vesc < 608 km s−1 (90 per cent confidence), with a median likelihood of
544 km s−1. The fact that v2

esc is significantly greater than 2v2
circ (where vcirc = 220 km s−1 is

the local circular velocity) implies that there must be a significant amount of mass exterior
to the solar circle, that is, this convincingly demonstrates the presence of a dark halo in the
Galaxy. We use our constraints on vesc to determine the mass of the Milky Way halo for three
halo profiles. For example, an adiabatically contracted NFW halo model results in a virial
mass of 1.42+1.14

−0.54 × 1012 M� and virial radius of 305+66
−45 kpc (90 per cent confidence). For this

model the circular velocity at the virial radius is 142+31
−21 km s−1. Although our halo masses are

model dependent, we find that they are in good agreement with each other.

Key words: Galaxy: fundamental parameters – Galaxy: kinematics and dynamics.

1 I N T RO D U C T I O N

The existence of a dark halo around the Milky Way has been known
for many years, although its nature is still uncertain. The mass and
extent of this halo is a significant issue in astronomy. One vital tool
which can be used to tackle this problem is also one of the simplest

�E-mail: msmith@astro.rug.nl

– the escape speed. If we are able to determine the escape speed
at the solar neighbourhood, that is, the velocity that a star requires
to escape the local gravitational field of the Milky Way, then this
can provide important constraints on the extent of the dark halo.
The reason why this quantity is so important is because it is the
only local dynamical measurement that can be used to probe the
extent of the mass distribution outside the solar circle. Unlike the
circular velocity, which depends primarily on the mass interior to
the solar circle, the escape velocity contains information about the

C© 2007 The Authors. Journal compilation C© 2007 RAS

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by RERO DOC Digital Library

https://core.ac.uk/display/85211019?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


756 M. C. Smith et al.

mass exterior to the solar circle. Although one needs a model for
this mass distribution, the escape velocity (i.e. the local gravitational
potential) can be used as a constraint from which it is possible to
determine the total mass.

It is possible to use more distant measurements to investi-
gate the extent of the Galactic halo. Unfortunately, gas rotation
curves cannot be traced beyond the extent of gas in circular orbits,
∼20 kpc for the Milky Way. The task of tracing the rotation curve
is also complicated by the fact that velocities have to be accompa-
nied by distances (Binney & Dehnen 1997) and, in any case, our
Galaxy does not appear to have an extended H I disc. As a con-
sequence, most methods of probing the halo rely on satellites and
globular clusters, whose velocities can be measured out to signif-
icantly greater Galactocentric distances. Many authors have used
the velocities of the Milky Way’s satellite galaxies and globular
clusters in an attempt to constrain the total halo mass. Although nu-
merous papers have dealt with this subject (Little & Tremaine 1987;
Zaritsky et al. 1989; Kulessa & Lynden-Bell 1992; Kochanek 1996),
two of the more recent ones to exploit the motions of satellite galax-
ies and globular clusters have concluded the total mass of the halo
to be around 2 × 1012 M�: Wilkinson & Evans (1999) found a
halo mass of ∼1.9+3.6

−1.7 × 1012 M� by adopting a halo model which
produces a flat rotation curve that is truncated beyond an outer
edge; whereas Sakamoto, Chiba & Beers (2003), using a halo po-
tential that gives a flat rotation curve, also included the velocities of
field horizontal-branch stars to find a total halo mass of 2.5+0.5

−1.0 ×
1012 M� or 1.8+0.4

−0.7 × 1012 M�, depending on whether or not the
analysis includes Leo I. Another complementary approach that can
be adopted is to analyse the radial velocity dispersion profile of halo
objects; Battaglia et al. (2005, 2006) used this method to determine a
total mass of 0.5–1.5×1012 M� depending on the chosen model for
the halo profile (see also Dehnen, McLaughlin & Sachania 2006, for
a reanalysis of this data set). The future for this field looks promising
with space missions such as Gaia (due for launch 2011; Perryman
et al. 2001; Wilkinson et al. 2005) and Space Interferometery Mis-
sion (due for launch ∼2015; Allen, Shao & Peterson 1998), since
such missions will be able to provide accurate proper motion infor-
mation to complement the existing radial velocity measurements;
with such high-quality data it should be possible to determine the
mass of the Milky Way to ∼20 per cent (Wilkinson & Evans 1999).

One can see that the current results mentioned above still pro-
duce a factor of ∼2 uncertainty in the mass of the Milky Way, due
to the fact that the results are still model dependent and are hindered
by small-number statistics concerning the relevant data sets. There-
fore it would be very valuable if one could provide tight constraints
on the local escape velocity in order to pin down the gravitational
potential at this point. As far back as the 1920s samples of high-
velocity stars were being used to estimate the local escape velocity
(e.g. Oort 1926, 1928). As the 20th century progressed, many papers
refined the estimate of vesc (see Fich & Tremaine 1991, for a review),
culminating in the final decade with the seminal work of Leonard
& Tremaine (1990, hereafter LT90) and the subsequent refinement
by Kochanek (1996, hereafter K96). These two papers concluded
that, to 90 per cent confidence, the escape velocity lies in the range
450 < vesc < 650 km s−1 and 489 < vesc < 730 km s−1, respec-
tively. Their conclusions are hampered by several problems: first,
the paucity of high-velocity stars from which to estimate vesc; sec-
ondly, the fact that biases were introduced by selecting high-velocity
stars from proper motion surveys and thirdly, the uncertainty in the
assumptions regarding the underlying form of the tail of the velocity
distribution. In this new century the difficulties posed by the first
two issues are to some extent diminishing due to the large kinemat-

ically unbiased surveys that are now underway or planned, such as
RAdial Velocity Experiment (RAVE; Steinmetz et al. 2006; see also
Section 4.1), Sloan Extension for Galactic Understanding and Ex-
ploration (Beers et al. 2004) and Gaia (Perryman et al. 2001). The
latter problem can be tackled through various methods; one such
approach could be to use predictions from cosmological simula-
tions to estimate the form of the velocity distributions. In this paper
we shall make use of the advancement afforded to us by the RAVE
survey, combined with the analysis of cosmological simulations, to
refine the determination of vesc.

The outline of this paper is as follows. In Section 2 we review
the analytical techniques that have been developed to constrain the
escape velocity from a sample of velocity measurements. Then in
the following section we assess various aspects of these techniques
using cosmological simulations. In particular we use the simulations
to estimate the expected shape of the tail of the velocity distribution,
which is a crucial ingredient in the escape velocity analysis. In
Section 4 we present the data that we will use to constrain the
escape velocity and undertake some tests to ensure that these data are
reliable. Our new data come from the RAVE project (Steinmetz et al.
2006), but are augmented with archival data from published surveys.
In Section 5 we present our results and in Section 6 we consider some
of the issues arising from or concerning these results; in particular,
this latter section discusses the nature of our high-velocity stars
(Section 6.1), the effect of the sample volume on the recovery of
the escape velocity (Section 6.2), the possible contamination from
unbound stars (Section 6.3) and also uses our new constraints on
vesc to investigate the total mass of the Galactic halo (Section 6.4).
In Section 7 we conclude our paper with a brief summary.

2 A NA LY S I S T E C H N I QU E S

2.1 Likelihood

The techniques that we apply in order to constrain the escape veloc-
ity (vesc) are based on those established by LT90. They parametrize
the distribution of stellar velocities around vesc according to the
following formula:

f (|v| | vesc, k) ∝ (vesc − |v|)k, |v| < vesc, (1)

f (|v| | vesc, k) = 0, |v| � vesc, (2)

where |v| is the speed of the star and k describes the shape of the
velocity distribution near vesc. Note that this approach is only valid
if the stellar velocities do indeed extend all the way to vesc. If there is
any truncation in the velocities then this approach will underestimate
the true vesc.

Under the assumption that the Jeans theorem can be applied to
the system, equation (1) can be understood by considering the dis-
tribution function for the energies of the stars, ε. Assuming there is
no anisotropy in the velocities, we can write the asymptotic form of
the distribution function as a power law (K96),

f (ε) ∝ εk, where ε = −(� + |v|2/2), (3)

where � corresponds to the potential energy and |v |2/2 to the kinetic
energy. Again k describes the shape of the velocity distribution near
vesc. Clearly � = −v2

esc/2, which results in the following simple
form for the asymptotic behaviour of the velocity distribution,

f (|v| | vesc, k) ∝ (v2
esc − |v|2)k = [(vesc − |v|)(vesc + |v|)]k . (4)

It could be argued that the velocity distribution near vesc will not
follow the form given in equation (4) since the orbital periods of
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such high-velocity stars can be comparable to or larger than the age
of the system (hence invalidating Jeans theorem). In this case the
velocity distribution near vesc would be a superposition of a small
number of streams. This is likely to be an important issue only
in the tail of the velocity distribution (i.e. for stars with v � 3σ ,
where σ is the velocity dispersion of the system, see Helmi, White
& Springel 2002). With this important caveat, in this paper we shall
follow the traditional assumptions reflected in the above equations,
and highlight possible limitations where appropriate.

Intuitively we expect that k > 0, in which case f (|v|) → 0 as
|v| → vesc. However, this is not a necessary condition provided
one accepts the presence of a discontinuity at f(|v| = vesc). The
likelihood of such distributions can be observationally constrained
(as will be shown in Section 5, we find that values of k < 0 are
strongly disfavoured).

Equation (4) can be further simplified in the limit of (|v| →
vesc) to (1) by neglecting the (vesc + |v|)k term, which has a strong
systematic variation with k. However, throughout this paper, unless
explicitly stated otherwise, we adopt (4).

In LT90, it was argued that radial velocities alone provided the
most reliable constraints on vesc, since tangential velocities are much
more uncertain due to inaccuracies in measuring proper motions
and estimating distances. For example, a proper motion survey with
typical errors of ∼10 per cent in both proper motion and distance
would result in an error of ∼60 km s−1 for a star with velocity of
400 km s−1, whereas radial velocities can be measured with an accu-
racy of typically less than a few km s−1 (see Section 4). In addition,
since our work is motivated by the current advances in radial veloc-
ity surveys, we shall not incorporate the tangential velocities into
our analysis.

To apply equation (4) to a sample of radial velocities, we must
average over the unknown tangential velocities,

fr(vr | vesc, k) =
∫

f (|v| | vesc, k)δ(vr − v · n̂) dv, (5)

where n̂ is the unit vector along the line of sight. Clearly, unless the
lines of sight are isotropically distributed, this equation is only valid
for an isotropic distribution function. For our data set (the RAVE
survey) we do not have all-sky coverage as RAVE only monitors the
Southern hemisphere. However, even if the distribution function is
anisotropic, this equation is still valid for a half-sky survey provided
the mean motion is small; as we shall see in Section 3.2, we are
dealing almost exclusively with halo stars whose mean motion is
indeed small. Although the RAVE survey does not cover the entire
Southern sky, any corresponding bias should be negligible compared
to the relatively large statistical uncertainties in our final result. In
any case, if the distribution function is assumed to be isotropic then
the issue of sky coverage is immaterial since equation (5) is then
valid for any sky coverage.

Evaluating equation (5) for the LT90 formalism (equation 1), we
obtain

fr(vr | vesc, k) ∝ (vesc − vr)
k+1. (6)

For the formalism given in equation (4), we integrate using cylin-
drical polar coordinates to obtain

fr(vr | vesc, k) ∝ (v2
esc − v2

r

)k+1
. (7)

In order to constrain vesc and k for a sample of n stars, we employ
the maximum likelihood method. The likelihood function l(vesc, k)
for the unknown quantities to be estimated can be defined as

l(vesc, k) =
n∏

i=1

fr(vr,i | vesc, k), (8)

where fr(vr,i | vesc, k) is given by either equation (6) or (7) and vr,i

are the radial velocities of the individual n stars.
It can also be useful and sometimes more robust (especially for

small samples) to apply prior knowledge about vesc and k by way of
Bayes’ theorem. Given vr,i radial velocity observations, the proba-
bility of finding vesc and k in the ranges vesc to vesc + dvesc and k to
k + dk, respectively, is given as

P(vesc, k | vr,i=1,...,n)

= P(vesc)P(k)n
i=1 P(vr,i | vesc, k)∫ ∫

P
(
v′

esc

)
P(k ′)n

i=1 P
(
vr,i | v′

esc, k ′)dv′
esc dk ′ .

(9)

P(vr,i | vesc, k) is proportional to fr(vr,i | vesc, k). P(vesc) and P(k) are
the a priori probabilities (i.e. prior knowledge) of vesc and k, respec-
tively. It is this equation, known as the posterior distribution, with
chosen reference priors P(vesc) and P(k), which will be maximized
to determine vesc and k.

In general the form of the distribution function given above (equa-
tion 3) is only true asymptotically as v → vesc, and so to evaluate
this probability we must impose a lower limit (vmin) on the magni-
tude of the radial velocities that we will consider in our analysis;
the choice of vmin is investigated further in Section 3.2. As will be
shown later in Section 4, this form provides a good fit to the data
over our chosen range of velocities.

Once the distributions given in equations (6) and (7) have been
normalized such that

∫ vesc

vmin
P(vr | vesc, k) dvr = 1 we can then eval-

uate equation (9). One important factor in the evaluation of equa-
tion (9) is the choice of a priori probability; this is discussed in
Section 2.3.

2.2 The bootstrap

A shortcoming of the method described above is that it assumes
that the distribution of stellar velocities is in equilibrium and steady
state. However, there are many potential limitations to this assump-
tion, for example, velocity substructure, binary systems for which
the centre-of-mass velocity has not been measured accurately or
non-equilibrium stars such as those ejected from binary systems
(including hypervelocity stars, which are plausibly ejected from the
central regions of the Galaxy after interaction with the supermas-
sive black hole at the Galactic Centre; e.g. Brown et al. 2006). All
of these mechanisms for potential contamination can statistically
perturb our underlying distribution function. They can change how
the overall observed distribution function is populated (e.g. fluctu-
ations due to the addition of some orbital velocity with amplitude
dependent on phase and inclination of the binary orbit). However,
these mechanisms are not well modelled, which makes it difficult
to accommodate these effects. It is crucial therefore to employ a
bootstrap method, which performs ‘resampling’ on our original
data set to assess the sensitivity to possible non-equilibrium stellar
velocities.

In brief, the bootstrap method involves randomly resampling the
original data set (with replacement) to create artificial ‘bootstrap’
samples. Each bootstrap (re)sample provides one value each for k
and vesc that has maximum likelihood for that (re)sample of the
data. This is repeated a large number of times (typically 5000), and
the distribution of these maximum likelihood pairs is defined as the
‘bootstrap distribution’. The bootstrap distribution can be used to
estimate the sampling distribution of the maximum likelihood val-
ues for k and vesc, for example, as obtained in equation (9). This is
extremely useful, because the fact we have a small sample means we
cannot necessarily rely on maximum likelihood estimators having
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converged to normality. Therefore, we can use the bootstrap distri-
bution as a means to model the estimator sampling distributions.

Typically the bootstrap distribution is approximately normal,
which allows us to rely less on hope that the original sample size is
large enough for the central limit theorem to apply. The bootstrap
distribution has bias if its mean values for k and vesc are not the
same as those found for the original sample. Bias and skewness in
the bootstrap distribution are statistical signatures that can give us
a general understanding of possible fluctuations due to any ‘con-
taminating’ velocities, as explained above. These signatures can
be studied using standard techniques (Davison & Hinkley 1997).
However, if the bootstrap distribution significantly deviates from a
normal distribution, steps must be taken to model the distribution.
The bootstrap s.e. is the s.d. of the bootstrap distribution and the 90th
percentile confidence intervals correspond to the regions containing
90 per cent of the maximum likelihood pairs (k, vesc). This is useful,
because now the bootstrap estimates of bias, s.e. and confidence
interval endpoints are random variables. Their variances can be re-
duced by increasing the number of bootstrap samples. However, the
quality of the bootstrap approximation still depends on the original
sample size.

2.3 Considering the a priori probability for k and vesc

To evaluate equation (9) we must first choose the form of the priors
for k and vesc. In previous work, the prior for vesc was chosen to be
P(vesc) ∝ 1/vesc, since this is appropriate for a variable that varies
continuously from 0 to infinity (Kendall & Stuart 1977). However,
the choice of the prior for k requires more thought. In Section 2.1 we
expressed the velocity distribution near the escape velocity assuming
that the asymptotic behaviour follows a power law (equations 3
and 4). Unfortunately, the range of feasible values that one would
expect for this exponent k is uncertain. Previous work has shown
that to obtain meaningful limits on vesc from a single maximum
likelihood analysis of a solar neighbourhood sample of stars one
must assume some prior for k, since only very large samples of stars
would allow one to constrain both k and vesc simultaneously. LT90
used Monte Carlo simulations to estimate that samples of ∼200
stars with accurate radial velocities will be required to constrain
simultaneously k and vesc for vmin = 250 km s−1 using the formalism
given in equation (6).

For a given distribution function it is possible to predict the be-
haviour of k. For example, a Plummer model (1911) has the distri-
bution function, f(ε) ∝ ε3.5, that is, k = 3.5. Similarly, to first-order
approximation a Hernquist (1990) model has a distribution function
with k = 2.5. However, LT90 argued that for a sample of stars free
from selection effects, k should lie between 1 and 2. They noted
that an isolated system that has undergone violent relaxation should
have k = 1.5 (Aguilar & White 1986; Jaffe 1987; Tremaine 1987)
and a collisionally relaxed system, such as a globular cluster, should
have k = 1 (Spitzer & Shapiro 1972). K96 chose to assume a uni-
form prior on k ∈ [0.5, 2.5], which brackets this violent relaxation
value. Another approach one can employ to understand the nature
of k is to use cosmological simulations; we implement this approach
in Section 3.1.

Unlike previous work, we will also apply the bootstrap technique
(Section 2.2) to ascertain whether our results are sensitive to possible
problems with the data and allow confidence estimation for the
maximum likelihood values of vesc and k. Since we adopt bootstrap
resampling we cannot simply adopt the reference priors chosen by
LT90, without further investigation. In Appendix A we investigate
the choice of prior by applying the bootstrap analysis to simulated

data sets. From this work we conclude that a prior P(k) ∝ √
k/(k +

2), P(vesc) ∝ 1/(vesc − vmin) is the optimal choice, although for
comparison we also evaluate the bootstrap constraints using the
classical LT90 choice, that is, P(k) ∝ 1, P(vesc) ∝ 1/vesc.

3 E X P L O I T I N G C O S M O L O G I C A L
S I M U L AT I O N S TO A S S E S S A NA LY S I S
T E C H N I QU E S

In this section we assess the reliability of the above techniques
in recovering the escape velocity. We do this by analysing a suite
of four cosmological simulations. The first subsection deals with
placing a priori limits on the possible values of the exponent k,
which parametrizes the shape of the velocity distribution, while
the second subsection deals with the effect of thin- and thick-disc
contamination on the recovery of vesc and the choice of vmin.

3.1 The shape of the velocity distribution and its relation
to the parameter k

In Section 2.3 we discussed the nature of the a priori information
that we can incorporate into the evaluation of the likelihood func-
tion (equation 9). We explained the motivation behind the choice
of prior in K96, that is, a uniform prior on k ∈ [0.5, 2.5]. However,
with cosmological simulations it is possible to re-assess this choice.
It was also noted in LT90 that if we have a system where the stel-
lar velocities do not extend up to vesc, the statistical arguments of
Section 2.1 will always underestimate the true vesc. So, in order to
evaluate the ability of the above statistical method to recover vesc, it
is vital that we understand the distribution of stellar velocities.

To test these issues we will analyse a set of four galaxies from
cosmological simulations, labelled KIA1–KIA4 (Abadi, Navarro &
Steinmetz 2006). These galaxies have been introduced in earlier
papers and we advise interested readers to consult the following
references for details regarding the code and the numerical set-up:
Steinmetz & Navarro (2002), Abadi et al. (2003a,b), Meza et al.
(2003, 2005). These simulations, which are carried out in a Lambda
cold dark matter (�CDM) universe, include the gravitational ef-
fects of dark matter, gas and stars, and follow the hydrodynami-
cal evolution of the gaseous component using the smooth particle
hydrodynamics technique (Steinmetz 1996). The following cosmo-
logical parameters were adopted for the �CDM scenario: H0 =
65 km s−1 Mpc−1, σ 8 = 0.9, �� = 0.7, �CDM = 0.255, �bar =
0.045, with no tilt in the primordial power spectrum. All simula-
tions started at redshift zinit = 50 have force resolution of the order
of 1 kpc, and mass resolution so that each galaxy is represented,
at z = 0, with ∼125 000 star particles. The range of masses of the
stellar particles in these four simulations at z = 0 is 105–107 M�.
Readers who wish to find a general overview of these simulations
are recommended to consult section 2 of Abadi et al. (2006), while
a more detailed description can be found in the references given
above.

There are various evidences that demonstrate the reliability of
these simulations. Section 3.2 of Abadi et al. (2003a) discusses
the photometric properties. Here they note the good agreement be-
tween their surface brightness profile and a superposition of an R1/4

spheroid plus exponential disc. The issue of the outer parts of the
haloes of these simulated galaxies are discussed in Abadi et al.
(2006). The mass distribution in these outer parts is seen to be con-
sistent with the distributions of Galactic and M31 globular clusters.
In addition, the surface brightness in these outer regions is well
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Table 1. The properties of our simulated galaxies used in Section 3.1. The
second column shows the rescaling factor that has been applied, which is cho-
sen so as to enforce the circular velocity at the virial radius to be 140 km s−1.
The second and third columns refer to the virial mass and radius of the
rescaled galaxies, respectively. The final column gives the escape veloc-
ity at the solar radius (8.5 kpc), as calculated according to the prescription
described in Section 3.1.

Name Rescaling Mvir rvir vesc

factor (1010 M�) (kpc) (km s−1)

KIA1 1.30 120.59 230.73 581.06
KIA2 0.88 127.64 235.15 640.17
KIA3 0.87 129.87 236.50 652.62
KIA4 1.15 126.87 234.67 582.92

fitted by a Sersic law and is consistent with observations of both
the haloes of M31 and the Milky Way. Support that the kinemat-
ics of these haloes are reliable can be drawn from the fact that
they are consistent with the most recent observations of halo tracers
(e.g. Battaglia et al. 2005, 2006).

In order to allow for a fair comparison between these four galaxies
and the Milky Way, we rescaled each of them so that their circular
velocity at their virial radius1 is equal to 140 km s−1. This value of
140 km s−1 is a typical value one could expect from using an NFW
(Navarro et al. 1996, ) profile to extrapolate the circular velocity at
the solar neighbourhood, ∼220 km s−1, to the virial radius. This
results in a small rescaling factor (γ ) of 0.9–1.3, where distances,
velocities and masses are rescaled by 1/γ , 1/γ and 1/γ 3, respectively.
The properties of our rescaled galaxies are given in Table 1.

For these simulated galaxies we need to estimate the escape ve-
locity at the solar radius (which, for these simulations, we take to be
8.5 kpc from the centre of the model galaxy). To do this we define
the escape velocity as the velocity required to get to 3 rvir, that is, we
define the zero of the gravitational potential to be at this radius. Al-
though this choice of 3rvir is somewhat arbitrary, it is comparable to
the separation of the Milky Way and its nearest massive neighbour
M31. We then determine the potential at the solar radius to deduce
the escape velocity. The resulting values for vesc are between 581
and 653 km s−1 (see Table 1). The stellar particles contribute a sig-
nificant amount of mass, namely, between 60 and 70 per cent of the
total mass interior to the solar circle.

Given these four simulated galaxies, the first question which
needs to be addressed is whether the velocity distribution of the
stars differs from that of the dark matter particles, and in partic-
ular whether the stellar velocity distribution extends all the way
to vesc. The stellar distribution must differ from that of the dark
matter particles since the two populations have different density
distributions.

We investigate this issue by plotting the velocity distributions for
the stellar and dark matter components in our four galaxies. Since
the disc component of these simulations do not always provide a
wholly accurate representation of the Milky Way thin and thick
discs, we only plot the distribution of stellar particles defined as
belonging to the ‘spheroid’ population, according to the decompo-
sition of Abadi et al. (2003b). This decomposition is based on the
particles’ orbital parameters and results in three populations: a halo

1 We define the virial radius as the radius at which the mean density is 200
times the critical density for closure (ρcr = 3H2/8πG ≈ 7.9 × 10−27 kg m−3

for H = 65 km s−1 Mpc−1).

Figure 1. The velocity distribution of the stars (dashed) and dark matter
particles (solid) from our four simulated galaxies. These distributions are
for particles whose distance from the centre of the galaxy is between 3
and 14 kpc, and the stellar particles are those belonging to the ‘spheroid’
population.

with little net rotation, a thin disc with stars on nearly circular or-
bits and a thick disc with properties intermediate between the other
two components. The halo component comprises between 10 and
40 per cent of the total number of stellar particles inside the virial
radius.

Our exclusion of the disc populations from these simulations can
be further justified when one considers that we expect our high-
velocity sample of stars to contain only limited contamination from
the Milky Way thick disc and negligible contamination from the thin
disc (see Section 3.2). These velocity distributions are calculated for
particles whose distance from the centre of the galaxy is between 3
and 14 kpc. Since the escape velocity varies over this large range of
radii, we rescale each velocity by the mean escape velocity at that
radius. The resulting distributions are shown in Fig. 1. It can easily
be seen from this figure that the velocity distributions differ between
the stellar and dark matter components, with the stellar particles’
velocities concentrated towards smaller values. This is due to the
difference between the density profiles of the stellar halo and dark
components, since the stellar particles are more concentrated and
hence have smaller velocities. At the solar radius, the respective
density distributions have power-law slopes of ∼ −2 for the dark
matter and ∼ −3 for the stellar halo, which is consistent with what
is found for our Galaxy (e.g. Morrison et al. 2000). Despite the fact
that the stellar velocities are smaller, it is encouraging to see that
these velocities do indeed extend almost all the way to vesc. This is
vital if we are to use this statistical analysis described in Section 2
to determine vesc for the Milky Way. Although the decline in the
velocity distribution for values close to vesc appears to be sharper
for the stellar particles, all of our galaxies have stellar particles with
velocities greater than 0.9vesc. As a consequence, even if there is
a truncation beyond 0.9vesc, the effect on vesc cannot be more than
10 per cent.

Since these simulations indicate that the velocity distribution of
stars clearly differs from that of the dark matter particles, one needs
to ask how this affects the exponent k. To investigate this we evaluate
the likelihood function (equation 9) for samples of stellar and dark
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particles, but keeping vesc fixed at the true value calculated above,
that is,

P(k | vr,i=1,...,n) = P(k)n
i=1 P(vr,i | k)∫

P(k ′)n
i=1 P(vr,i | k ′) dk ′ , (10)

where we have assumed a uniform prior on k.
To evaluate equation (10) we need to construct a sample of par-

ticles equivalent to our observed solar neighbourhood stars. This
is done by calculating the radial velocities of particles contained
within a series (in azimuth around the galaxy) of non-overlapping
spheres of radius 2 kpc located at a distance of 8.5 kpc from the
galactic centre. These spheres are all chosen to lie in the plane
of the galaxy. Since the presence of significant mean orbital rota-
tion in our sample of stars will invalidate the assumptions made in
Section 2, we only use the stellar particles defined as belonging to
the non-rotating ‘spheroid’ population, according to the decompo-
sition of Abadi et al. (2003b). In order to increase our statistics we
also include spheres of radii 1 and 3 kpc located at radii 4.25 and
12.75 kpc; we ensured that there is no trend between the exponent k
and the radial location of the spheres within our range of values. To
combine spheres located at different radii, the velocities of particles
within each sphere are rescaled by the escape velocity at the centre
of the sphere.

By evaluating equation (10) we are able to deduce the likelihood
estimates for the value of k for the stellar and dark matter populations
for each of our four simulated galaxies. The resulting likelihood
distributions of k are shown in Fig. 2.

As can be seen from this figure, the value of k significantly dif-
fers for the two populations. For these simulated galaxies we can
see that the dark matter particles appear to match the predictions
from the literature, that is, k ∈ [0.5, 2.5] (see above). However, the
stellar sample does not appear to match this expectation; for these
k is shifted towards significantly larger values. Since all attempts
to constrain vesc must be based on stellar samples, it means that a
uniform prior on k ∈ [0.5, 2.5] will not provide an accurate measure
of the escape velocity. To estimate a better choice of prior from these

Figure 2. The likelihood estimates for the exponent k, which denotes the
shape of the velocity distribution. This is shown for both the stellar (thick)
and dark matter (thin) high-velocity ‘solar neighbourhood’ samples. The
solid, dotted, short-dashed and long-dashed lines represent simulated galax-
ies KIA1, KIA2, KIA3 and KIA4, respectively.

stellar likelihood intervals, we take the same range of k but centre it
on the mean likelihood of 3.7, that is, k ∈ [2.7, 4.7].

At first sight it may appear from Fig. 2 that the constraints on k for
galaxies KIA1 and KIA2 differ slightly from the other two galaxies.
However, this can be understood when one considers the fact that
KIA1 and KIA2 have fewer total numbers of stellar particles than
KIA3 or KIA4. As a consequence the constraints on k appear to be
shifted towards higher values for these galaxies. This is simply due
to the fact that when one has fewer particles, although the regime
k → 0 is still well constrained (since negative k is very strongly
disfavoured), it is harder to constrain large values of k. Given this
fact, an alternative approach to determine a prior could be to take
the range covered by the joint 90 per cent confidence interval from
KIA3 and KIA4 alone. If we do this we obtain a range k ∈ [2.3, 4.7],
which is very similar to that found above. Given the fact that there
is very little difference, we choose to adopt the former range (i.e.
k ∈ [2.7, 4.7]) for the subsequent analysis.2

It is important to check whether the results presented in Fig. 2
are sensitive to our choice of rescaling, since there are a variety
of different rescalings that one can adopt. To test this we adopt an
alternative rescaling that enforces a circular velocity of 220 km s−1 at
8.5 kpc. This results in a rescaling factor of 1.11, 0.78, 0.81, 0.83 for
galaxies KIA1–KIA4, respectively, which is not far removed from
our original values (see Table 1). Reassuringly, when we repeat the
above analysis the resulting likelihood estimates for k are wholly
consistent for each of our simulated galaxies.

3.2 The choice of vmin

3.2.1 Estimating the level of contamination from the disc

We wish to address the choice of vmin, that is, the minimum velocity
that is included in a sample of ‘high-velocity’ stars. For their analysis
of radial velocities, LT90 chose a value of 250 km s−1, while K96
chose 300 km s−1, preferring to reduce any systematic errors at the
expense of increased statistical errors. When considering the choice
of vmin it is crucial to note that the analysis discussed in Section 2
relies on the assumption that the velocities are isotropic and there
are no mean motions. This is especially important because RAVE
fields are not isotropically distributed on the sky; if there is any net
rotation then the averaging over the unknown tangential velocities
performed in equation (5) is in error. While we might expect the
mean motion of the halo stars to be negligible compared to the
relatively large statistical errors that will be present in any current
analysis, the possible presence of the rotating thin- and thick-disc
population in any sample cannot be ignored.

In the absence of any additional information (such as metallic-
ities, etc.), the best discriminator which can be applied to radial
velocity samples is one based on the radial velocity itself. Given
the expected small dispersion in velocities of disc stars, one would
hope that a sufficiently large value of vmin will be able to filter out
the disc population. We will investigate this issue by first estimating
the fraction of disc stars that we may expect in our high-velocity
sample. To do this we construct a simple toy model containing
each of the three components, that is, the thin disc, thick disc and
halo.

2 If we repeat the subsequent analysis using this prior, we obtain the fol-
lowing constraints on vesc, that is, 494 < vesc < 605 km s−1 (90 per cent
confidence), with a median likelihood of 540 km s−1. These constraints are
practically indistinguishable from those found by adopting the prior using
all four galaxies (see Section 5).
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Before one can estimate the fraction of disc stars that may be
present in our high-velocity sample, one first must ask what the
total fraction of disc stars will be over all velocities. From the litera-
ture we find that in the solar neighbourhood the mass density of the
three components can be estimated as 3.8 × 10−2, 1.3 × 10−3 and
1.5 × 10−4 M� pc−3 for the thin disc, thick disc and halo, respec-
tively (Jahreiß & Wielen 1997; Fuchs & Jahreiß 1998; Ojha 2001).
However, our sample of stars will be drawn from a finite volume,
and so we would expect to find significantly more halo stars than
this value of 0.4 per cent. To obtain the final fraction we need to
know how the mass density of the components varies spatially and
also the approximate boundary of our sample volume. We take a
value of 2 kpc for this latter quantity and estimate the former by
assuming that the mass density has negligible radial dependence in
the plane and is solely determined by the vertical scaleheight (for
which we adopt the values of 260 and 860 pc for the thin and thick
discs, respectively, consistent with the local normalizations; Ojha
2001). We assume that the halo density is constant. These assump-
tions should be valid provided our RAVE sample volume is not too
large. The final property that we include is that our RAVE sample
excludes stars within 25◦ of the plane. If we fold all this information
into a toy model, then the resulting value for the fractional contri-
bution of the three components before considerations of kinematics
becomes 73.5, 19.5 and 7.0 per cent for the thin disc, thick disc and
halo, respectively. Clearly, we cannot calculate these fractions with
any high degree of certainty since we have not accounted for the
luminosity function of the three components and also the local mass
densities are subject to much discussion. However, we believe that
these values provide a reasonable estimate and should be suitable
for our purposes.

The final ingredient necessary for calculating the expected level
of contamination from disc stars is to include the kinematics of
the three components. This is done by simply assuming Gaussian
velocity distributions with mean orbital rotation and dispersions
as given in Table 2. The halo parameters are taken from Chiba
& Beers (2000). Although their value of 〈vφ〉 = 40 km s−1 is in
conflict with our assertion that the halo must have no net rotation,
this value is clearly small compared to the dispersions. The thin- and
thick-disc dispersions are deduced from the data of Nordström et al.
(2004) following the prescription of Binney & Merrifield (1998, sec-
tion 10.4; see also Reddy, Lambert & Allende Prieto 2006); namely,
that thin-disc stars satisfy age < 10 Gyr, [Fe/H] > −0.4, while thick-
disc stars satisfy age > 10 Gyr, [Fe/H] < −0.4.

Given this toy model we can now estimate the contribution of
each component in a sample of stars with radial velocity greater
than some cut-off vmin. To do this we take each observed star in
the RAVE catalogue and generate 100 mock stars along this line of

Table 2. Velocity dispersions of the three components in the toy model
of Section 3.2. The halo dispersions are taken from Chiba & Beers (2000).
The thin- and thick-disc dispersions are deduced from the data of Nordström
et al. (2004) following the prescription of Binney & Merrifield (1998; section
10.4); namely, that thin-disc stars satisfy age < 10 Gyr, [Fe/H] >−0.4, while
thick-disc stars satisfy age > 10 Gyr, [Fe/H] < −0.4. We adopt a value of
220 km s−1 for the local standard of rest and take the solar motion from
Dehnen & Binney (1998).

Component 〈vφ〉 σR σφ σ z

(km s−1) (km s−1) (km s−1) (km s−1)

Thin disc 209 29 18 14
Thick disc 174 68 55 38
Halo 40 141 106 94

Figure 3. The fractional contribution of each Galactic component as a func-
tion of vmin, that is, the minimum radial velocity of the sample. These results
come from the toy model described in Section 3.2.

sight according to our toy model. We can then calculate the fractional
contribution of each component as a function of vmin, which is shown
in Fig. 3. From this figure it can be seen that for vmin > 250 km s−1

the contamination from the thin disc is negligible. However, thick-
disc stars will be present for velocities as high as 400 km s−1. As
stated above, K96 chose a value of vmin = 300 km s−1, for which our
toy model predicts a contamination of approximately 10 per cent.
The contamination rises to ∼20 per cent if vmin = 280 km s−1 and
∼40 per cent if vmin = 250 km s−1. Although the optimal value of
vmin is dependent on the line of sight (e.g. as a function of longitude),
we follow previous studies and do not adopt a spatially varying vmin.

3.2.2 Quantifying the effect of disc contamination

We now need to test whether this level of contamination will af-
fect our results. To do this we return to the simulations of Abadi
et al. (2006) that were introduced in Section 3.1. Since the disc
components in these galaxies do not always provide a wholly accu-
rate representation of the Milky Way disc, we instead include the
contamination from the thick disc according to the toy model de-
scribed above. We investigate two fiducial cases, namely, thick-disc
contamination of 10 and 20 per cent (note that for velocity cuts
of vmin � 250 km s−1 we predict that the contamination from the
thin disc will be negligible). For the halo component we take the
‘spheroid’ star particles as defined in Section 3.1. In addition, we
restrict ourselves to the analysis of only two of our simulated galax-
ies (KIA3 and KIA4) since they have significantly more particles
than the other two. In order to make a fair comparison between the
two galaxies we rescale the velocities of the halo component so that
vesc = 600 km s−1 and ensure that each sample contains 100 stars.
For the minimum velocity cut we take a value of vmin = 300 km s−1.

Given these two samples of simulated stars with 10 and
20 per cent thick-disc contamination, we evaluate equation (9). The
results from this analysis indicate that the presence of a thick-disc
population has a noticeable, but not hugely significant, effect. The
peak of the likelihood distribution is shifted towards larger k and vesc,
although for a given value of k the predicted value of vesc is lower.
Therefore, when one applies the prior calculated in Section 3.1 (i.e.
k ∈ [2.7, 4.7]) the predicted escape velocity is reduced. For a
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thick-disc contamination of 20 per cent, this shift is approximately
−30 km s−1 for both KIA3 and KIA4; for a contamination of 10 per
cent this shift is reduced to −15 km s−1 for KIA3 and −10 km s−1

for KIA4.
In conclusion, we concur with K96 and propose that a value of

vmin = 300 km s−1 is a safe choice which should allow us to obtain
a reliable and robust determination of the escape velocity.

4 DATA

The following sections describe the data that we will use to constrain
the escape velocity.

4.1 The RAVE project

The RAVE is an ambitious survey to measure radial velocities
and stellar atmosphere parameters (temperature, metallicity, sur-
face gravity) of up to one million stars using the 6dF multi-object
spectrograph on the 1.2-m United Kingdom Schmidt Telescope of
the Anglo-Australian Observatory. The RAVE survey is ideal for
constraining vesc because it is a magnitude-limited survey (9 < I <

12), which means that it avoids any kinematical biases, unlike cata-
logues constructed using high proper motion stars. Given the RAVE
magnitude range, the catalogue will consist of giants up to a dis-
tance of a few kpc and local dwarfs. The project is described in
detail in the paper accompanying the first data release (Steinmetz
et al. 2006). It is foreseen that the RAVE project will run until 2010.
This survey will represent a giant leap forward in our understanding
of our own Milky Way galaxy, providing a stellar kinematic data
base larger than any other survey proposed for this coming decade.
For our analysis we use an internal data release (Summer 2006)
containing radial velocities for over 50 000 stars covering an area
of nearly 8000 deg2.

4.2 Our high radial velocity RAVE sample

To construct a catalogue of high radial velocity objects we must first
convert our heliocentric velocities into Galactic standard of rest-
frame velocities (also known as Galactocentric radial velocities;
see e.g. equation 10-8 of Binney & Tremaine 1987). This is done
by taking the local standard of rest to be 220 km s−1 and the solar
motion to be (10.00, 5.25, 7.17) km s−1 (Dehnen & Binney 1998).
Note that unless stated otherwise, all velocities will be quoted in the
Galactic standard of rest frame. We then take all stars greater than
vmin = 300 km s−1.

It is vital to ensure that our sample is free from contamination from
spurious measurements. To this end we enforce a high threshold for
the value of the Tonry–Davis (Tonry & Davis 1979) correlation co-
efficient between the observed spectrum and the template spectrum
(R > 10). We perform additional checks to verify the reliability of the
data in the following section. It should also be noted that currently
the metallicities and gravities have not been accurately determined
for the RAVE data, so we will only use the radial velocities in our
analysis of the escape velocity.

A total of 16 stars pass these criteria. Two of these have 10 <

R < 15, but the velocities for both stars have been confirmed by
follow-up observations (see the following section).

4.3 Data validation

This subsection discusses the methods that have been adopted to
verify the reliability of the RAVE radial velocity measurements of

our sample of 16 high-velocity stars. For a comprehensive discussion
of the quality of the RAVE data in general, we refer readers to the
data release paper (Steinmetz et al. 2006).

We have obtained follow-up observations of a selection of RAVE
stars using the 2.3-m Advanced Technology Telescope at Siding
Springs Observatory (Steinmetz et al. 2006). The data were taken
using the double beam spectrograph, giving slit spectra between
8000 and 8900 Å at a resolution similar to the RAVE observations
(0.55 Å pix−1). In general, the radial velocity measurements show
reasonable agreement with the RAVE values to within ∼3 km s−1.
Given the fact that we wish to use only the highest radial velocity
stars for our vesc analysis, this level of discrepancy is negligible.
Among this selection of re-observed stars there were 12 of our high
radial velocity RAVE stars, all of which show good agreement.
A smaller subsample of RAVE stars were also observed with the
echelle spectrograph on the 3.5-m Telescope at Apache Point Ob-
servatory (APO), New Mexico. The single-slit echelle has a spec-
tral resolution of 37 000 and covers the entire optical wavelength
range (3500 Å–1 µm). Nine of the observed stars were high-velocity
stars. Similarly to the 2.3-m data, the uncertainties are dominated
by RAVE errors, and the radial velocity measurements agreed with
the RAVE velocities within 3σ . In Fig. 4 we show the results of the
follow-up observations for these 11 stars. All show good agreement,
with none having a discrepancy of more than 7 km s−1.

Although we found good agreement for our follow-up veloci-
ties, there were two exceptions not mentioned above. Two of our
stars showed behaviour consistent with being binary stars. One of
these stars (C2129509−080418) has four observations taken over a
period of 18 months, while another (C1437570−280154) has two
observations taken over a period of 26 months. From our measured
velocities we can place a lower limit on the semi-amplitude of the
velocity variations and we find values of 10.6 and 15.4 km s−1 for
C1437570−280154 and C2129509−080418, respectively. These
values are typical of single-lined spectroscopic binaries in Latham
et al. (2002), for which 68 per cent have semi-amplitudes within
the range 3–15 km s−1. Therefore if we assume that the actual

Figure 4. Results from the follow-up work described in Section 4.3 for 12 of
our high radial velocity RAVE stars. The horizontal axis shows the difference
between the velocity as reported in the RAVE catalogue and the weighted
mean of all velocities taken during the follow-up campaign. Note the good
agreement between the two measurements. Typical errors are ∼2 km s−1 for
the RAVE catalogue and <1 km s−1 for the follow-up velocities.
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Table 3. The high-velocity sample of RAVE stars. See Section 4 for details about these stars. The identifiers are taken from the RAVE input catalogue, while
the I-band magnitudes are from the DENIS catalogue (Epchtein et al. 1997). Note that the magnitudes of three stars, C1437570−280154, C2129509−080418
and T7524 00065 1, are not available in the DENIS catalogue and so the values for these stars are taken from USNO-B (Monet et al. 2003). Column 1 shows
the Galactocentric radial velocity and column 2 shows the error in the velocity; where we have more than one observation for a star we adopt the weighted
mean. Two stars in our sample are believed to be binaries (C1437570−280154 and C2129509−080418) and for these we give an estimate of the centre of
binary mass motion (see Section 4.3).

Name vr δvr RA (J2000) Dec. (J2000) � b I Total number of
(km s−1) (km s−1) (◦) (◦) (◦) (◦) (mag) observations

C1012254−203007 314.7 0.5 153.106 25 −20.501 94 259.83 28.76 12.2 3
C1022369−140345 391.8 0.5 155.654 08 −14.062 67 257.04 35.23 12.0 2
C1032508−244851 315.3 1.4 158.211 99 −24.814 39 267.08 28.24 11.9 1
C1100242−024226 344.0 0.7 165.101 14 −2.707 22 256.67 49.92 11.7 4
C1250398−030748 309.8 1.1 192.666 12 −3.130 19 302.55 59.74 12.1 2
C1437570−280154 −317.6 – 219.487 79 −28.031 69 329.89 29.21 11.3 2
C1508217−085010 −304.3 1.3 227.090 82 −8.836 22 350.44 41.07 11.3 2
C1519196−191359 −448.8 0.7 229.831 92 −19.233 09 344.64 31.41 12.1 4
C1536201−144228 −345.9 1.0 234.083 97 −14.707 92 351.75 32.12 12.4 3
C2041305−113156 −345.8 0.4 310.377 35 −11.532 44 34.81 −29.61 11.8 3
C2129509−080418 305.91 – 322.4620 −8.0717 44.9807 −38.7363 12.5 4
C2214430−480306 −332.9 1.8 333.6800 −48.0519 347.71 −53.16 11.7 1
T4931 00266 1 390.0 0.4 175.273 88 −1.545 36 269.56 56.70 10.6 4
T7524 00065 1 322.7 0.8 4.618 00 −39.009 44 330.93 −76.27 9.8 3
T7535 00160 1 311.3 0.8 10.376 17 −40.981 89 310.70 −76.00 10.2 3
T8395 01513 1 −320.5 0.9 300.801 70 −48.107 83 351.10 −31.50 10.0 3

semi-amplitude for our two RAVE stars is close to our observed
lower limit, we can estimate the centre-of-mass velocity by averag-
ing the highest and lowest velocities for each star. Given the statistics
of the Latham et al. (2002) sample, in particular that less than 10 per
cent of their binaries have semi-amplitude greater than 20 km s−1,
we can predict that the probable error for the estimated velocity of
our RAVE stars is less than 10 km s−1. Both of these centre-of-mass
velocities are above vmin and hence we retain these for our analy-
sis. Our fraction of binary stars (2 out of 16) is comparable to the
fraction of single-lined spectroscopic binaries found in the Latham
et al. (2002) sample (171 out of 1359).

In summary, out of our final sample of 16 RAVE stars with Galac-
tocentric velocity greater than 300 km s−1, 14 have repeat observa-
tions (including the two binary stars). The total number of observa-
tions for each star varies from one to four (see Table 3).

4.4 The final high-velocity RAVE sample

Given this high-quality RAVE data, we are now able to construct a
final catalogue of high radial velocity stars. Since many of our stars
now have repeat observations, we choose to adopt the weighted mean
of all measurements as our definitive velocity, with the exception
of the two binary stars for which we give our estimate of the centre
of binary mass motion. These are given in Table 3 and the velocity
distribution is shown in the inset of Fig. 6. In Fig. 5 we show how the
radial velocities vary as a function of Galactic longitude. This plot
clearly shows the signature of the Galactic disc and from this one can
obtain an understanding of why a value of vmin ≈ 250 km s−1 results
in significant contamination from the disc; if the mean rotational
velocity of our sample is close to zero (as we would like for a
halo population), then there should be an equal number of stars
with positive and negative radial velocity for a given longitude.
However, for l ≈ 270 there is clearly a greater number of stars with
radial velocities in the range vr ∈ (−300, −250) compared to vr ∈
(250, 300), indicating contamination by a rotating component. Note

Figure 5. The relation between radial velocity (corrected for solar motion)
and longitude for stars in the RAVE catalogue. Note that the signature of
the disc is clearly visible. The horizontal lines correspond to vr = −300,
−250, 0, +250, +300 km s−1. The crosses simply denote stars with |vr| >

250 km s−1.

that this asymmetry is not evident for stars with |vr| > 300 km s−1,
which supports our choice of vmin = 300 km s−1.

4.5 Augmenting our high-velocity sample with stars from
archival surveys

Since we would like our sample of stars to be as large as possible,
we incorporate additional stars from the Beers et al. (2000) cata-
logue of metal-poor stars. It is important to note that this sample is
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Figure 6. The cumulative distribution for the magnitude of the radial ve-
locities. The dashed line shows the velocities for our sample of high radial
velocity stars, which has been constructed by augmenting a sample of RAVE
stars with a supplementary archival survey (Beers et al. 2000; see Section 4).
The solid line corresponds to the maximum likelihood evaluated in Section 5
(vesc = 616 km s−1, k = 7.1). The inset shows the comparison between the
16 RAVE stars (solid) and the 17 archival stars (dotted), showing no clear
discrepancy between these two samples.

kinematically unbiased, which is important if we are to combine data
sets in this way. This sample is ideal since it contains metal-poor
stars, which are preferentially halo stars. The Beers et al. (2000)
sample provides a total of 17 stars faster than 300 km s−1, once we
have removed three stars for which the distance estimate indicates
that they are farther than 5 kpc away (all of the retained stars have
distances of less than 2.5 kpc). These archival stars are given in
Table B1.

This brings the total number of stars in our full augmented sample
to 33, which is a significant improvement on the number of stars
used in LT90 (15 stars with vr > 250 km s−1) and K96 (10 stars with
vr > 300 km s−1).

The velocity distribution for this larger augmented sample is
shown in Fig. 6. Note that the inset of this figure compares the
distribution of RAVE stars with the distribution of our archival stars
from Beers et al. (2000). The Kolmogorov–Smirnov test indicates no
significant discrepancy between these two distributions (14 per cent
probability that they come from different distributions), so there is
no inconsistency in combining the two data sets. In addition, similar
to the RAVE sample (as was shown in Fig. 5), we reassuringly find
no correlation between radial velocity and Galactic longitude. In
Section 5 we check that the process of combining data sets does not
introduce any obvious bias by carrying out the likelihood analysis
on both the combined sample as well as a sample consisting solely
of our 16 RAVE stars.

5 R E S U LT S

We now wish to use the sample of high-velocity stars described
above to constrain the local escape velocity. To do this we apply the
techniques outlined in Section 2.

Figure 7. The lower panel shows the 2D likelihood contours that can be
placed on the local escape velocity (vesc) and the shape of the velocity
distribution (k; see Section 2) from our combined high-velocity sample.
The cross corresponds to the peak likelihood, while the contours denote 10
and 1 per cent of this peak likelihood value. The upper panel shows the
likelihood distribution for vesc obtained by assuming a uniform prior on k ∈
[2.7, 4.7] (see Section 3.1); the corresponding error bar shows the 90 per cent
confidence interval. The dotted quantities show the results from a sample
containing only the high-velocity RAVE stars, that is, a smaller sample of
16 stars.

5.1 Maximum likelihood analysis of the sample

Evaluating equation (9) results in 2D likelihood contours for k and
vesc, shown in the lower panel of Fig. 7. The peak of the likelihood
lies at vesc = 616 km s−1 and k = 7.1. Although this value of k is
slightly greater than that predicted from our cosmological simula-
tions in Section 3.1, we find that our peak likelihood is relatively
broad. In addition, as was discussed in Section 3.2.2, although our
predicted level of thick-disc contamination should have little effect
on our vesc constraints, any contamination will shift the peak likeli-
hood to higher values of k. In Fig. 6 we show the probability distri-
bution for the radial velocities (given by equation 7) corresponding
to this peak likelihood.

As can be seen from Fig. 7, given the size of our sample of high
radial velocity stars it is not possible to constrain simultaneously
both vesc and k using this method.

From this figure we can see that there is a degeneracy between k
and vesc. This can be understood as follows: to retain the same shape
of the velocity distribution over the observed range of velocities, an
increase in vesc must be accompanied by an increase in the steepness
of the slope of the distribution (i.e. k). Given this degeneracy, we
need to apply a suitable prior on k to obtain constraints on vesc. The
results from Section 3.1 indicate that a suitable choice is to adopt
a uniform prior in the range k ∈ [2.7, 4.7]. We have done this, and
the results are shown in the top panel of Fig. 7. The resulting 90 per
cent confidence interval is

498 < vesc < 608 km s−1, (11)

with a median likelihood of vesc = 544 km s−1. Note that despite
the degeneracy between k and vesc, it is immediately evident that
negative values of k are strongly disfavoured.
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Table 4. Bootstrap results for combined data with vmin = 300 km s−1. The third column gives the maximum likelihood values of vesc

and k for the original (non-bootstrapped) sample, while the fourth column gives the mean of the bootstrap distribution of maximum
likelihood values (note that the means quoted here for Prior 1 differ from those given for the maximum likelihood method in Section 5.1
since the former employs the LT90 approximation, i.e. equation 6). The SE column gives the s.e. values from the s.d. of the bootstrap
distribution. The last column gives the 90 per cent confidence intervals for vesc and k. The vesc confidence intervals are computed using
the bootstrap normal distribution approximation, while the k intervals are calculated from a χ2 distribution with the number of degrees
of freedom equal to the bootstrap mean value.

Label Prior form Initial MLE Bootstrap SE 90 per cent
values mean values confidence

1 PLT(vesc, k) ∝ 1/vesc vesc = 588.7 km s−1 569.9 98.3 (445.0 769.4)
k = 4.2 4.1 3.0 (0.3,9.0)

2 PJ(vesc, k) ∝
√

k
(vesc−vmin)

√
k+2

vesc = 535.2 km s−1 521.5 52.5 (462.0, 640.0)

k = 2.9 2.7 1.6 (0.1, 5.4)

It is important to check whether any kinematical bias is introduced
by combining data from separate surveys. To do this we repeat the
above analysis using only the 16 RAVE stars from Section 4.4.
This is shown by the dotted quantities in Fig. 7. Reassuringly there
is no noticeable offset between the two sets of contours; the only
difference is a general broadening of the contours. When we apply
the prior k ∈ [2.7, 4.7] we find that the 90 per cent confidence interval
becomes 496 < vesc < 655 km s−1, with a median likelihood of
vesc = 556 km s−1.

5.2 Bootstrap analysis

To further assess the likelihood constraints presented in the previous
section, we also apply the bootstrap technique (see Section 2.2) to
our data.

We apply the bootstrap approach to the combined data set of
33 stars, but unlike Section 5.1 we apply the LT90 approximation
(equation 6) when calculating the maximum likelihood. The boot-
strap computed the values of vesc and k that maximized equation (9)
using 5000 resamples of the original RAVE sample. Table 4 shows
the resulting values of vesc and k for the two chosen priors (see
Appendix A).

When we compare the bootstrap interval with the likelihood in-
terval obtained in Section 5.1, we find that the interval is shifted
towards smaller vesc. This is consistent with what one would ex-
pect for the bootstrap method, since (unlike the method described
in Section 5.1) the process of bootstrapping can result in values of
vesc that are smaller than the highest velocity star in the sample. This
is a consequence of the fact that the bootstrap approach accounts for
possible unreliable or inconsistent data. However, it is also impor-
tant to note that the bootstrap mean values of k and vesc found with
both priors are identical, within s.e. values, to those found in the
previous section using the non-bootstrap technique with the LT90
prior. Fig. 8 shows the bootstrap distributions and corresponding
confidence intervals calculated for k and vesc when each prior is
applied to equation (9). The dashed curves correspond to Prior 1,
while the solid curves correspond to Prior 2. The confidence inter-
vals obtained using Prior 2 are clearly smaller than that from Prior
1, owing to the fact that Prior 2 contains more information about
our expectations of k.

As a result of our analyses with a simulated data set (see Appe-
ndix A), we adopted the confidence regions from Prior 2, obtain-
ing the bootstrap 90 per cent confidence intervals 462 < vesc <

640 km s−1 and 0.1 < k < 5.4.
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Figure 8. The bootstrap distributions for k (top panel) and vesc (lower panel).
The dashed and solid curves correspond to the bootstrap distributions cal-
culated when solving equation (9) with Priors 1 and 2, respectively. The
corresponding error bars show the 90 per cent confidence intervals for the
parameters for each prior. Note that for both parameters, Prior 2 gives the
smallest confidence interval. Furthermore, note that the bootstrap distribu-
tion for k follows a χ2 distribution.

6 D I S C U S S I O N

6.1 The nature of the fastest RAVE stars

One might wonder about the nature of the fastest stars in the RAVE
catalogue. Although we do not currently possess any additional
information from the RAVE spectra, such as metallicities, we do
have estimates for each star’s proper motion from various sources
(Steinmetz et al. 2006). When combined with accurate photometry
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Figure 9. J-band RPM diagram of RAVE stars selected to have Galactocen-
tric radial velocity greater than 250 km s−1. The triangle symbols represent
stars with Galactocentric radial velocity greater than 300 km s−1. Note that
the errors in the photometry are smaller than the symbols. Isochrones from
Bonatto et al. (2004) are overplotted, with different tangential velocities
adopted, to represent the three main stellar components of the Galaxy. The
thin solid line is appropriate for the thin disc (Z = 0.019, age = 2.5 Gyr,
vtangential = 20 km s−1), the dashed line describes the thick disc (Z = 0.004,
age = 10 Gyr, vtangential = 42 km s−1) and the thick solid line describes the
halo (Z = 0.001, age = 10 Gyr, vtangential = 200 km s−1). The majority of
the stars have positions in this diagram consistent with being halo giants.
However, the star with J − K corresponding to ∼0.15 is most likely a BHB
star.

(in our case, J- and K-band magnitudes from 2MASS Skrutskie et al.
1997), proper motions can be used to place the stars on a reduced
proper motion (RPM) diagram. An RPM diagram can be used to
differentiate types of stars such as dwarfs and giants of different
stellar populations because it is closely related to a standard colour–
magnitude diagram, modified by kinematics. The J-band RPM is
given by

JRPM ≡ J + 5logµ + 5 = MJ + 5log
vtangential

47.4 km s−1 + 5, (12)

where µ is the proper motion in arcsec yr−1 and vtangential is the
tangential velocity corresponding to this proper motion. Thus one
obtains a quantity that is related to the absolute magnitude, but
with stellar populations of different mean motions offset from one
another, with scatter induced by the velocity dispersion.

We show the RPM for our fastest RAVE stars in Fig. 9. Three
Bonatto, Bica & Girardi (2004) isochrones, adjusted for different
mean vtangential, are also plotted. The three isochrones have ages and
metallicities corresponding to different assumptions regarding the
kinematics: namely, thin-disc, thick-disc and halo populations. The
thin solid isochrone has been plotted assuming thin-disc kinematics,
with tangential velocity vtangential = 20 km s−1, Z = 0.019 and age =
2.5 Gyr. The dashed isochrone represents the thick-disc component,
vtangential = 42 km s−1, Z = 0.004 age = 10 Gyr. Finally, the thick
solid isochrone depicts the halo with vtangential = 200 km s−1, Z =
0.001 and age = 10 Gyr. In a probabilistic assignment of any one
star to a given population, one would take account of the expected
σ ∼ 150 km s−1 spread around the halo isochrone.

The RAVE high-velocity stars clearly scatter around the red giant
branch of the halo isochrone; this association is even stronger for
the highest velocity stars, those with vr > 300 km s−1, denoted by
the triangle symbols. This is reassuring because it indicates that

our sample should not suffer from significant contamination from
the thick disc, thus justifying our choice of vmin in Section 3.2.
Furthermore, using the echelle data from APO (section 4.3), we
were able to calculate gravities and temperatures for a few of the
high-velocity stars. These gravities were low, confirming giants. The
bluest star appears from its spectrum to be a halo blue horizontal
branch (BHB) star.3

If these stars are indeed mostly halo giants, then they are not in
the immediate solar neighbourhood. This could have implications
for our determination of vesc and so we investigate this issue in the
following section.

It is also worth noting that our sample contains three relatively
high proper motion stars with µ> 50 mas yr−1 (C1022369−140345,
C1250398−030748 and T8395 01513 1). These all appear to be
halo dwarfs or relatively nearby halo giants. By calculating dis-
tances from either our follow-up spectra or from the crude distance
calibration of Scholz, Meusinger & Jahreiß (2005) we find that their
total 3D velocities are all well within our value of vesc.

6.2 The effect of sample volume on the escape velocity

In Section 3.1 we used a sample of stellar particles from cosmologi-
cal simulations to analyse our ability to recover the escape velocity.
In that section our solar neighbourhood volumes were constructed
from spheres of radius 2 kpc centred at 8.5 kpc (and also equivalent
spheres of radii 1 and 3 kpc centred at 4.25 and 12.75 kpc, respec-
tively, thus preserving the ratio of sample radius to distance from
the Galactic Centre). However, the catalogue of radial velocity mea-
surements used to try to constrain the Milky Way escape velocity
could contain stars at significantly larger distances. The magnitude
limit of the RAVE survey is I = 12 mag, which implies that very
bright giants may be a significant distance away; for example, a K2
giant with MI ≈ −0.9 mag could be at a distance of around 4 kpc.
Indeed, Section 6.1 suggested that some of these fastest RAVE stars
may well be halo giants.

We test whether our results are sensitive to the sample volume by
analysing the KIA3 and KIA4 simulations introduced in Section 3.1
(we restrict ourselves to these two galaxies as they have the largest
number of stellar particles). We generate samples of stellar particles
by taking spheres of varying radius centred on 8.5 kpc. From these
samples we can estimate the escape velocity by evaluating equa-
tion (9), adopting the prior determined in Section 3.1 (i.e. k ∈ [2.7,
4.7]). This analysis shows how the recovered escape velocity varies
as a function of the radius of the ‘solar neighbourhood’ spheres. We
find that for larger spheres the escape velocity is slightly overesti-
mated: the error in vesc is �15 per cent for all radii up to 5 kpc,
with an error of �10 per cent for radii of less than 4 kpc. This over-
estimation is probably due to the fact that larger volumes include
stars that probe regions of higher vesc and hence result in larger esti-
mates for vesc. It should also be noted that in reality this is an upper
limit since only a small proportion of our sample of observed stars
will probe such large distances, whereas these simulated samples
do not incorporate any such distance effects (i.e. the probability of
selecting a simulated star is independent of its distance).

6.3 Unbound stars

One obvious deficiency of the analysis presented in Section 2 is that
it requires all stars in our sample to be bound to the Galaxy. It is

3 The BHB star has identifier, C1100242−024226.
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clear that the presence of any unbound stars would invalidate our
results, although the bootstrap technique should reduce our sensi-
tivity to any spurious data points. There are currently seven known
‘hypervelocity’, probably unbound, stars in our Galaxy (Edelmann
et al. 2005; Hirsch et al. 2005; Brown et al. 2006). The Galactic stan-
dard of rest-frame radial velocities computed for these stars range
from ∼550 to ∼720 km s−1. The first few were found serendipi-
tously while the most recent were found by a targeted survey of
faint early-type stars (Brown et al. 2006); indeed all of the known
hypervelocity stars are blue and therefore almost certainly young
(Kollmeier & Gould 2007).

It is suggested that such high velocities may originate from en-
counters with the massive black hole at the Galactic Centre. How-
ever, Yu & Tremaine (2003) found that the numbers of hypervelocity
stars produced would be about 10−5 yr−1 (see also Perets, Hopman
& Alexander 2006). That would give about 105 stars in total, as-
suming a long-lived black hole, which suggests that hypervelocity
stars are very rare. Furthermore, they predicted that the number of
lower velocity ‘hyper-velocity’ stars is even smaller. Although such
objects should be rare, and hence the chance of one appearing in our
catalogue is small, this can nevertheless not be ruled out entirely.
There is one simple test one can apply to investigate this issue; if
one can obtain the full 3D velocities for the fastest stars, then it can
be ascertained whether their direction of motion is consistent with
that of an object ejected from the centre of the Galaxy. However,
this method could fail if the unbound star(s) originate from different
circumstances, such as stars which are bound to the local group but
unbound with respect to our Galaxy.

High-velocity stars can also originate from stellar binary systems
in which one of the stars undergoes a supernova and ‘kicks’ out the
companion star. This would have larger effects on main-sequence
stars as they can acquire an extra velocity of ∼100 km s−1. However,
since our sample contains mostly halo giants (see Section 6.1) this
should be a small effect.

One final point to note is that given the consistency between our
constraints on vesc with other independent methods for estimating
the mass of the Galaxy, the presence of any unbound stars in our
sample seems to be an unlikely scenario.

6.4 The mass and extent of the Galactic halo

The escape velocity can be used as a powerful tool to probe the
mass distribution in the Galaxy. Our constraints on vesc allow us to
constrain the halo potential at the solar radius,

�total(r�) = −v2
esc

2
. (13)

Halo masses derived from our constraints on vesc rely on the assump-
tion that our fastest stars probe velocities all the way to the local
escape velocity, that is, there is no truncation in the stellar velocity
distribution. If this assumption is invalid then the mass constraints
quoted in this section would be lower limits to the true mass. How-
ever, as has been shown for the simulated galaxies in Section 3.1,
the level of truncation in the stellar component cannot be more than
10 per cent. When the likelihood analysis (equation 9) is applied to
these simulations we do not find any systematic underestimation in
the recovered vesc, which gives us confidence that such weak levels
of truncation (if present) will not pose significant problems for our
analysis.

In this section we will use vesc to constrain the total mass of the
halo. However, before undertaking any detailed calculations, one

obtains a qualitative understanding of the situation from the simple
relation (see e.g. equation 2-22 of Binney & Tremaine 1987)

v2
esc = 2 v2

circ + 8πG

∫ ∞

r�
ρ(r ) r dr , (14)

where vcirc is the circular velocity at the solar radius. The fact
that our measured lower limit of vesc > 498 km s−1 is significantly
greater than

√
2vcirc ∼ 311 km s−1 shows that the second term

in equation (14) cannot be small, that is, there must be a signifi-
cant amount of mass exterior to the solar circle. This simple argu-
ment convincingly demonstrates the presence of a dark halo in the
Galaxy.

Another straightforward calculation that can be made is the extent
of an isothermal halo that has a constant circular velocity out to a
truncation radius rcut. For this elementary model we find that

rcut = r� exp

(
v2

esc

2v2
circ

− 1

)
. (15)

Our measured value of vesc (vesc ≈ 544 km s−1) corresponds to a
truncation radius of rcut ≈ 58 kpc.

The above simple arguments demonstrate the existence of a dark
halo, but we now undertake a more detailed calculation in order
to constrain the total mass of the halo. To do this we first need a
model for the baryonic contribution to the total potential from the
bulge and disc of the Galaxy. We adopt a spherical Hernquist (1990)
bulge with mass 1.5 × 1010 M� and scale radius 0.6 kpc, and a
Miyamoto & Nagai (1975) disc with mass 5 × 1010 M�, scalelength
4 kpc and scaleheight 0.3 kpc. The halo potential is then simply
given by

�halo = �total − �bulge − �disc. (16)

When �halo is combined with a halo profile it is possible to probe
the total halo mass. One popular profile is the NFW halo (Navarro,
Frenk & White 1996). It can be shown that the radial potential for
an NFW density profile can be expressed as

�NFW(r ) = −4πGρsr 3
vir

c3r
ln
(

1 + cr

rvir

)
, (17)

where c is a concentration parameter equal to the ratio of the virial
radius to the scale radius, and ρs is a characteristic density given by

ρs = ρcr�0δth

3

c3

ln(1 + c) − c/(1 + c)
, (18)

where ρcr = 3H2/8πG is the critical density of the Universe, �0 is
the contribution of matter to the critical density and δth is the critical
overdensity at virilization. The virial mass can then be determined
from the virial radius,

Mvir = 4π

3
ρcr�0δthr 3

vir. (19)

If we take the solar radius to be 7.5 kpc, �0 = 0.3, δth = 340, H =
65 km s−1 Mpc−1, and enforce the circular velocity at the solar radius
to be vcirc = 220 km s−1, our 90 per cent confidence constraint on
the escape velocity (equation 11) allow us to obtain the following
constraints on the virial radius, mass and concentration parameter
for the Milky Way:

Mvir = 0.85+0.55
−0.29 × 1012 M�,

rvir = 257+47
−33 kpc,

c = 24.3+6.5
−5.1.
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It is worth noting that these constraints have little dependence on
the adopted value for the solar radius; taking a value of 8 kpc will
change the limits on Mvir and rvir by less than 1 per cent.

One common variation of this classical NFW model is to account
for the adiabatic contraction of the dark matter halo due to the pres-
ence of the baryons in the disc and bulge (Mo, Mao & White 1998).
In this instance we simplify the calculation by adopting an expo-
nential disc, retaining the same mass and scalelength as above. The
resulting constraints on the virial mass, radius and concentration are

Mvir = 1.42+1.14
−0.54 × 1012 M�,

rvir = 305+66
−45 kpc,

c = 7.7+2.8
−2.0.

Both of these models predict low values for the virial velocity
of the halo. The contracted NFW model has vvir = 142+31

−21 km s−1,
while the uncontracted one has vvir = 124+20

−14 km s−1, that is, around
half vcirc. These low values of vvir pose problems for semi-analytic
models of galaxy formation that require the peak circular velocity
of the disc to be ∼vvir in order to simultaneously explain the nor-
malization of the Tully–Fisher relation and the galaxy luminosity
function in a �CDM universe (e.g. Cole et al. 2000). More recent
semi-analytic models (Croton et al. 2006a,b) have been able to re-
lax this requirement slightly, so that the peak circular velocity of
the disc is only required to be comparable to the maximum circular
velocity of the dark matter halo. However, it can be seen that our
models are only marginally consistent with this requirement, for
example, for our contracted model, the peak circular velocity of the
halo is only 167 km s−1, while the peak circular velocity of the disc
is 220 km s−1.

It is possible to work out similar constraints for other halo models.
For example, one can take the model of Wilkinson & Evans (1999),
which has a flat rotation curve in the inner regions and a sharp fall-
off in density beyond an outer edge (hereafter referred to as the WE
model). For this halo profile the total halo mass is given by

MWE = v2
esc

2G
aWE

[
ln

(√
r 2 + a2

WE + aWE

r�

)]−1

, (20)

where aWE is the scalelength. For this model we revert to our original
Miyamoto & Nagai (1975) disc, as used for the uncontracted NFW
profile. By again enforcing the circular velocity to be 220 km s−1 we
can use this model to obtain the following 90 per cent confidence
constraints on the total mass and scalelength,

MWE = 1.89+76.46
−1.13 × 1012 M�,

aWE = 314+986
−188 kpc.

It is clear that our constraints on the halo mass are consistent
with previous estimates; within the last 10 yr estimates tend to lie in
the range 1–2 × 1012M� (see Section 1), which is fully consistent
with our findings. It is also important to note that our constraints are
relatively model independent, with only small differences between
the mass estimates for our three halo profiles.

It is also useful to quote the total mass within a certain ra-
dius of the Galactic Centre. For example, our three models pre-
dict the following constraints on the mass contained within 50 kpc:
4.04+1.10

−0.76 × 1011, 3.87+0.64
−0.56 × 1011, 3.58+0.04

−0.17 × 1011 M�, for the
uncontracted NFW, contracted NFW and WE model, respectively.
These masses are relatively well constrained mainly due to the fact
that our models must adhere to the vcirc = 220 km s−1 constraint.

Wilkinson & Evans (1999) obtained a value of 5.4+0.2
−3.6 × 1011 M�,

which is consistent with our models.
Given these halo models, we can estimate the maximum Galac-

tic radius that our fastest star will reach. From Table 3 we see that
the fastest star has a rest-frame radial velocity of −449 km s−1. We
assume that the star’s kinetic energy is dominated by its radial com-
ponent, so

E(r�) = v2
r − v2

esc

2
. (21)

At apocentre the kinetic energy is solely due to the angular mo-
mentum L, which we assume to be conserved. Assuming that the
distance to the Sun is small, we have

L =




7.5 kpc

0

0


×


−vrcos b cos l

vrcos b sin l

vrsin b


 . (22)

The apocentre distance rapo can now be found from

E(rapo) = L2

2r 2
apo

+ �(rapo). (23)

Equations (21) and (23) can be solved using any of the models for
the potential described above. For our constraints on vesc determined
in Section 5.1, we find that rapo = 102+51

−22 kpc for our contracted
NFW halo model. Since this calculation assumes that there is no
tangential velocity, it is actually a lower limit for rapo; for example,
if the star has a tangential velocity of 100 km s−1 then rapo increases
to ∼122+81

−31 kpc. Although we do not know the distance to our fastest
radial velocity star, by adopting a distance of 1 kpc we find that the
observed proper motion (17.2 ± 9.4 mas yr−1; Hambly et al. 2001)
corresponds to a tangential velocity of 82 ± 46 km s−1.

The question of whether there is a truncation in the stellar halo
is currently open to debate (e.g. Ivezić 2000; Dehnen et al. 2006).
Therefore our large value for rapo is important since it could disfavour
Galactic models with an early truncation.

6.5 Uncertainties and the next steps

As discussed in Section 2, our results are based on the assumption
that the velocity distribution near the escape velocity can be approx-
imated by a power law f(v) ∝ (vesc −|v|)k. In a hierarchical universe,
this model is unlikely to be valid because the motions of the fastest
moving stars are expected to be strongly clumped (Helmi et al.
2002). Since the velocity distribution would be dominated by very
few streams, it would be the sum of a few delta functions centred on
the mean velocities of those streams. It may even be possible that
each stream originates in the same object, in which case, only one
orbit is probed. This invalidates the use of statistical arguments to
derive the mass of the Galaxy. Such a high degree of lumpiness only
is important when the fastest 1 per cent of the stars are considered,
that is, those with velocities vr � 3σ ∼ 450 km s−1.

Notice that there are no stars in our sample with such large radial
velocities. This is the reason why substructure appears not be an
issue in our case (e.g. the results of the bootstrap analysis obtained by
resampling are consistent with the maximum likelihood performed
using the actual data set). However, a new approach will be necessary
in the future. By the time the RAVE survey concludes, it is intended
that the catalogue will contain up to one million stars. If we assume
that the rate of detecting high-velocity stars is unchanged for the rest
of the survey, this would result in a final sample of ∼200 stars with
radial velocities greater than 300 km s−1. Such a sample will reveal
a large amount of substructure. This should also be evident when
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the RAVE metallicities are added. Gravity determinations, plus the
metallicities, will allow robust distance estimates and hence the use
of tangential velocities. Full phase-space information should enable
one to perform more sophisticated models to determine the mass of
our Galaxy.

All of this highlights the importance of understanding the ex-
pected shape of the velocity distribution near the tails (Section 3.1).
The limited number of high-resolution cosmological simulations of
galaxies like the Milky Way is also a source of uncertainty in our es-
timates of the escape velocity. Both higher resolution (a significantly
larger number of stellar particles) and a larger set of simulations are
necessary.

7 C O N C L U S I O N

In this work we have reported new constraints on the local escape
speed of our Galaxy. We argued that the choice of prior on k may
have been incorrectly estimated in previous work and deduced a
different range for this prior (see Section 3.1). We then applied
this to a catalogue of radial velocities from the RAVE collabora-
tion, augmented with additional stars from the existing survey of
Beers et al. (2000). Our results provide a 90 per cent confidence
interval of 498 < vesc < 608 km s−1, with a median likelihood of
vesc = 544 km s−1. We also applied a bootstrap technique, which al-
lowed us to reduce dependencies on extreme velocities that may be
unbound or from stars in binary systems, while additionally allow-
ing us to perform confidence analysis on the distribution of maxi-
mum likelihood values, vesc and k, simultaneously. This resulted in a
90 per cent confidence interval of 462 < vesc < 640 km s−1 and
0.1 < k < 5.4.

The fact that v2
esc is significantly greater than 2v2

circ implies that
there must be a significant amount of mass exterior to the solar
circle. Furthermore, from our constraints on vesc we can infer model-
dependent estimates for the mass of the halo (see Section 6.4); for
example, an adiabatically contracted NFW halo profile predicts that
Mvir = 1.42+1.14

−0.54 × 1012 M�, rvir = 305+66
−45 kpc and c = 7.7+2.8

−2.0.
Similar results for the halo mass were found for both an uncontracted
NFW halo and a Wilkinson & Evans (1999) halo. Although our
results are model dependent, we find that our three models are in
good agreement. The mass within 50 kpc is found to be 3.6–4.0 ×
1011 M�. It is interesting to note that our models predict low values
for the virial velocity, for example, vvir = 142+31

−21 km s−1 for the
contracted NFW model.

By the time the RAVE survey reaches completion (currently pre-
dicted to be 2010) it will provide an unparalleled data base of stellar
kinematics, thus allowing dramatic progress in this field.
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A P P E N D I X A : T H E P R I O R P RO BA B I L I T Y
D I S T R I BU T I O N S F O R T H E B O OT S T R A P
M E T H O D

A1 The choice of prior

A1.1 Jeffreys’ rules

It can be quite difficult to choose a priori probabilities for vesc and
k especially when not much is known about the quantities. Note
that the posterior distribution (equation 9), with uniform prior dis-
tributions [i.e. P(vesc) = P(k) = 1], is equivalent to the normalized
likelihood equation. Furthermore, even if the prior probabilities are
non-uniform, the maximization of equations (8) and (9) are asymp-
totically equivalent. This is due to the fact that as n goes to infinity,
the product in equation (9) will dominate. However, for small n,
there may be large differences between the parameter values max-
imizing l(vesc, k) and those maximizing the posterior distribution.
Therefore it is important, for small n, to choose ‘good’ reference
priors for vesc and k.

One method that can be used to attain reference priors is that
defined by Sir Harold Jeffreys (Jeffreys 1961). First, define the log
of the normalized likelihood equation (equation 8) as L(vesc, k).
Next, we define a 2 × 2 information matrix, known as the Fisher

information matrix:

I (θ |vr)i, j = −E

[
∂2 L(vesc, k)

∂θi ∂θ j

]
, (A1)

where θ = (vesc, k) and the right-hand side is the negative of the
expectation value of the second derivative. Note that if vr is a vector
of n independent observations, by linearity of expectation the infor-
mation is nI(θ | vr)i,j. However, we do not include this factor n since
it is a constant and will not affect the maximum likelihood. Using
this information matrix, Jeffreys argues that a good reference prior
can be estimated as

PJ(θ ) ∝
√

|I (θ|vr)|, (A2)

where |I(θ | vr)| is the determinant of the information matrix. This
equation is a useful reference prior because it does not require the
selection of any specific parametrization. However, it is often ar-
gued that this form of the prior is improved by considering that the
parameters are independent of each other (Lee 2004). We follow
this approach, which requires us to neglect the off-diagonal terms
in the determinant. By applying this analysis to the LT90 formalism
(equation 6) we obtain

PJ(vesc, k) ∝ 1

(vesc − vmin)
√

k(k + 2)
. (A3)

LT90 apply another of Jeffreys’ rules that says if a variable varies
continuously from 0 to infinity, one must adopt an a priori probability
distribution equal to the reciprocal of the variable (Kendall & Stuart
1977). LT90 adopt this form of the prior probability distribution
for the escape velocity, PLT(vesc) ∝ 1/vesc. However, note that vesc

does not necessarily vary over the range (0, ∞). We have applied
a minimum cut-off velocity, as defined in Section 3.2. Therefore,
an arguably more appropriate approach would be to say that the
escape velocity varies continuously in (vmin, ∞), that is, PJ′ (vesc) ∝
1/(vesc − vmin). This approach can also be applied to the parameter
k. From equation (6) we can see that for the LT90 formalism the
variable k varies over the range (−1, ∞) and so one could also
adopt the prior PJ′ (k) ∝ 1/(k + 1).

A1.2 A priori probability

The question remains, which prior probabilities should be used? In
an ideal world, the samples should be large enough so that maxi-
mization of equation (9) would be the same for any chosen prior.
However, we cannot rely on this fact. It is very important to think of
Jeffreys’ rules as only guidelines for choosing prior distributions,
especially when dealing with more than one parameter. Therefore
we have chosen three priors for our analysis. The first is that used by
LT90 in their maximum likelihood analysis, which will be labelled
as Prior 1. The other two are those derived using Jeffreys’ rules de-
scribed above, that is, PJ and PJ′ . These priors are useful because
they provide much more information about k than the LT90 prior.

However, these priors need slight modifications. From equa-
tion (1) it can be seen that k > 0, since negative k would imply that
the probability does not go to zero as v → vesc. Therefore for the
priors derived from Jeffreys’ rules we enforce that the PJ = PJ′ = 0
for k < 0. In addition, as can be seen from equation (A3), prior
PJ diverges as k → 0. This is clearly unacceptable because our
likelihood only goes to zero as k → −1 (equation 6).4 In order to

4 Note that the reason why this likelihood does not go to zero as k → 0 is
because of the integral over the unknown tangential velocities performed in
equation (5).
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Table A1. Data from the optimization of 35 stars with simulation parameters: vesc = 600 km s−1, k = 2.0, vmin = 300 km s−1 after
applying our derived priors to equation (9). The third column gives the maximum likelihood values of vesc and k for the original (non-
bootstrapped) sample, while the fourth column gives the mean of the bootstrap distribution of maximum likelihood values. The SE
column gives the s.e. values from the s.d. of the bootstrap distribution. The last column gives the 90 per cent confidence intervals for
vesc and k. The vesc confidence intervals are estimated using the bootstrap normal distribution approximation, while the k intervals are
calculated from a χ2 distribution with the number of degrees of freedom equal to the bootstrap mean value. Prior 1 is the same as that
used by LT90, while Priors 2 and 3 are derived from Jeffreys’ rules. All priors are 0 for k � 0. Note that the non-bootstrap analysis
employs Prior 1.

Label Prior form Initial MLE Bootstrap SE 90 per cent
values mean values confidence

1 PLT(vesc, k) ∝ 1/vesc vesc = 631.1 km s−1 625.6 132.8 (502.7, 832.7)
k = 2.5 2.7 2.9 (0.3, 7.3)

2 PJ(vesc, k) ∝
√

k
(vesc−vmin) (k+2) vesc = 604.6 km s−1 588.0 74.1 (516.3, 730.6)

k = 2.1 2.0 1.5 (0.1, 6.0)

3 PJ′ (vesc, k) ∝ 1
(vesc−vmin) (k+1) vesc = 563.5 km s−1 544.0 54.2 (495.9, 634.6)

k = 1.2 1.0 1.1 (0.0, 3.8)

avoid this problem we introduce an additional factor of k/
√

k + 2
into prior PJ, which means that PJ → 0 as k → 0, which is useful
for continuity at k = 0. Importantly, we still retain the property that
PJ → 0 as k → ∞.

All priors are described in Table A1. These different forms for
the a priori probability distributions apply different assumptions and
weights upon the variables. To further assess these prior distribu-
tions, maximization of equation (9) using the parameters vesc and
k (refer to Section 2.2) was performed after applying both of the
above priors.

A2 Using simulations to assess the choice of prior

We tested the choice of prior by applying the bootstrap technique to
a simulated data set. A random sample of stars was drawn from the
assumed LT90 probability density function (equation 6) for user-
defined values of vesc = 600 km s−1, k = 2.0 and vmin = 300 km s−1.
These values are similar to what we might expect for our Galaxy.
We chose to analyse a random sample size of 35 simulated stars as
this is comparable to the number of stars in our observed sample
(Section 4). This mock sample was used to test the bootstrap max-
imization methods as well as assess chosen priors in equation (9)
for calculating the escape velocity and k. Note that we apply the
LT90 approximation (equation 6) when calculating the maximum
likelihood.

The mock 35 star sample was run through the bootstrap maxi-
mization technique for the three priors given in Table A1 applied
to equation (9). The bootstrap performed maximization on 5000 re-
samples of the original mock data set. The bootstrap distribution of
peak likelihood points for vesc is very close to normal. Therefore,
we used techniques as described in Section 2.2 to compute confi-
dence for vesc. However, the bootstrap distribution for k is clearly
not normal. We determined that the distribution of peak likelihoods
follows a χ 2 distribution with the number of degrees of freedom
equalling the mean of the bootstrap distribution. Therefore confi-
dence limits for k were derived from a χ2 distribution instead of a
normal distribution.

Table A1 gives the maximization results for each prior defined in
Section A1. The third column of the table represents the maximum
likelihood values of vesc and k calculated from the original mock
sample before the bootstrap has been applied. The fourth column
give the mean bootstrap values of vesc and k obtained from the

bootstrap distribution. The s.e. values were computed from the s.d.
of the bootstrap resamples as explained in Section 2.2. The last
column gives the 90 per cent confidence intervals of vesc and k. Note
that confidence endpoints for vesc are computed using the bootstrap
normal distribution approximation, while that for k were computed
from a χ 2 distribution.

Comparing the results from the three different priors, there are
two very noticeable attributes. First, the bootstrap distribution of
vesc from Prior 1 has slightly less bias than that from Priors 2 and 3.
This suggests that Priors 2 and 3 are ‘stronger’ priors, introducing
bias into the maximum likelihood analysis. However, the bootstrap
mean from Prior 2 gives estimates for vesc that are still identical,
within s.e. values, to the chosen values for the simulation. Prior
3, however, seems to slightly underestimate the value of vesc. The
other attribute to notice is that the errors and confidence regions
from Prior 2 are less than that of Prior 1, while also still containing
the desired maximum likelihood values for vesc and k. Therefore it
would be useful to use the confidence regions from Prior 2 when
concluding on the confidence of our actual data sample, especially
since it contains more information about k. Notice that Prior 3 has
similar confidence regions to Prior 2, but since the bootstrap mean
estimate for vesc is beyond 1σ of the assumed value we believe that
Prior 3 may not be as useful. Therefore we will compute our analysis
using Priors 1 and 2 for comparison.

To further assess the reliability of the bootstrap method, we re-
peated our analysis on a large number of different mock samples.
These mock samples were chosen to cover a wide range of values
for the input parameters of our distribution (vesc ∈ [400, 700], k ∈
[2, 5]). For only 4 per cent of these samples did the bootstrap method
produce maximum likelihood values beyond 2σ of the actual val-
ues defined. Otherwise, the technique extracted values of vesc and
k that were consistent within s.e. values to their assumed values in
the simulation for all a priori probability definitions. Furthermore,
the technique was applied using several different initial guesses for
vesc and k during maximization and the conclusions from all priors
remained unaffected.

A P P E N D I X B : T H E A R C H I VA L
H I G H - V E L O C I T Y S TA R S

Here we list the archival stars that were used to augment the RAVE
data set. The stars given in Table B1 are from the Beers et al. (2000)
catalogue of metal-poor stars.
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Table B1. The archival high-velocity stars, taken from Beers et al. (2000). The first column shows the Galactocentric radial velocity. Note that three stars have
been excluded from this sample as their estimated distances are greater than 5 kpc; all stars listed in this table have estimated distances of less than 2.5 kpc (see
Section 4.5).

Name vr δvr RA (J2000) Dec. (J2000) � b V
(km s−1) (km s−1) (◦) (◦) (◦) (◦) (mag)

BPS CS 30339−0040 337.6 10 5.109 00 −36.505 53 336.03 −78.55 13.00
BPS CS 22166−0024 −341.2 10 15.979 33 −12.697 61 134.99 −75.28 13.86
BPS CS 22189−0007 −307.8 10 39.392 17 −12.939 44 188.44 −61.42 13.21
BPS CS 22173−0015 −320.5 10 61.449 04 −17.351 06 211.13 −44.26 13.22
BPS CS 22177−0009 −307.2 10 61.919 21 −25.045 22 221.74 −46.17 14.27
BPS CS 22871−0070 −311.1 10 220.318 08 −18.611 42 336.14 37.08 14.76
BD+01 3070 −306.2 3 230.667 00 1.264 69 3.87 45.48 10.06
BPS CS 30312−0006 −342.7 10 233.240 71 −1.889 31 2.76 41.49 13.65
HD 178443 336.4 10 287.653 58 −43.276 58 354.18 −21.52 9.99
BPS CS 22964−0074 −340.1 10 297.372 50 −39.710 78 0.09 −27.58 14.46
BPS CS 22943−0087 434.7 10 304.826 96 −46.457 64 353.38 −34.05 14.24
V� V1645 Sgr −326.3 14 305.185 25 −41.118 17 359.80 −33.68 11.96
V� AO Peg 310.8 35 321.770 38 18.633 86 69.94 −22.58 12.83
BPS CS 22948−0093 396.3 10 327.631 37 −41.130 33 0.21 −50.54 15.18
BPS CS 22951−0055 341.9 10 328.686 83 −46.524 06 351.66 −50.36 14.78
HD 214161 −375.3 10 339.283 50 −40.510 67 358.40 −59.31 9.10
BPS CS 22949−0026 313.2 10 350.759 79 −5.214 28 75.14 −59.61 15.23
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