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ABSTRACT

Context: A systematic literature review(SLR) is @thodology used to find and aggregate all relevant
studies about a specific research question or topioterest. Most of the SLR processes are mayuall
conducted. Automating these processes can redacedtkload and time consumed by human.

Method: we use SLR as a methodology to survey iteeature about the technologies used to automate
SLR processes.

Result: from the collected data we found many wdwhke to automate the study selection process bug th

is no evidence about automation of the planning r@parting process. Most of the authors use machine
learning classifiers to automate the study selagbimcess. From our survey, there are processesite
similar to the SLR process for which there are anattic techniques to perform them.

Conclusion: Because of these results, we conclutiatl there should be more research done on the
planning, reporting, data extraction and synthagiprocesses of SLR.

Keywords: SLR, Automation, Planning, Reporting, Data ExtragtiSynthesizing

1. INTRODUCTION . N L
As described in Figurel, a systematic literature

A systematic literature review or a systemati(!eVieW (SLR) consists of several activities. These
d’;lctivities can be grouped into three phases, as

review is a means of identifying, evaluating an
(Iiollows:

interpreting all available research relevant to
particular research question, or topic area, or
phenomenon of interest.[2] *  Planning the review
e Conducting the review

The systematic literature review methodology has a *  Reporting the review
well-defined methodological steps or protocol. The
methodological steps , search strategy and resear@ystematic reviews require considerably more
question are explicitly defined so that othegffort than traditional reviews, and currently, mos
researchers can reproduce the same protoco|'[2] of its activities are done manually. Automating the

SLR process will reduce most if not all of the

There are many reasons for undertaking Ruman effort and time consumed to conduct it.

systematic review. The most common reasons are:
to summarize the existing evidence concerning Bhe aim of our SLR is to see if there are any
treatment or technology, to identify any gaps itechniques, or methods or approaches in the
current research in order to suggest areas fdndurt literature that are used or can be used for SLR
investigation and to provide a processautomation in any of its phases and how
framework/background in order to appropriatelgffective they are.
position new research activities.[3].
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Figurel: Systematic literature revigwocess|[3].

2. METHOD

Tablel:PICOC Criteria For The Research Question

Resear ch question
An approach used to formulate research questi

Population

Studies about SLR automation or
any of its processes

is to use PICOC criteria. Using this approach t

Tntervention

All possible techniques

research question structured in: 1.popoulation.

Comparison

None

Intervention. 3. Comparison 4.0utcomes. 5.Cont
The attributes of our research question are show

tablel

*Sutcome
ni

Techniques that support to condu
SLR and to which SLR stage it is g
can be applied.

=

Context

None
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The research questions addressed by this study are  2-
as follows:

RQ1: what arethetechniquesthat support SLR 3
processes and how good they are?
RQ1.1: what are the SLR processes that

have been done automatically?

RQ1.2: what are the techniques that

(knowledge OR sentence OR information
OR data) AND (extraction OR discovery
OR mining)

Documents AND (classification OR
categorization OR summarization OR
clustering) AND (methods OR technique
OR approach)

Data source

support each process?

Databases to be searched for the primary

RQ1.2: how effective are they? studies are:
Here we want to know what are the processes of 1- IEEE
SLR that have been supported by computer and 2- AC,M d'g'tal library .

. _ 3- Science direct- Elsevier
what are the techniques that support the different 4- Scopus — Elsevier
processes of the SLR and how they are effective. 5-  Wiley online library

6- Google scholar

RQ2: Isthereany similar processto SLR in the
literature? How it is supported by computer ?

RQ2.1: what are the processes that similar "clusion and exclusion criteria

to each SLR process?
RQ2.2: how it is supported by computer? 1-
Here we want to see what are the processes that are 2-

similar to each SLR stage and how it can be done 3-
automatically or what are the techniques used for
these processes.

Search strategy
The strategy used for searching is automatic search
Search Strings

For the search string we take terms from research 4-
questions, alternative terms and synonyms and join

the string using AND, OR connectors.
Stringsfor RQ1:

(strategies/methods/supporting/facilitate/autonhate/ 1-
echnique/ approach/ supporting/searching/ relevant

categorization/ classification/screening/ Reduce )
workload/ Data/knowledge/sentence/results/ 4

information extraction/collection/
presentation/summarization) AND SLR OR
(systematic reviews OR systematic literature review

Included studies

Journal and conference papers.
Publications written in English language.
That propose/implement/suggest
methods/techniques to automate SLR
complete process or automate any of SLR
stages or similar process or
sentence/knowledge/data extraction or
documents classification/ categorization/
prioritization/ summarization

survey study about automatic SLR
generation or any of it is stages.

Excluded studies

That describe theoretical aspects of SLR
Guidelines for doing SLR

SLR about other issues (not about SLR
automation).

Studies that using manual techniques.

These criteria will be applied to the title, keydsy

OR meta-analysis OR scoping review OR evidenc@bStraCt and conclusion. This protocol will be

based OR Mapping studies OR systematic mappin
OR scoping review).
Stringsfor RQ2:
1- (searching OR grouping OR clustering)
AND (relevant articles OR papers OR
(similar articles OR papers)

beviewed by our supervisor.

Quality assessment
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Table2 Quality Assessment Criteria reading the full paper. Tablel and Table2 in
no | question answer appendix B summarize the data extraction process.

1. | Is the technique or method Yes/no/partial _
used clearly stated? Data Synthesis process

2. | Does the article address oh&'es/no/partial For RQ1.1 synthesized data from all studies show
of the research questions? that the study selection(initial screening and

3. | Does the article document| Yes/no/partial reviewing or validation of the selection process),
the procedure used to data extraction and synthesizing have an

validate its technique or automation support. The collected data show that
method used? the process which have more automatic support is

4. | Is it not a duplicate paper? Yesinolpartial the study selection process. It is very important t

notes that there is no automatic support for the

planning and the reporting phases of the SLR

Sear ch process process.

The following table contain the results of the shar For RQ1.2 the collected data show that For the

on the specified databases using the search stringstudy selection process the techniques used for the
for RQ1 and RQ2, our search start 3/5/2013 and documents classification are the machine learning

end 11/5/2013. classifiers listed below:
Table3:Search Process Preliminary Results (1)Complement Naive Bayes
(2) Discriminative Multinomial Naive Bayes
Search| Inclusion | Removing | Inclusio (3) Alternating Decision Tree
results | by title duplicates | n by (4) AdaBoost (Logistic Regression)

abstract | 5y AdaBoost (j48)

;Snlg 2922 | 251 211 50 (6) Support vector machine learning algorithm
RO2 | 1183 | 192 190 6 (7) A voting perceptron-based o
string In one paper graph representation is used as a

technique to support the data extraction, for the
search process a meta search is used in one paper
and in another one the text mining is used to
improve the search strategy by using an associative

Duri . . . 3earch and lastly a sentence extraction for multi
uring this process we apply the inclusion and ‘ ation i dt tth
exclusion criteria to the full study, starting with6 ocuments summarization 1S used fo support the

studies plus 3 from one of the included studiegata synthesis process

reference For RQ1.3 the collected data show that the
' reduction of the human workload between 20%-

_ . . . 50%, the papers about study selection reportin

The initial screening end with 40 relevant studies o bap y ) p 9
. . that no loss of relevant data and no inclusion of

And a review process by the author started with the elevant one

. . . Ir
same population along with the quality assessme { .
pop 9 q y or RQ2.1(what are the processes that similar to

criteria. A weight assigned to each study accordingach SLR process?), there are processes that are

to this rule (yes=1,partial= 0.5 and no=0), inchgli . AT S

papers with the weight(2 to 4) only. S|m|I§r to the study selectlon.procless: filteripgus
emails, news articles classification and data loss

prevention. For Data Synthesis, similar process i

Research paper recommender system and for

_ . reporting the review the similar processes are
Data extraction process was carried out on Zgummarization of multiple news documerdsd

papers that passes the inclusion/exclusion Che%lﬁmmarization of dissertation abstracts. But no
and the quality check, the data extracted after

Studies selection process

Data extraction process
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similar process for planning the review process andPPENDIX A

data extraction process.
For RQ2.2( how it is supported by computer?)the following are references for the included stsdi

from the collected data the processes that a}gat referenced by S
similar to the study selection process supported q—’(EFERENCES
using a machine learning classifiers, the data

synthesizing is supported by using SCUuBA7j cohen, A., Hersh, W., Peterson, K., & Yen, P.,
algorithm, and for reporting the review process "Reducing workload in systematic review
sparse predictive classification framework is used preparation using automated citation
in additon to the hierarchical variable-based classification",2006.

framework. [2] Tomassetti, F., Rizzo, G., Vetro, A., Ardito,,L
"Linked Data approach for selection process

3-Discussion of the results : . . : .
. . automation in Systematic Reviews",31-—
From the obtained results there are processes in 35 2011

SLR(planning and reporting the review) that haves] Felizardo, K. R., Andery, G. F., Paulovich, F.
not been supported by computer and more research V., Minghim, R., Maldonado, J. C., "A visual
on these processes needs to be undertaken. analysis approach to validate the selection
From our survey there are similar processes to SLR ~ review of primary studies in systematic
processes and it is supported by computer, because €Views",  Information and  Software

i i ; Technology54(10), 2012,1079-1091.
of its effectiveness the technologies used can ttg] Bekhuis T8 Demnat-Foshman. D, "Towards
applied to the SLR processes that have n L » Do

automating the initial screening phase of a
computer support specially reporting the review  systematic review", Studies in health
process because it is the summary of the overall technology and informatic60(Pt 1), 146—
process. 50,2010.

4-Conclusion [5] Wallace, B. C., Trikalinos, T. a, Lau, J.,

In this paper we present a result of a systematic Brodley, c. SChm'_d' C. H "Ser_nl-automated
screening of biomedical citations for

literature review aimed to mve;ﬂg_ate the use_ of systematic reviewsBMC bioinformatics11,
computer to support systematic literature review 55 2011,

processes, to identify the systematic literaturgs] Ananiadou, S., Rea, B.,"Supporting systematic
processes that support by computer. The SLR study reviews using text mining”,2009.

give us an identification of the current state of7/]  Cohen, ~A.  M."Optimizing feature

research and techniques to support research gaps 'epresentation for automated systematic
and future work review work prioritization", AMIA ... Annual

Symposium proceedings / AMIA Symposium.
AMIA Symposiuml21-5,2008.

REFRENCES: [8] Cohen, A. M., Adams, C. E., Davis, J. M., Yu,
[1] Kitchenham, B., & Charters, S.,"Guidelines for C., Yu, P. S,, Meng, W., Duggan, L., et al.
performing systematic literature reviews in ,'the Essential Role of Systematic Reviews ,
software engineering”, 2007. and the Need for Automated Text Mining

Tools",376-380,2010.
[2] Kitchenham, B."Procedures for performingl® Cohen, A. M., Ambert, K., & McDonagh,

systematic reviews'Keele, UK, Keele University M."Cross-topic  learning ~ for  work
2004. prioritization in systematic review creation
[3] Brereton, P., Kitchenham, B. a., Budgen, D., ~ @nd update”, Journal of the American
Turner, M., & Khalil, M.,"Lessons from applying Medical Informatics Association JAMIA,

the systematic literature review process within the 16_(5)’ 690-704. )
software engineering domainJournal of Systems [10] Felizardo, K. R., Nakagawa, E. Y., Feitosa, D.

and Software80(4), 2007. 571-583. Minghim, R., "An Approach Based on Visual
’ Text Mining to Support Categorization and

Classification in the Systematic
Mapping”,2009.
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[11] Frunza, O., Inkpen, D., & Matwin, S. based anti-spam filtering with personal e-mail
,"Building  systematic  reviews  using messages"Proceedings of the 23rd annual
automatic text classification techniquestie international ACM SIGIR conference on
23rd International Conference on Research and development in information

(12]

Computational Linguistic010

retrieval - SIGIR '00160-167,2000.

Kouznetsov, A., Matwin, S., Inkpen, D.,[21] Hart, M., Manadhata, P. K., Johnson, R., &

"Classifying biomedical abstracts using
committees of classifiers and collective
ranking techniques"Advances in Atrtificial

Manadhata, P.,"Text Classification for Data
Loss Prevention AbstraciText Classification
for Data Loss Prevention",2011.

Intelligence, 22nd Canadian Conference orj22] Pandey, U., Chakraverty, S., Juneja, B., Arora

Artificial Intelligence, Canadian Al 2009,
Kelowna, CanadaMay 25-27, 2009.

[13] Malheiros, V., Hohn, E., Pinho, R., Mendonca,

(14]

(15]

(16]

M., & Maldonado, J. C. ,"A Visual Text
Mining approach for Systematic Reviews".

First International Symposium on Empirical [23]

Software Engineering and Measurement
(ESEM 2007)245-254,2007.

Matwin, S., Kouznetsov, A., Inkpen, D.,[24]

Frunza, O., & O’'Blenis, P.,"A new algorithm
for reducing the workload of experts in
performing systematic reviewsaurnal of

the American Medical Informatics
Association JAMIA, 17(4), 446-53,2010.
Rizzo, G., Tomassetti, F., Ardito, L.,

Torchiano, M., & Morisio, M.,"Semantic
Enrichment for Recommendation of Primary
Studies in a Systematic Literature Reviety",
1-5,2012.

Felizardo, K. R., Riaz, M., Sulayman, M.,
Mendes, E., MacDonell, S. G., & Maldonado,
J. C.)" Analysing the Use of Graphs to
Represent the Results of Systematic Reviews
in Software Engineering”, 2011 25th
Brazilian Symposium on Software
Engineering 174-183,2011.

[17] Miratrix, L., Gawalt, B., Yu, B., Ghaoui, L.IE

(18]

& Berkeley, U. C., "datasparse methods and
human validation", 1-30,2011.

Ou, S., Khoo, C. S. G., Goh, D. H.,
"Constructing a taxonomy to support multi-
document summarization of dissertation

abstracts", Journal of Zhejiang University
SCIENCE 6A(11), 1258-1267,2005.

[19] Agarwal, N., Haque, E., Liu, H., & Parsons,

L., A subspace clustering framework for
research group collaborationlhternational
Journal of Information Technology and Web
Engineering,30,11-24,2006.

[20] Androutsopoulos, I., Koutsias, J., Chandrinos,

K. V., Spyropoulos, C. D. , "An experimental
comparison of naive Bayesian and keyword-
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Appendix B
Forml : to answer research question1(RQ1): whath@&réechniques that support SLR processes and how
good they are?

Study | A ythor (s) L Date | Method/technique PEEITENES Effectiveness
Id process measur ements

S1 Cohen, A., Machine learning Recall , precision Reduction in the
Hersh, W., based classifier : and F-measure number of
Peterson, Study 2006 A voting perceptron- articles needing
K., & Yen, selection based automated manual review(3
P. citation classification for each

15(20%))
Improving the
Tomassetti, Extending second step in
. . SLR by filtering
F., Rizzo, Stud technologies in the the possible
S2 G., Vetro, y 2011 field of the linked data| Recall P
selection g ; studies and
A, & and text mining(Naive :
) o automatically
Ardito, L. Bayes classifier) ; .
discarding non
relevant ones
The results have
. shown that
Felizardo,
K R employment of
o VTM techniques
Andery, G. can successfull
F., Study Visual text mining T y
. . ) assist in the
aulovich, | selection (VTM): X .

S3 . 2012 Selection Review

F.V., (review or 1- Content map )
L S - task, speeding up

Minghim, validation) 2- Citation map X

R. & the entire SLR

Maldonado, process In
comparison to the

J.C. ;
conventional
approach.

S4 Bekhuis, T., 2010 Supervised machine | Mean recall , mean | EvoSVM with a
Demner- learning precision and radial or
Fushman, D Three types of harmonic mean of | Epanechnikov

classifiers: equally-weighted kernel may be an
Study . - .
. 1.decision trees. precision and recall | appropriate
selection . o
L 2.EovSVM (F1); classifier when
(the initial A .
. 3. weightily averaged observational
screening .
hase) one-dependence stgcjles are
P estimator (WAODE) eligible for
inclusion in a
systematic
review.

S5 Wallace, B. 2010 Machine learning — The algorithm is
(o support victor able to reduce the
Trikalinos, machine(SVM) number of
T. a, Lau, J., Active learning citations that
Brodley, C., strategy must be screened
Schmid, C. manually by
H. Study. nearly half in two

selection

(citation of these, and_ by
. around 40% in

screening

the third, without
excluding any of
the citations
eligible for the
systematic
review.
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S6 Ananiadou, 2009 -Text mining improves micro-average F1-
S., Rea, B. the search strategy by| measure and the
using an associative | multi-topic accuracy
search which discovers
Searching, the set of documents
Screening most similar to a given
and document.
Synthesizin -Document
g classification using
support vector
machine(SVM)
-Adaptable multi-
document
summarization

S7 Cohen, A. 2008 -machine learning “AUC" The best feature

M. techniques using the area under set used a
-documents the receiver combination of n-
classifications operating curve as a gram and MeSH
(classification measure of features. NLP-

Study ) .

selection including goodness. based features
feature systems were not found to
unigram, n-gram, improve
MeSH, and natural performance.
language processing
(NLP) feature)

S8 Cohen, A. 2010 -meta-search time and effort the text mining-
M., Adams, -classifier(SVM measurements based pipeline for
C.E., based) (comparing accelerating
Dawvis, J. clustering systematic
M., Yu, C., -ranking reviews in
Yu, P.S,, evidence-based
Meng, W., medicine will
Duggan, L., decrease the
et al. manual burden of

systematic
. reviewers during

- searching he literature

- study the I ratu

selection coII.ectlon and
review process,
and increase the
proportion of
reviewer time
spent
synthesizing
evidence,
performing meta-
analyses, and
considering
results.

S9 Cohen, A. 2009 - support “AUcC" On average, the
M., Ambert, vector using the area under method improves
K., & machine the receiver performance by
McDonagh, d learning operating curve as a about 20%, when
M. (n.d.). study algorithm measure of the amount of

selection . o
was goodness. topic-specific
evaluated training data are
with cross- scarce.
validation
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S10 Felizardo, 2009 Visual text mining Effort reduction
K.R.,, (VTM) to conduct
Nakagawa, systematic
E.Y., mapping can be
Feitosa, D., study achieved, since
Minghim, . the approach is

selection .
R., automated using
Mapping, a supporting tool.
S, &
Mining, V.
T.

S12 Frunza, O., 2010 machine learning Recall, precision Our goal of
Inkpen, D., technique- CNB improving the
Matwin, S. (Complement Naive recall level from

Bayes) classifier the first level of
screening is
achieved, since

Study when both the

selection classifier and the
human judge are
integrated in the
workflow, the
recall level jumps
from 79.7% to
92.7%.

S13 Kouznetsov 2009 machine learning Recall, precision 1-The
A., Matwin, technique- a experiments
S., Inkpen, committee of demonstrate that
D., Razavi, classifiers: a committee of
A. H. machine learning

(1)Complement Naive classifiers can
Bayes rank biomedical
(2) Discriminative research abstract
Multinomial Naive with a confidence
Bayes level similar to
(3) Alternating human experts.
Decision Tree 2-

(4) AdaBoost (Logistic The ranking

Regression) approach allows

(5) AdaBoost (j48) selecting
abstracts that are
classified as

Study relevant or
selection non-relevant with
high level of
prediction
confidence
3-
We tried our
approach on data|
used in a
real case
systematic
review.
The papers

selected with our
ranking method
are classified by
the machine
learning
technique with a
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recall of 91.6%
and a precision of
84.3% for the
class of interest.

S14 Malheiros, 2007 Visual text Precision precision of
V., Hohn, mining(VTM) 83.87%

E., Pinho,

R., Study
Mendonca, | selection
M.,

Maldonado,

J.C.

S15 Matwin, S., 2010 factorized version of | (WSS) at no less
Kouznetsov, the complement naive| than a 95% recall The minimum
A., Inkpen, Bayes (FCNB) was workload
D., Frunza, classifier reduction for a
0., systematic review
O’'Blenis, P. for one topic,

achieved with a
FCNB/WE
classifier, was
8.5%; the
maximum was
62.2% and the

Study average over the

selection 15 topics was
33.5%. This is
15.0% higher
than the average
workload
reduction
obtained using a
voting
perceptron-based
automated
citation
classification
system.

S16 Rizzo, G., 2012 an automated pre- Results show a
Tomassetti, selection approach reduction of the
F., Ardito, based on text mining manual workload
L., and semantic of 18% that a
Torchiano, enrichment techniques. human researche
M., & has to spend. As
Morisio, M. baseline, we

compared the
enriched

Study approach with

selection one based on a
normal
Multinomial
Naive Bayes
classifier. The
improvements
range from 2.5%
to 5% depending
on the dimension
of the trained
model.

S11 Felizardo, | pata 2011 Graph representation - Graphs were
K. R., Riaz, extraction more efficiently
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M., understood

Sulayman, - there is

M., Mendes, reduction in time

E.,

MacDonell,

S.G., &

Maldonado,

J.C.
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Form2 : to answer research question2 (RQZ2): Iethay similar process to SLR in the literature? Hioa/
supported by computer ?

Study | Author(S) date | SLR process | Similar process Techniques/methods
Id
S17 Miratrix, L., Gawalt, | 2011 | Reporting the | summarization of | sparse predictive classification
B., Yu, B., Ghaoui, L. review multiple news framework
El, Berkeley, U. C. documents
S24 Ou, S., Khoo, C. S. | 2005 | Reporting the | summarization of | hierarchical variable-based
G., & Goh, D. H. review dissertation framework to integrate four kinds
abstracts of information—research concepts
relationships between variables,
contextual relations, and research
methods extracted from different
documents, and gives the user a
map or overview of a specific
topic which the user can explore
and zoom in for more details.
S18 Agarwal, N., Haque, | 2006 | Data Research paper a scalable subspace clustering
E., Liu, H., & Synthesizing recommender algorithm(SCuBA)
Parsons, L. systems
S19 Androutsopoulos, I.,| 2000 | Study selection Anti-Spam Naive Bayesian classifier
Koutsias, J., Filtering
Chandrinos, K. V., &
Spyropoulos, C. D.
S20 Hart, M., Manadhata} 2011 | Study selectio Data loss Support vector machine(SVM)
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