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1. Abstract 

A kinetic model is proposed to describe the structure and rate of advancement of the growth front during 

crystallization. Solidification occurs through the mechanisms of surface nucleation and lateral spreading 

of the solid phase within layers in the vicinity of the growth front. The transformation from liquid to solid 

within each layer is described by an equation similar to the two-dimensional variant of the Johnson-Mehl-

Avrami (JMA) equation, but in which the finite size and shape of the critical nucleus and the dynamic 

evolution of the solid fraction of the underlying layers are taken into account. Connection to the Regime 

theory of Hoffman and co-workers, for surface nucleation and spreading in one or two dimensions, is also 

made. Given only molecular level information regarding surface nucleation rates, lateral spreading rates 

and critical surface nucleus geometry, the resulting set of coupled nonlinear equations for solidification in 

each layer is numerically integrated in time to obtain the structure and rate of advancement of the growth 

front, for arbitrarily large systems and long times. Using this kinetic model with input parameters 

obtained from molecular dynamics simulations, a multi-scale modeling analysis of crystal growth in n-

pentacontane (C50) is performed,.  
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2. Introduction 

In the first paper of this series1, we report a study of crystal growth from the melt of n-pentacontane (C50) 

by molecular dynamics simulation.  Using a mean first passage time analysis, the distinct rates of surface 

nucleation and spreading within a molecular layer at the crystal growth front were quantified as functions 

of temperature, along with the size and shape of the critical surface nucleus.   However, given current 

computational limitations, such simulations were limited to just enough layers (n=9) to observe steady 

state propagation of the growth front away from the substrate.  In order to describe bulk crystallization of 

C50, a kinetic model is required that employs as input parameters the kinds of quantities that can be 

estimated by atomistic simulations and whose structure is consistent with the nature of crystal growth 

revealed by the atomistic simulations. 

  

A logical starting point for modeling the crystallization of chain molecules like C50 is the surface 

nucleation model of Lauritzen and Hoffman (LH), first proposed to explain the growth of lamellar 

crystallites in polymers and the temperature dependence of the lamellar thickness.2,3 According to LH 

theory, propagation of the crystal growth front proceeds in two steps: (1) an activated surface nucleation 

event in which one or a few chain stems attach within a molecular layer at the crystal growth front, and 

(2) lateral, one-dimensional (1D) spreading of the surface nucleus through the addition of more chain 

stems. Subsequent development of the model4,5,6 was undertaken to account for the existence of three 

regimes, depending upon the relative rates of surface nucleation and spreading (to distinguish Regimes II 

and III) and whether the underlying substrate is sufficiently small to witness only one or a few nucleation 

events within a layer at the given rates (to distinguish Regimes I and II).   Regime I is consistent with 

experimental observations in polymers at shallow supercoolings (up to ΔT=Tm–Tc of about 17°C, or 

ΔT/Tm~0.12 for polyethylene5), where the nucleation rate is relatively slow and the spreading rate is 

sufficiently fast that a single nucleation event is sufficient to cover the substrate.  Regime II is observed 

for deeper supercoolings, where the nucleation rate is fast enough relative to spreading and substrate size 
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that multiple nucleation events occur within a layer.  Regime III was incorporated into LH theory 

significantly later, to explain experimental observations7 observed at still deeper supercoolings 

(ΔT/Tm>0.16 for polyethylene6), where the nucleation rate is relatively fast and spreading is slow so that 

multiple nucleation events occur within a layer and on multiple layers simultaneously. LH theory and the 

existence of these three regimes of growth are supported by experimental observations in numerous 

polymer systems8,9,10. The details of the original model have been debated since its conception;11,12 

nevertheless, the concept of surface nucleation remains fundamental to many of the prevailing theories.  

LH theory provides analytical equations for crystal growth as functions of nucleation rate and spreading 

rate in each of the three regime limits; it does not attempt to describe quantitatively the crystal growth rate 

within the transitions between regimes. Importantly, because it assumes from the outset that chain 

segments deposit as entire stems, the LH model is inherently 2D, and it does not consider the structure of 

the critical nucleus explicitly. In contrast to this, molecular dynamics simulations of C50 indicate that the 

critical surface nucleus comprises about 20 CH2 groups, much shorter than the final extended chain length 

in the crystal, and that it spreads nearly isotropically in both surface dimensions.1 Numerous on-lattice 

Kinetic Monte Carlo simulations, in which individual segments or entire stems were added or subtracted 

at the growth front according to assumed kinetics, have been performed.13,14,15,16,17.  The earliest of these 

models were generally of the type called “solid-on-solid” (SOS), in which solid material can deposit only 

upon solid material in the underlying substrate.18 These simulations have allowed critical examination of 

many of the conditions inherent to LH theory, but have not resulted in significant revisions to the 

analytical form of the theory.   

 

An alternative approach is that used to describe crystallization kinetics in bulk systems, including 

polymers. The equations for overall crystallization kinetics were proposed initially by Kolmogoroff19 and 

developed concurrently by Avrami20,21,22 and by Johnson and Mehl23. An alternative approach by Evans24 

led to similar equations. In this approach, nucleation events are typically distributed randomly at the onset 

of crystallization (“instantaneous nucleation”) or are assumed to develop at a certain rate (“spontaneous 
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nucleation”) within a volume Vo of untransformed (i.e. molten) material; a formulation of the model 

capable of treating temporally random nucleation events has also been presented25,26. The subsequent 

growth of these stable clusters in one, two or three directions gives rise to volumes (i.e. rods, disks or 

spheres, respectively) of transformed (i.e. solid) material that grow to impingement. In one of its more 

general forms, the Johnson-Mehl-Avrami (JMA) equation describing XV(t), the fractional volume V(t) of 

transformed material at constant temperature, can be written as follows:25  

 XV (t) =
V (t)
V0

=1− exp −Cπ F(t ')
0

t

∫ G(s)ds
t '

t

∫⎡⎣⎢
⎤
⎦⎥

n

dt '
⎛

⎝⎜
⎞

⎠⎟ . (1) 

Here F(t) and G(t) are the (constant or time-varying) nucleation and growth rates, respectively. The 

parameters C and n may assume values indicative of the different modes of nucleation – e.g. 

instantaneous or spontaneous – and the growth dimensionality.  In this form, Eq. (1), the transformed 

volume associated with a nucleation event is assumed to be negligible.  It is usually assumed that the 

sample volume V0 is fixed and the growth rate G(t) does not depend on the extent of transformation. 

Reviews of this method are available.27,28 The JMA equation can be applied generally to a variety of 

phenomena (e.g. phase change, degradation, fracture, explosion, etc.)25 and thus enjoys a wide range of 

applications.  

 

Intermediate between these two well-known approaches is a layer-by-layer model in which the sequential 

transformation of each layer is modeled using a 2D JMA equation. Such an approach has been used by 

Bauer,29 Kashchiev, 30 and Dubrovskii31 to describe the deposition of crystals and thin films on substrates.  

In these models, the deposition of material on the substrate forms the first layer; further deposition of 

material upon the first layer forms a second layer, and so on for third and subsequent layers, as the film 

thickens. This pattern of growth has been called “layered growth”, to distinguish it from “dislocation 

growth” or “spiral growth”, in which deposition occurs at the leading edge of a screw dislocation and the 

film thickens without the formation of discrete layers32; the classical theories of crystal growth in 
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polymers are of the “layered growth” type. Importantly, in these models the substrate upon which the first 

layer forms may be a foreign surface, but subsequent layers of the depositing material nucleate and spread 

upon substrates comprising like material.  Unlike the usual JMA theory where the initial volume V0 (or 

area A0 in 2D) is fixed for purposes of the entire transformation process, in this layer-by-layer approach 

A0 is fixed only for the first layer; in all subsequent layers the kinetics of film deposition (or 

solidification) depend not only on the unsolidified area of that layer, but also on the solidified area of the 

layer upon which it deposits, both of which vary dynamically in time.  The result is a model of the SOS 

type that comprises a set of coupled nonlinear equations. These equations have been solved analytically 

for a few particular cases30,31, but more general examinations of deposition kinetics again resorted to 

Monte Carlo simulations.33,34 

 

The crystallization of polymers and other materials is often accomplished with the aid of additives. Such 

additives may be dispersed molecularly or as particles of some finite size, and act as nucleating agents to 

enhance or otherwise modify crystallization kinetics or the morphology of crystallized material. In JMA 

theory, such nucleating agents are typically assumed to be infinitesimally small compared to V0, and their 

action is taken into account through the nucleation kinetics20,21.  Compared to the scale represented by a 

molecular simulation, however, even particulates as small as a few 100’s of nm are more appropriately 

treated as foreign surfaces upon which nucleation occurs heterogeneously; the surface lowers the 

activation barrier for nucleation, so that heterogeneous nucleation of surface clusters occurs in preference 

to or in addition to homogeneous nucleation of primary clusters within the bulk.  For heterogeneous 

nucleation occurring on the surface of a foreign particle, the analogy to layered growth is apparent.  

 

In this work, we derive the layer-by-layer kinetic model for crystallization from a foreign substrate into 

the melt by adapting the derivation for kinetics of crystallization by Johnson and Mehl.23 In particular, 

crystal growth away from a substrate is modeled as the coupled evolution of crystallinity within distinct, 

2D molecular layers.  Consistent with molecular level simulations, the size of the critical surface nucleus 
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is allowed to be finite, and the subsequent spreading of that cluster may occur in either one or both 

directions within a layer.  At this stage, chain connectivity is only implied; one of the directions is 

assumed to be that of the chain axes, but neither full extension of the chain nor chain folding are taken 

explicitly into account.  Nevertheless, this treatment is consistent with our observations of crystallization 

of C50 by molecular dynamics,1 where chain connectivity is fully respected, and full extension occurs 

only in the latest stages of layer completion. This kinetic model is shown to reproduce Regime II and 

Regime III behavior of LH theory, as well as their dependence on critical nucleus size and spreading 

dimensionality. Additionally, a mean “roughness” of the growth front is calculated, and its behaviors in 

Regimes II and III are shown to be consistent with the results of Monte Carlo simulations by Guttman and 

Dimarzio.13 Unlike the local measure employed by Guttman and DiMarzio, however, the mean roughness 

of the growth front calculated here could be amenable to experimental verification.  Lastly, we apply this 

model to the case of C50 crystallization, using parameters obtained directly from molecular dynamics 

simulations.1 To our knowledge, this is the first demonstration of a multi-scale (atomistic-continuum) 

model for crystallization of chain molecules. 

 

3. Theory 

The kinetic theory developed here describes the layer-by-layer growth of a solid phase from a 

supercooled (or supersaturated) liquid with the aid of a substrate, which may be either the same as or 

different from the solid phase that forms upon it. For simplicity, the model assumes that the initial 

substrate surface is flat, with area A0, at time t = 0.  The layers of solid that form upon the substrate are 

indexed by k = 1, 2, 3, … kmax as shown in Figure 1 with each layer k – 1 serving as the substrate for the 

next layer, k. In accord with the LH model, we envision these layers to be molecularly thin, with 

thicknesses hk. Any substrate of finite size R >> hk should be well approximated by the flat surface 

employed here. Solidification occurs through propagation of the solid-liquid interface into the 

supercooled liquid and the accompanying growth of the solid phase at the expense of the liquid.   
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Figure 1. Schematic of layer-by-layer solid growth from a supercooled liquid phase atop a substrate of 

area A0. Deposition in one or two dimensions occurs through nucleation of new clusters of area A* in each 

layer at a rate ik, and through spreading of existing clusters in each layer at a rate sk. Each layer has a 

constant thickness hk. At any instant in time, the effective position of the growth front (D) can be 

measured.  Propagation of the growth front occurs at a rate G=dD/dt. 

 

Propagation or growth of the solid phase is made possible by the formation of pseudo-two dimensional 

surface nuclei randomly on the substrate layer k – 1, followed by spreading of such nuclei within the layer 

k. In accord with the idea of “solid-on-solid contact”, surface nuclei can only form on a substrate layer 

that has attained a sufficient solid fraction itself to support nucleation, and these nuclei can spread to be 

only as large as the underlying solid layer itself. In this regard, the kinetic model proposed here, like those 

of Kashchiev and of Dubrovskii, is similar to a two-dimensional variant of the JMA equation. However, 

since the area of the substrate layers themselves in layers k > 0 evolve with time, the area of material 

available for solidification is dynamic, and may either increase or decrease with time, in contrast to V0 of 

JMA theory. Consistent with our molecular level interpretation of the layer thickness, we consider the 

surface nucleus to be of finite size A*. 
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To begin, one can write the following equation for the differential change in area of a section of solid 

material within a layer: 

 dA = brαdr , (2) 

where A is the area of a solid section within a layer, r is the characteristic size of the growing solid section, 

and α and b are parameters that depend upon the dimensionality of spreading within the layer. For 

isotropic radial spreading within a pseudo-two dimensional layer of material, b = 2π and α = 1. For the 

particular case adopted by LH theory, where the surface nucleus comprises a single, fully extended 

molecular stem, and spreading proceeds by the subsequent deposition in one dimension of adjacent, full 

length stems, α = 0 and b is the lamellar thickness, ℓ .  

 

The linear dimension at time t of a growing solid section that started at time τ as a surface nucleus of 

critical size r* is given by r = r* + s(t – τ) where s is the lateral spreading rate. The differential change in 

area thus has two contributions, one due to the creation of the critical nucleus and the other due to 

spreading of that nucleus to form a cluster.  The differential change in area is thus evaluated piecewise.  

At any time t, the contribution due to new nuclei that form at time τ = t is  

 dA(n) = b r*( )α+1
δ (t −τ )

,
 (3) 

while the contribution due to spreading of older clusters that formed at any τ < t  is 

 dA(s) = bs r* + s t −τ( )⎡⎣ ⎤⎦
α
dt . (4) 

The nucleation of such solid sections in layer k depends on the area of solid material in its substrate layer 

k – 1. For this purpose, one can write 

 dnk = ik Ak−1(τ )dτ , (5) 

where dnk is the number of nuclei formed in layer k in a short time interval dτ at time τ, ik is the surface 

nucleation rate in layer k and Ak–1(τ) is the solid area in layer k – 1 at time τ.  The total change in solid 

area within layer k in the interval dt can then be written as follows: 
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dAk

I = dA(n) + dA(s)⎡⎣ ⎤⎦dnk

       = bkik Ak−1
I t( ) rk*⎡⎣ ⎤⎦

αk +1
+ bkik sk Ak−1

I τ( ) rk* + sk t −τ( )⎡⎣ ⎤⎦
αk dτ

t0,k

t

∫{ }dt             (6) 

Here, the integral on the right hand side accounts for the cumulative spreading of all clusters that 

nucleated at any time t0,k < τ < t , where t0,k is the first time point at which the solidification in layer k – 1 

is sufficient to support a nucleation event in layer k. The superscript Roman numeral I has been 

introduced to distinguish the total extended solid area within a layer k from that of the individual solid 

sections that it comprises. Thus, a layer may solidify by multiple surface nucleation events, by spreading 

of clusters to fill the layer, or a combination of both. The subscript k introduced for parameters b, α, s, i 

and r* permits distinct kinetics for each layer k. For growth front propagation in a crystallizing polymer 

melt, the distinction is unnecessary because all layers exhibit the same characteristic molecular rates. 

However, for crystallization near a foreign substrate, crystal lattice mismatch and differences in surface 

energies between the substrate and the depositing phase leads to layer-dependent molecular parameters. 

 

Following the approach of Johnson and Mehl23, we next introduce Uk(t), the fraction of untransformed 

material remaining within layer k that is adjacent to solid substrate in layer k – 1 at time t, within which 

additional surface nucleation and spreading is possible: 

 

 
Uk (t) =

Ak−1
I (t) − Ak

I (t)
Ak−1
I (t) .

 (7) 

Then, Uk(t) is used to reduce the differential change in total “extended” area within layer k by an amount 

proportional to the untransformed fraction, to obtain the differential change in the actual area of solidified 

material:  
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dAk

II =Uk (t)dAk
I

       = bkikUk (t) Ak−1
I t( ) rk*⎡⎣ ⎤⎦

αk +1
+ sk Ak−1

I τ( ) rk* + sk t −τ( )⎡⎣ ⎤⎦
αk dτ

t0,k

t

∫⎡
⎣⎢

⎤
⎦⎥
dt

.

 (8) 

Here, the superscript Roman numeral II has been introduced to distinguish the differential change in 

actual area from that of the extended area, which only takes into account the dynamical evolution of the 

substrate.   

Given the set of parameters b, α, s, i, r*
 and the initial substrate area A0, a set of equations of the form of 

Eq. (8) for k = 1, 2, 3… kmax can be numerically integrated in sequence. That is, Eq. (8) can be integrated 

forward one time step for k = 1 followed by integration for k  = 2, 3, and so on, because the rate of 

solidification dAk/dt of layer k depends on the solid area in layer k – 1.  MATLAB R2015a version 8.5 

was used to perform the integrations, using the routine ode45.  Throughout this work, tk,0 was set to the 

time at which Ak−1
II = A* = b r*( )

α+1
. 

 

Once the functions Ak
II(t) have been determined, the total fraction of transformed material in layer k, Xk(t), 

can be expressed relative to the original substrate area A0 using the relation, 

 Xk t( ) =
Ak
II t( )
A0 .

 (9) 

The average displacement D(t) of the solidification front is then, 

 D t( ) = hk X k t( )
k≥1
∑

.
 (10) 

The propagation of the solidification front, or growth rate G(t) is expressed by 

 G t( ) =
dD t( )
dt .

 (11) 

 

It can be verified that the instantaneous displacement of the interface, D(t), as expressed in Eq. (10) is 

numerically equivalent to the location of a Gibbs dividing surface that identifies the crystal-amorphous 



 12 

interface. The discrete summation of the differences between the true crystallinity profile and the Gibbs 

dividing surface for each layer vanishes when the step function is located at zk = D(t):   

 Xc,int = H (D(t) − zk ) − Xk (t)⎡⎣ ⎤⎦hk = 0
k
∑

.
 (12) 

where zk = hjj=1

k
∑ is the height of layer k, Xk decreases with increasing k, and H(x) is the Heaviside step 

function. The squared roughness R2(t) of the crystal growth front at time t is then defined using the 

analogue of Eq. (12) that computes the distance-weighted deviation of the growth front from its mean 

position, as follows:  

 R2 (t) = H (D(t) − zk ) − Xk (t)⎡⎣ ⎤⎦ D(t) − zk⎡⎣ ⎤⎦hk
k
∑

.
 

(13) 

   

Finally, we note that solution of the model for fixed A0 yields layer-dependent behavior for the first few 

layers close to the initial substrate at k = 0, which we call the “near surface” behavior. This behavior holds 

even if the parameters of the model (h, b, α, s, i, r*
 ) are layer-independent, because only for layer k = 1 is 

Ak-1 = A0 = constant. For studies of heterogeneous nucleation, “near surface” behavior is also of great 

importance, but in such cases, the values (hk, bk, αk, sk, ik, rk
*) are expected to be vary with layer number 

for small values of k.  

 

4. Model Results  

4.1 General behavior of the model 

Here we consider only the simplest case, in which the substrate in contact with a supercooled melt is the 

solid phase of the same material. In this case, the kinetic parameters hk, bk, αk, sk, ik and rk
* have no layer 

dependence; henceforth, the subscript k is dropped.  Figure 2a shows the fraction of transformed material 

for the first several layers adjacent to a substrate of fixed area A0 under the conditions where the critical 

nucleus size is negligible and clusters spread isotropically. The shape of each Xk(t) profile for k > 1 is 
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nearly unchanged from the profile in the first layer, X1(t). For k ≥ 6, the curves are identical except for a 

constant time shift, representative of the waiting period between nucleation events in adjacent layers.  

 

    

  

Figure 2. (a) Layer-by-layer transformation, (b) rate of crystallization dXk/dt(t) within each layer and total 

rate of crystallization dX/dt(t) shown as the solid line, (c) displacement of the crystal growth front, and (d) 

surface roughness for a material crystallizing on its own substrate, for fixed area A0/h2 = 1000 for r* = 0, α 

= b = 1 and s/h = ih2 = 1 ns-1. 

 

Figure 2b shows the rate of crystallization dXk/dt within each layer, as well as the total rate of 

crystallization,  



 14 

 

 

dX dt = dX k dt
k≥1
∑ =G(t) h

.
 (14) 

 

The rate of conversion from melt to solid in each layer passes through a maximum, first increasing as 

both the area available in the underlying layer and the number of nuclei grow, then decreasing as the 

remaining fraction of untransformed material in the layer becomes depleted. From the heights of the 

maxima, it is evident that the rate of crystallization is fastest in the first layer (k = 1), since the entire area 

of the substrate is immediately available to support surface nucleation and spreading in this layer. 

However, crystallization becomes significant in layer k = 2 already when layer 1 is only about 30% 

crystallized; crystallization becomes significant in layer 3, when layer 1 is about 90% crystallized. Since 

the total crystallization rate is the sum of the crystallization rates in each layer, the total crystallization 

rate is slow initially, but increases to a steady state value by 10 ns as multiple layers become involved.  

 

Another way to examine the rate of crystallization is through the displacement D(t) of the crystal growth 

front, shown in Figure 2c. As indicated by Eq. (11), the slope of this curve gives the growth rate G(t). In 

accord with Figure 2b, propagation of the growth front is initially slow for small k, but increases to a 

constant value, G, within about 10 ns. The dashed line in Figure 2c illustrates the condition where growth 

is constant. This condition reflects the self-similarity of crystallization for each layer, which was observed 

for layers k ≥ 6 in Figure 2a. 

 

Figure 2d shows the instantaneous surface roughness R(t). Starting at t = 0, the roughness increases 

rapidly, but passes through a local maximum within the first 2 ns. From Figure 2a, it is clear that the 

dynamics of surface roughening in the first 2 ns are dictated by the dynamics in layer k = 1. In the 

absence of a second layer growing atop the first, Eq. (13) predicts that roughness would go through a 

maximum when X1 = 0.5, and approach R = 0 as the layer reaches completion. In reality, this behavior is 

avoided because layer k = 2 starts to crystallize around 1 ns, and the roughness increases again, eventually 
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leveling off by 10 ns at a roughness around R/h = 0.6. The oscillatory behavior of R(t) versus time is an 

artifact of the discrete nature of the layer-by-layer summation in Eq. (13) while D(t) varies continuously. 

 

Figure 3a shows the fraction of transformed material for the first several layers under the conditions 

where the nucleation rate is ih2 = 104 ns-1, several orders of magnitude greater than in Figure 2. Under 

these conditions, the crystallization behavior is qualitatively different from that in Figure 2. The profiles 

of Xk at large k are no longer merely shifted in time, but instead become increasingly broad with 

increasing layer number k. Similarly, Figure 3b shows the rate of crystallization dXk/dt within each layer, 

as well as the total growth rate, G(t)/h. Whereas the total growth rate rapidly reaches steady state, the rate 

of transformation within the individual layers varies significantly with layer number k. dXi/dt decays 

exponentially from a peak at t = 0, while the peak transformation rate in subsequent layers decreases with 

increasing layer number k, and the number of layers actively contributing to the overall growth rate 

increases with time.  

 

Figure 3. (a) Layer-by-layer transformation, (b) rate of crystallization dXk/dt(t) within each layer and total 

rate of crystallization dX/dt(t) shown as the solid line for fixed substrate area A0 for r*/h = 1, α = b = 1, 

s/h = 1 ns-1 and  ih2 = 104 ns-1.  
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Figure 4 shows the growth rates G as functions of the constituent parameters s, i and r*. Results are 

presented for both 1D (α = 0) and 2D (isotropic, α = 1) spreading. In Figure 4a, the growth rate is shown 

to increase monotonically with spreading rate s. That is, for a given surface nucleation rate, a fast 

spreading rate increases the available area upon which the next layer can crystallize and therefore leads to 

an increase in the overall growth rate. However, one observes a distinctive difference in the slope of 

log10G versus log10s for low and high values of the spreading rate, s, and for different values of α; similar 

differences are apparent for the slopes of log10G versus log10i (Figure 4b) and log10r* (Figure 4c). From 

these slopes, one readily deduces the existence of two regimes, for both α  = 0 and α  = 1.  For α  = 0, 

corresponding to the conditions prevailing in the LH theory, one regime scales as G ~ (is)1/2 and can 

immediately be identified as Regime II, where s is relatively large and i is relatively small. The other 

regime scales as G ~ (ir*), and can be identified as Regime III for relatively small s and large i or r*. In 

this regime, growth occurs primarily through the accumulation of multiple nucleation events occurring 

simultaneously on multiple layers.  Significantly, this regime is not obtained unless the finite size r* of the 

nucleus is taken into account.  In the conventional LH theory and its variants, r* is identified with the 

width of one or a few molecular stems, whereas in JMA theory r* is usually assumed to be negligible. In a 

multi-scale model, however, r* (and α) is dictated by an appropriate analysis of the molecular level 

simulation. The transition from Regime II to Regime III is marked by the condition iA*( ) s r*( ) ≈1 , 

where A*=br*.  Using the same regime notation for the 2D case (α  = 1), one obtains G ~ (is2)1/3  in 

Regime II and G ~ (ir*2) in Regime III.  The alternate scaling with spreading rate in Regime II is 

consistent with the change from 1D to 2D spreading.  The alternate scaling with critical nucleus size in 

Regime III is indicative of deposition of disk-like nuclei in lieu of rod-like stems. The transition from 

Regime II to Regime III in 2D is again marked by the condition iA*( ) s r*( ) ≈1 , where now A*=br*2.   
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Figure 4. Growth rate G/h from a surface of identical material with fixed area A0/h2, plotted as function of 

(a) spreading rate s/h, (b) surface nucleation rate ih2 and (c) critical nucleus size r*/h. Kinetic modeling 

results are shown for α = 0 (red squares) and for α = 1 (black circles).  For each value of α, two limiting 

behaviors are observed for G as a function of the parameters s, i and r*, respectively.  For α  = 0 (solid 

lines) and α  = 1 (dashed lines), these limiting behaviors are identified as Regime II (blue lines) and 

Regime III (green lines). In all cases, b = 1, h = 1 and, unless stated otherwise, r*/h = 1, s/h = 1 ns-1, ih2 = 

1 ns-1.  

 

It is worth noting that the Regime I of LH theory is not observed under any circumstances in Figure 4, 

including variations of A0 down to the lower bound of A*.   Regime I, which occurs in polymers at the 

shallowest supercoolings, has been postulated to occur under conditions of large spreading rate s and 
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relatively small substrate size A0.  We expect the transition from Regime II to Regime I to occur in the 

vicinity of iA0( ) s r*( ) ≈1 . Under such circumstances, only one or a few nucleation events, followed by 

relatively rapid spreading, may be sufficient to completely solidify a single layer with high probability 

before the next layer is initiated.  This limit appears to be inconsistent with the assumption of a constant 

nucleation rate i, invoked in Eq (5). We speculate that a stochastic treatment of nucleation rate may be 

necessary to capture Regime I and its transition from Regime II.  However, such analysis is beyond the 

scope of the current work. 

  

Figure 5 shows the scaled roughness R/h, given by Eq. (13), for surface nucleation rates spanning several 

orders of magnitude, spanning Regime II and Regime III. The time scales are significantly different for 

such a broad range of surface nucleation rates, so the time axis is scaled by the growth rate G. For 

behavior characteristic of Regime II (e.g. ih2 < 0.1 ns-1), the scaled roughness attains a steady state value 

R/h < 1 after the deposition of about 5 to10 layers. This steady state value corresponds to only one or two 

molecular layers actively crystallizing at the growth front at any given time. For faster nucleation rates (or 

slow spreading rates), as the system approaches the transition from Regime II to Regime III, one observes 

a transition from roughness at the growth front characterized by a time-independent R/h to one 

characterized by a time-independent d(R/h)/dt.  That is, for behavior characteristic of Regime III (e.g. ih2 

> 10 ns-1), R/h increases approximately linearly with scaled time after the deposition of about 5 to 10 

layers, and grows without bound. This behavior is consistent with that observed by Guttman and 

DiMarzio using a Kinetic Monte Carlo simulation with spreading in 1D.13  



 19 

 

Figure 5. Surface roughness R/h as a function of time (scaled by G/h) for a range of surface nucleation 

rates spanning Regimes II and III. Results are presented for 2D spreading (isotropic, α = 1); similar 

results were obtained for 1D spreading (α  = 0). In each R/h profile b = 1, r*/h = 1 and s/h = 1 ns-1.  

 

4.2 A multi-scale model of crystal growth 

In this section we apply our kinetic model to the description of crystal growth of n-pentacontane (C50H102, 

or C50 for short) from the melt. In the first paper of this series1, the results from molecular dynamics 

(MD) simulations for crystallization of C50 from the melt state upon a polyethylene (PE) substrate were 

presented. Methods for the determination of the crystal growth rate, G, as well as for the various layer-

dependent parameters of the kinetic model (bk, αk, sk, ik, rk
*) were reported, and values were obtained for 

crystallization of C50 as fully extended chain crystallites. For layers k ≥ 4, it was determined that these 

parameters become more or less layer-independent, thereby identifying the “far from surface” behavior 

typical of C50 crystallization. Layer-independent values of s and i were obtained for isothermal crystal 

growth at temperatures from 300 to 370 K (the equilibrium melting point Tm of C50 based on the force 

field used in that work); these values are reproduced in Table 1. The 2D nucleus was observed to exhibit 

nearly isotropic, radial growth; thus b = 2π and α = 1 were employed here for kinetic modeling purposes. 

The size of the critical surface nucleus was found to be n* = 20 CH2 monomers, corresponding to a critical 

area A*= 1.29 nm2 and r* = 0.64 nm. Based on the size of those simulations, A0 = 42 nm2 (i.e. A0/A* ~ 33). 
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The layer thickness was h=0.4 nm.  According to Table 1, crystal growth for C50 is estimated to be in 

Regime III or in the vicinity of transition to Regime II over the entire range of temperature, based on the 

simulation data.   

 

Table 1. Surface spreading rate s and surface nucleation rate i at the growth front of a C50 crystal 

crystallizing at temperature Tc, measured by molecular dynamics simulation.1  Also tabulated are the 

criteria for transitions from Regime II to either Regime III or Regime I, and the rate at which the growth 

surface roughness increases in Regime III, estimated by both the kinetic model and the molecular 

simulations.  

Tc (K) s (nm ns-1) i (nm-2 ns-1) iA*( ) s r*( )  iA0( ) s r*( )  d(R/h)/dt kinetic 
(103 ns-1) 

d(R/h)/dt sim 
(103 ns-1)(a) 

300 0.019  0.054  4.74 77.1 4.1  8.5  

320 0.028  0.053  3.16 50.4 4.0  11   

340 0.046  0.052  1.89 30.7 1.9  10  

360 0.055 0.052  1.58 25.7 1.6  3.2  

370 0.051  0.052  1.70 27.7 1.4  3.4  
 (a) estimates based on linear fit to last 10 ns of simulation time, from Ref 1. 

 

Figure 6 shows the growth rate G predicted by the kinetic model described here, using the spreading and 

surface nucleation rates obtained from MD simulation at each temperature. For comparison, the growth 

rates obtained by tracking the midpoint of the growth front during MD simulations of C50 crystallization 

are also shown in Figure 6. The growth rates predicted by the kinetic model are 2-4 times higher than 

those measured directly by MD simulation. As discussed in the companion paper,1 the finite size of the 

MD simulations results in frustration of crystallization as the layers near completion, due to the presence 

of periodic boundaries, and gradual attrition of the growth front. Such frustration, and the finite size effect 

that gives rise to it, are completely avoided in the kinetic modeling approach presented here. Thus, the 

kinetic model yields a higher growth rate that is arguably more representative of a macroscopic system 

undergoing crystallization. 
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Figure 6. Growth rate G of C50 measured by molecular dynamics simulation (black squares) and 

predicted by the kinetic model (red diamonds)  

 
Figure 7 shows the scaled roughness R/h predicted by the kinetic model using the parameters and rates 

from MD simulation of C50 crystallization. The resulting roughness profiles are remarkably similar to 

those obtained from analysis of the simulation (c.f. Figure 10 of Ref 1). The magnitudes of R/h and their 

tendency towards continued increase at the lower temperatures provide additional evidence that the 

crystallization of C50 is in Regime III or in the vicinity of transition to Regime II.   Appropriate to 

Regime III, the values of d(R/h)/dt determined by the kinetic model and by molecular simulations are 

compared in Table 1.  The simulation results are rather noisy, but both methods suggest that roughness at 

the growth front increases with decreasing temperature.  
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Figure 7. Scaled roughness R/h at the growth front of crystallizing C50 predicted by the kinetic model. 

 

Both surface spreading and surface nucleation are molecularly fast processes. Their time scales do not 

readily permit their direct measurement by experiment. Molecular simulation offers a means for direct 

observation of these molecular rates, albeit in silico. However, molecular simulations alone cannot be 

used to model crystal growth over more than a few hundreds of nanoseconds, with current technology. 

Simulation times scale with the number of atoms, making it impractical to simulate increasingly large 

systems. The kinetic model presented here respresents an important part of a multi-scale modeling 

strategy that serves to bridge the gap between molecular processes and the macroscopically observable 

growth rate.  

 

5. Conclusions 

The method presented here offers one approach to modeling crystallization from a substrate with area A0 

into a supercooled melt.  Features of the approach include layer-by-layer deposition of solid material on 

previously solidified portions of the underlying layers, in a type of solid-on-solid model. Critical surface 

nucleus size, surface nucleation rate, and spreading rate within each layer are the essential constitutive 

parameters of the model.  Estimates of these constitutive parameters as functions of temperature may be 
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based on classical nucleation theory, physical models such as reptation in polymer melts, or obtained 

directly by experiments or molecular simulations.  Coupled solution of the equations for evolution of the 

solid fraction within each layer makes the method more robust than analytical solutions that can be 

obtained in certain limiting cases, allowing one to model growth behavior in different regimes as well as 

in the vicinity of transitions between regimes seamlessly.  Meanwhile, the method is computationally 

more efficient than a Kinetic Monte Carlo simulation. The method is shown to reproduce important 

aspects of Regime growth from LH theory for polymer crystallization in specific cases, but is not limited 

to such cases.  It is also shown to reproduce important features of the growth front, such as surface 

roughness, previously estimated by Monte Carlo simulations. 

 

Using molecular dynamics simulations to estimate the essential constitutive parameters (s, i, r* and α) 

over a wide range of temperatures in combination with the kinetic model described here to model layer-

by-layer growth for arbitrary values of A0 and number of layers, one obtains a multi-scale modeling 

strategy for characterizing crystal growth kinetics from first principles.  In combination with the 

companion paper, this strategy is demonstrated here for crystallization of n-pentacontane, but it should be 

generally applicable to a variety of materials for any supercooling and substrate size such that growth is 

consistent with Regime II or Regime III.  Application of the method to more complex cases such as chain 

folded crystallization in polymers, especially that typical of Regime I, may require further refinements, 

but the method described here offers a reasonable starting point for such refinements. To our knowledge, 

this is the first time that chemically specific growth parameters (s, i, r*, α) have been obtained by 

molecular simulation and then used to model directly the propagation of the growth front over long time 

and length scales using a continuum kinetic model.  
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